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Large-N asymptotic expansion for mean field models with Coulomb
gas interaction
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Abstract

We derive the large-N, all order asymptotic expansion for a system ofN particles with mean-field interactions
on top of a Coulomb repulsion at temperature 1/β, under the assumptions that the interactions are analytic,off-
critical, and satisfy a local strict convexity assumption.

1 Introduction

This article aims at giving a basic framework to study the large-N expansion of the partition function and various
observables in the mean-field statistical mechanics ofN repulsive particles in 1d. This is one of the most simple
form of interaction between particles and constitutes the first case to be fully understood before addressing the
problem of more realistic interactions.

An archetype of such models is provided by randomN × N hermitian matrices, drawn from a measure
dM e−NTr V(M) [Meh04, For10]. The corresponding joint distribution of eigenvalues is

N∏

i=1

dλi e−NV(λi )
∏

i< j

|λi − λ j |β

with β = 2, ie. of the forme−E(λ) whereE(λ) includes the energy of a 2d Coulomb interaction of eigenval-
ues, and the effect of an external potentialV. The large-N behaviour in those models – and for all values of
β > 0 – have been intensively studied: they are calledβ-ensembles. On top of contributions from physics
[ACKM95, ACM92, Ake96, Eyn04, Che06a, CE06, Che06b], many rigorous results are available concerning
the convergence of the empirical measure whenN is large [ST97, Dei98], large deviation estimates [AGZ10],
central limit theorems or their breakdown [Joh98, Pas06, KS10, BG13b, BG13a], and all-order asymptotic expan-
sion of the partition function and multilinear statistics [APS01, EM03, BG13b, Shc13, BG13a]. The nature of the
expansion depends on the topology of the locus of condensation S of the eigenvalues. Besides, the asymptotic ex-
pansion up toO(N−∞) is fully determined by a universal recursion, called ”topological recursion” [Eyn04, EO09]
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(or ”topological recursion with nodes” in the multi-cut case [Eyn09]), taking as initial data the large-N spectral
density and the large-N spectral covariance.

The models we propose to study are generalizations ofβ ensembles, with an arbitrary interaction between
eigenvalues (not only pairwise), but assuming pairwise repulsion at short distance approximated by the Coulomb
interaction already present inβ ensembles, see (1.1). Then, combining tools of complex and functional analysis,
we provide techniques showing that the theory for the all-order large-N asymptotic expansion is very similar to
the one developed forβ ensembles.

In those models, the equilibrium is driven by the balance between Coulomb repulsion and the interactions,
whereas the entropy is negligible at leading order. Other types of mean-field models have already been studied in
the literature : [Bol86, Bol87] has studied the case where the entropy and smooth interactions balance each other,
whereas [Chi00] considered smooth pairwise interactions only. In both cases, the Coulomb repulsion was absent,
and the authors have derived a central limit theorem for fluctuations of linear statistics. The work of [Chi00]
represents the infinite temperature caseβ = 0 of our model forr = 2, and treats only the one-cut regime. For
our models, the analysis allows us the derivation of a central limit theorem in the one-cut regime, as well as its
analogue – which includes interference effects – in the multi-cut regime.

1.1 The model

1.1.1 The unconstrained model

Let A = ∪̇g
h=0Ah be a closed subset ofR realised as the disjoint union ofg intervalsAh – possibly semi-infinite or

infinite. In this paper we focus on the probability measure onAN defined by:

dµAN =
1

ZAN

N∏

i=1

dλi

∏

1≤i< j≤N

∣∣∣λi − λ j

∣∣∣β · exp
{N2−r

r!

∑

1≤i1,...,ir≤N

T(λi1, . . . , λir )
}
. (1.1)

We assumeβ > 0 andZAN is the partition function which ensures that
∫
AN dµAN = 1. The functionT represents an

r-body interaction. Without loss of generality, we can assume T to be symmetric in itsr variables; we call it the
r-linear potential. The scaling inN ensures that it contributes to the same order that the 2-bodyrepulsive Coulomb
interaction whenN is large. A common case isr = 2, ie. the eigenvalues undergo a pairwise repulsion, which
is approximated at short distance by a Coulomb repulsion. The r-linear potential can possibly admit a large-N
asymptotic expansion of the type

T(x1, . . . , xr) =
∑

p≥0

N−p T[p](x1, . . . , xr) ,

whereT[p] are symmetric functions onAr not depending onN. These functions have the same regularity asT.
We do stress that ther-linear potentialcontains, as a specific example, the case of growingr-body interactions,

namely the substitution

T(x1, . . . , xr ) =
∑

J⊆[[ 1 ; r ]]

(
r − |J|)! T|J|

(
xJ

)
with

{
J = { j1, . . . , j |J|}

xJ =
(
x j1, . . . , x j |J|

) (1.2)

recast ther-linear interaction term as

r∑

k=1

N2−k

k!

∑

1≤i1,...,ik≤N

Tk(λi1, . . . , λik) .
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The latter expression has a clear interpretation of a concatenation of 1, 2, . . . , r body interactions. In the latter case,
it is convenient to include the 2-body Coulomb repulsion in atotal 2-body interaction:

Ttot
2 (x, y) = β ln |x− y| + T2(x, y) .

For β = 2, sendingr → ∞ would allow the description a quite general form of aU(N) invariant measure on
the space ofN × N hermitian matrices. Indeed, forβ = 2, (1.1) corresponds to the law of eigenvalues of aN × N
random hermitian matrixΛ drawn with (unnormalised) distribution:

dΛ exp
{N2−r

r!
Tr T(Λ(1), . . . ,Λ(r))

}
,

where dΛ is the Lebesgue measure on the space of Hermitian matrices, andΛ(i) is the tensor product ofr matrices,
in which the i-th factor isΛ and all other factors are identity matrices. In particular,in any model of several
random and coupledN×N hermitian random matricesΛ1, . . . ,Λs which is invariant by simultaneous conjugation
of all Λi by the same unitary matrix, the marginal distribution ofΛi is U(N) invariant, thus of the form (1.1) with,
possibly,r = ∞ and a different dependence inN. Further, for simplicity, we shall restrict ourselves tor-linear
interactions between eigenvalues withr < ∞.

1.1.2 The model with fixed filling fractions

In the process of studying the unconstrained model in the multi-cut regime, we will need to deal with the so-called
fixed filling fraction model. Letg ≥ 1, and recall thatA =

⋃̇g
h=0Ah. Let N =

∑g
h=0 Nh be a partition ofN into

g+ 1 integers andN = (N0, . . . ,Ng) a vector built out of the entries of this partition. One can associate to such a
partition a vectorλ ∈ AN ≡

∏g
h=0 ANh

h with entries ordered according to the lexicographic order onN2

λ =
(
λ0,1, . . . , λ0,N0, λ2,1 . . . , λg,1, . . . , λg,Ng

)
.

The measure onAN associated with this partition reads

dµAN =
1

ZAN

∏

i∈I

{
1Apr(i)(λi)dλi

}
·
∏

i1<i2

∣∣∣λi1 − λi2

∣∣∣β exp

{
N2−r

r!

∑

i1,...,ir∈I
T
(
λi1, . . . , λir

)}
. (1.3)

Above,ik are elements of
I =

{
(a,Na) : a ∈ [[ 0 ; g ]]

}
,

< is the lexicographic order onI and pr is the projection on the first coordinate. Note that therelation between
the partition function of the unconstrained model and the fixed filling fraction model is:

ZAN =
∑

N0+···+Ng=N

N!
∏g

h=0 Nh!
ZAN .

1.1.3 Observables

In this section,µS denotes the measure andZS the partition function in any of the two models,viz. S = AN or AN.
The empirical measure is the random probability measure:

LN =
1
N

∑

i∈IS

δλi with IAN = [[ 1 ; N ]] and IAN = I .
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We introduce the Stieltjes transform of then-th order moments of the unnormalised empirical measure, called
disconnected correlators:

W̃n(x1, . . . , xn) = Nn µS
[ n∏

i=1

∫
dLN(si)
xi − si

]
. (1.4)

They are holomorphic functions ofxi ∈ C \ A. WhenN is large, for reasons related to concentration of measures,
it is more convenient to consider the Stieltjes transform ofthen-th order cumulants of the unnormalised empirical
measure, calledcorrelators:

Wn(x1, . . . , xn) = ∂t1 · · · ∂tn ln ZS
[
T → T̃t1,...,tn

]
|ti=0

(1.5)

with

T̃t1,...,tn(ξ1, . . . , ξr) = T(ξ1, . . . , ξr) +
(r − 1)!

N

n∑

i=1

r∑

a=1

ti
xi − ξa

, (1.6)

and we have explicitly insisted on the functional dependence of ZS on ther-linear potential.
If J is a set, exactly as in (1.2) we denote byxJ the |J|-dimensional vector whose components are labelled by

the elements ofJ. The above two types of correlators are related by:

W̃n(x1, . . . , xn) =
n∑

s=1

∑

[[ 1 ; n ]]=
J1∪̇···∪̇Js

s∏

i=1

W|Ji |(xJi ) .

Above, the sum runs through all partitions of the set [[ 1 ;n ]] into snon-empty, disjoint setsJℓ.
We do stress that the knowledge of the correlators for a smooth family of potentials{Tt} indexed by some

continuous variablet determines the partition function up to an integration constant. Indeed, letµTt
S denote the

probability measure in any of the two models and in the presence of ther-linear interactionTt. Then, one has

∂t ln ZS
[
T → Tt

]
=

N2

r!
µ

Tt
S

[ ∫
∂tTt(s1, . . . , sr)

r∏

i=1

dLN(si)
]
.

If ∂tTt is analytic in a neighbourhood ofAr , we can rewrite:

∂t ln ZS
[
T → Tt

]
=

N2−r

r!

∮

Ar
∂tTt(ξ1, . . . , ξr) W̃r

[
T → Tt

]
(ξ1, . . . , ξr)

r∏

i=1

dξi

2iπ
.

In both cases, the superscriptTt denotes the replacement of ther-linear potential by thet-dependent oneTt.

1.2 Motivation

In the context of formal integrals, which is accurate for combinatorics, (1.1) describes the generating series of
discrete surfaces obtained by gluing along edges discrete surfaces of any topology and with up tor polygonal
boundaries. The enumeration of maps carrying any of the classical statistical physics models: self-avoiding loop
configurations [Kos89], spanning forests [CS09], the Pottsmodel [Kaz88, BE99, ZJ00], the Ising model [Kaz86],
the 6-vertex model [Kos00], . . . arise as special cases. There exists by construction a 1/N expansion, and it was
shown in [BEO13] forr = 2, and [Bor13] for arbitraryr that the large-N expansion of the correlators are given by
the topological recursion ”with initial conditions”.

In the context of convergent integrals, the present articlegives conditions under which the existence of the
large-N expansion can be established. Forβ = 2, combined with the results of [BEO13] forr = 2 and [Bor13]
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for arbitraryr, it shows that the large-N expansion is governed in the one-cut regime or in the multi-cut regime
with fixed filling fractions by the topological recursion. When β , 2, the answer should also be given by the
β-topological recursion of [CE06], although this has only been demonstrated in the caser = 1. The universality
of this recursion goes therefore far beyond the caser = 1 where it was discovered [Eyn04]. Given this result, the
heuristics of [Eyn09] in the multi-cut case are obviously valid for arbitrary r, and we justify them rigorously here,
following the strategy of [BG13a] forβ ensembles (r = 1). Let us also mention that a certain class ofr = 2 models
have been studied from the point of view of local universality in [GV12].

The models we are studying are encountered for instance in 3-dimensional topology: the computation of torus
knot invariants and of the Chern-Simons partition functionin certain Seifert manifolds is of the form (1.1) for
r = 2 [Mar04], and it was claimed in [GM06] that the SU(N) Chern-Simons partition function of 3-manifolds
obtained by filling of a knot inS3 should be described by (1.1) forr = ∞. For related reasons, (1.1) withr = 2
is also relevant in topological strings and supersymmetricgauge theories, seee.g. [Sul10], although our results
would have to be generalised to complex-valuedT in order to be applied to such problems. Here are a fewr = 2
examples to which our methods apply:

• With some natural assumptions on the functionf :

Ttot
2 (x, y) = β

{
ln |x− y| + ln | f (x) − f (y)|

}
.

Forβ = 2, the corresponding random matrix model is determinantal.For f (x) = xθ, these are the biorthog-
onal ensemble studied in [Mut95, Bor99].

• The sinh interactions: forψ(x) = sinh(x/2),

Ttot
2 (x, y) = β ln

∣∣∣ψ(x− y)
∣∣∣ .

• TheU(N) Chern-Simons partition function spherical and euclideanSeifert spaces: for ad-uple of positive
integers (p1, . . . , pd) so that 2− d +

∑d
i=1 1/pi ≥ 0,

Ttot
2 (x, y) = (2− d) ln

∣∣∣ψ(x− y)
∣∣∣ +

d∑

i=1

ln
∣∣∣ψ[(x− y)/pi ]

∣∣∣ .

• Theq-deformed interactions, non-compact case: for|q| < 1,

Ttot
2 (x, y) = (ex−y, q)∞(ey−x, q)∞, (z, q)∞ =

∞∏

k=0

(1− zqk)

• The (q, t)-deformed interactions, compact case: for|q| < 1, t ∈] − 1, 1[ andA ⊆ [0, 1],

Ttot
2 (x, y) =

(e2iπ(x−y) , q)∞ (e2iπ(y−x) , q)∞
(t e2iπ(x−y) , q)∞ (t e2iπ(y−x) , q)∞

• TheO(n) model: for|n| ≤ 2 andA ⊆ R+,

Ttot
2 (x, y) = β

{
2 ln |x− y| − n ln(x+ y)

}
.

The previous examples were related toAN−1 root systems. The analogue of the simplest Coulomb inter-
action forBCN root systems is theO(−2) model, and the sinh,q and (q, t) cases also have a naturalO(n)
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deformation. They are relevant in SO or Sp(N) Chern-Simons theory, but also in condensed matter. For
instance, the two-body interaction:

Ttot
2 (x, y) = (β/2)

{
ln |x− y| + ln

∣∣∣ψ(x− y)
∣∣∣ + ln |x+ y| + ln

∣∣∣ψ(x+ y)
∣∣∣
}

has been shown to occur between transmission eigenvalues inmetallic wires with disorder [BR93].

All of the above examples do satisfy the strict convexity property (cf. Hypothesis 3.2 for its details) and thus fall
into the scope of our method. As a matter of fact, one can define(q, t)-deformed interactions associated to any
pair of root systems, and they intervene in the orthogonality measures of Macdonald polynomials [Mac00].

1.3 Main result

Our main result is Theorem 8.1 is an all order expansion for the partition function of our model that we emphasise
below. This in particular allows the study of fluctuations oflinear statistics in§ 8.2.

Theorem 1.1 Assume Hypothesis 2.1, T holomorphic in a neighbourhood ofAr , andµeq in the(g+ 1)-cut regime
and off-critical. Then the partition function function in theAN model admits the asymptotic expansion:

ZAN = N(β/2)N+γ exp

( ∑

k≥−2

N−k F[k]
ǫ⋆

)

×
{∑

m≥0

∑

ℓ1,...,ℓm≥1
k1,...,km≥−2∑m

i=1 ℓi+ki>0

N−
∑m

i=1(ℓi+ki )

m!

( m⊗

i=1

F[ki ],(ℓi )
ǫ⋆

ℓi!

)
· ∇⊗(

∑m
i=1 ℓi )

v

}
Θ−Nǫ⋆

(
F[−1],(1)
ǫ⋆

∣∣∣∣ F[−2],(2)
ǫ⋆

)
. (1.7)

The various terms appearing in Theorem 1.1 will be defined in Sections 7-8. Here, we briefly comment on the
structure of the asymptotic expansion.F[k],(ℓ) ∈ (Rg)⊗ℓ are tensors independent ofN. Θν(w|T) is the Siegel theta
function depending on ag-dimensional vectorw andT is a definite positive quadratic form inRg. ∇ is the gradient
operator acting on the variablew. This Theta function isZg-periodic function of the vectorν. Since it is evaluated
to ν = −Nǫ⋆ in (1.7), the partition function enjoys a pseudo-periodic behaviour inN at each order in 1/N. We
mention that the definite positive quadratic form in the Theta function is evaluated at

T = F[−2],(2)
ǫ⋆

= −Hessianǫ=ǫ⋆ E[µǫeq] .

The exponentγ =
∑g

h=0 γh only depends onβ and the nature of the edges, it was already determined in [BG13a]:

• γh =
3+β/2+2/β

12 if the componentSh of the support has two soft edges ;

• γh =
β/2+2/β

6 if it has one soft edge and one hard edge ;

• γh =
−1+β/2+2/β

4 if it has two hard edges.

Note that, in the 1-cut regime (g = 0), the Theta function is absent and we retrieve a 1/N expansion (established
in Corollary 7.2).
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1.4 Method and outline

We stress that in general (1.1) is not an exactly solvable model even forβ = 2 – with the exceptional of the
aforementioned biorthogonal ensembles – so the powerful techniques of orthogonal polynomials and integrable
systems cannot be used. In principle, atβ = 2 one could analyse the integral within the method developed
in [Koz11]. For such a purpose, one should first carry out the Riemann–Hilbert analysis of a general multiple
integral withT = T1 (cf. (1.2)) and then implement the multideformation proceduredeveloped in [Koz11]. Here,
we rather rely on a priori concentration of measures properties, and the analysis of the Schwinger-Dyson equations
of the model what allows us, in particular, to treat uniformly the case of generalβ.

In Section 2, we establish the convergence of the empirical measureLN =
1
N

∑
i∈IS δλi in the unconstrained

model (S = AN), and in the model with fixed filling fractions (S = AN), to an equilibrium measureµeq. We study
the properties ofµeq in § 2.3, showing that the results of regularity ofµeq compared to the Lebesgue measure, and
squareroot behaviors at the edges – which are well-known forpure Coulomb two-body repulsion – continue to
hold in the general setting. We give a large deviation principle in§ 3.1 allowing, as a particular case, a restriction
to A compact.

We prove in Section 3 the concentration of the empirical measure aroundµeq, modulo the existence of an
adapted functional spaceH . Such adapted spaces are constructed in Section 4, thanks tothe existence of the
inverse of a linear operatorT . This inverse is explicitly constructed in Appendix A.2 by invoking functional
analysis arguments. All these handlings lead to rough a priori bounds on the correlators. In Section 5, we improve
those bounds by a bootstrap method using the Schwinger-Dyson equations in the fixed filling fraction model, and
obtain the asymptotic expansion of the correlators in this model. The bootstrap method is based on the existence
of a continuous inverse for a linear operatorK , which relies on basic results of Fredholm theory reminded in
Appendix A.1. In Section 6, we deduce the asymptotic expansion of the partition function in the fixed filling
fraction model by performing an interpolation to a model with r = 1, for which we can use the result of [BG13a]
relating the partition function to asymptotics of Selbergβ integrals, again by interpolation. In the one-cut regime,
this concludes the proof. In the multi-cut regime, we prove that the coefficients of expansion depend smoothly
on the filling fractions. This allows in Section 7 to establish the asymptotic expansion of the partition function
for the unconstrained model in the multi-cut regime, and to study the convergence in law of fluctuations of linear
statistics in Section 8.2.

1.5 Notations and basic facts

Functional analysis

• Lp(X) is the space of real-valued mesurable functionsϕ on X such that|ϕ|p is integrable. Unless specified
otherwise, the spaceX will be endowed with its canonical measure (Lebesgue measure for a subset ofR,
curvilinear measure for a Jordan curve, etc.).

• F denotes the Fourier transform which, defined onL1(A), readsF [ϕ](k) =
∫
A

eik·xϕ(x) dr x.

• Hs(Rr) is the Sobolev space of functionsϕ ∈ L2(Rr ) such that:

‖ϕ‖Hs =

∫

Rr

∣∣∣F [ϕ](k)
∣∣∣2
(
1+

r∑

i=1

k2
i

)s
drk < +∞ .

• More generally,W1;p(A) denotes the space of measurable functionsϕ on A such that

||ϕ||p = ||ϕ||Lp(A) + ||ϕ′||Lp(A) < +∞ .

7



• If b > 0 and f is a real-valued function defined on a subsetX of a normed vector space, we agree upon:

κb[ϕ] = sup
x,y∈X

|ϕ(x) − ϕ(y)|
|x− y|b

∈ [0,+∞] .

In the case whenX ⊂ Cp, | · | will stand for the sup-norm. The space ofb-Hölder functions corresponds to:

Hob(X) =
{
ϕ ∈ C0(X), κb[ϕ] < +∞}

.

and the space of Lipschitz functions to Ho1(X).

Complex analysis

• If A is a compact ofR andm ≥ 1, H m(A) denotes the space of holomorphic functionsf in C \ A, so that
f (x) ∈ O(1/xm) whenx→ ∞. If f is a function inC \ A, we denotef ·H m(A) = { f · ϕ, ϕ ∈H m(A)}.

• We can define similarly a spaceH m(A, r) for functions ofr variables. In that case, the asymptotics in each
variables take the formf (x1, . . . , xr ) ∈ O(1/xm

p ), with aO that is uniform with respect to the other variables
satisfyingd(xk,A) > η, for someη > 0.

• If Γ is a Jordan curve (hereafter called contour) surroundingA in C \ A, we denote Ext(Γ) ⊆ C \ A the
unbounded connected component ofC \ Γ, and Int(Γ) the other connected component. IfΓ andΓ′ are two
contours, we say thatΓ′ is exterior toΓ if Γ′ ⊆ Ext(Γ) and we denoteΓ ⊂ Γ′. We denoteΓ[1] an arbitrary
contour inC \ A exterior toΓ, and more generally (Γ[i]) i≥0 with Γ[0] = Γ an arbitrary sequence of contours
in C \ A so thatΓ[i + 1] is exterior toΓ[i]. Γ[−1] denotes a contour interior toΓ, etc.

• We can equipH m(A) (resp.H m(A, r)) with the norm:

‖ϕ‖Γ = sup
x∈Γ
|ϕ(x)| = sup

x∈Ext(Γ)
|ϕ(x)| (

resp. ‖ϕ‖Γr = sup
x∈Γr
|ϕ(x)|) .

• Given a contourΓ in C and a holomorphic functionf onC \ Γ, we denote byf± its boundary values (if they
exist) when a pointz ∈ C \ Γ approaches a pointx ∈ Γ from the+ (ie. left) side or− (ie. right) side ofΓ
and non-tangentially toΓ. The convergences off (z) to f±(x) will be given in terms of a norm (Lp,C0, . . .)
appropriate to the nature off±.

Probability

• 1X denotes the indicator function of a setX.

• M1(A) denotes the space of probability measures onA.M0(A) denotes the set of differences of finite
positive measure with same mass.

• C0
b(A) denotes the space of bounded continuous functions onA.M1(A) andM0(A) are endowed with

the weak-* topology, which means that:

lim µn = µ∞ ⇐⇒ ∀ f ∈ C0
b(A), lim

n→∞

( ∫

A

f (x) dµn(x)

)
=

∫

A

f (x) dµ∞(x) .

If A is compact, Prokhorov theorem ensures thatM1(A) is compact for this topology.
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• If ν ∈ M0(A), the Vasershtein norm is defined as:

‖ν‖ = sup
ϕ∈Ho1(A)
κ1[ϕ]≤1

∣∣∣∣
∫

A

ϕ(x)dν(x)
∣∣∣∣

• Given the representation as a disjoint unionA = ∪̇g
h=0Ah andǫ =

(
ǫ0, . . . , ǫg

)
ag+1 dimensional vector

with entries consisting of non-negative real numbers summing up to 1, we denoteMǫ(A) the set of
probability measuresµ on A such thatµ[Ah] = ǫh, h = 0, . . . , g. We recall thatMǫ(A) is a closed,
convex subset ofM1(A).

• If X is a union of segments or a Jordan curve,ℓ(X) denotes its length.

• The notationO(N−∞) stands forO(N−k) for anyk ≥ 0.

• c,C denote constants whose values may change from line to line.

2 The equilibrium measure

In this section, we assume:

Hypothesis 2.1

• (Regularity) T∈ C0(Ar).

• (Confinement) If±∞ ∈ A, we assume the existence of a function f so that T(x1, . . . , xr) ≤ −(r−1)!
∑r

i=1 f (xi),
when|x| is large enough, and:

lim inf
x→±∞

f (x)
β ln |x| > 1 .

• In the fixed filling fraction model, letǫ = (ǫ0, . . . , ǫg) ∈ [0, 1]g+1 be such that
∑g

h=0 ǫh = 1, and N =
(N0, . . . ,Ng) be a vector of integers whose components depend on N and satisfy the constraint

∑g
h=0 Nh = N

and Nh/N → ǫh.

• (Uniqueness of the minimum) The energy functionalE has a unique global minimum onM1(A) (in the
unconstrained model), or onMǫ(A) (in the fixed filling fraction model).

2.1 Energy functional

We would like to consider the energy functional:

E[µ] = −
∫

Ar

(T(x1, . . . , xr )
r!

+
β

r(r − 1)

∑

1≤i, j≤r

ln |xi − x j |
) r∏

i=1

dµ(xi) . (2.1)

Because of the singularity of the logarithm,E assumes value inR ∪ {+∞}, and it is well-known thatE is lower
semi-continuous. Let us introduce the level sets:

EM =
{
µ ∈ M1(A), E[µ] ≤ M

}
, E<∞ =

{
µ ∈ M1(A), E[µ] < ∞

}
.

We know thatE<∞ is not empty. LetM′ be a closed subset ofM1(A) which intersectE<∞. By standard arguments
[ST97, Dei98, AG97],E has compact level setsEM inM′, has a minimising measureµ∗ onM′, andE[µ∗] is finite.
M′ can be eitherM1(A) orMǫ(A), and Hypothesis 2.1 guarantees in either case thatµ∗ is unique. Exactly as in
[AG97] (see also [AGZ10]), we can prove the following large deviation principle:
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Theorem 2.1 Assume Hypothesis 2.1. Then the law of LN =
1
N

∑
i∈IS δλi under the probability measure(1.1)

(resp. (1.3)) satisfies a large deviation principle onM1(A) (resp.Mǫ(A)) with speed N2 and good rate function
E − infM1(A) E (resp.E − infMǫ(A) E) .

2.2 Convergence of the empirical measure

As a consequence of the previous large deviation principle,we can state the following convergence;

Theorem 2.2 Assume Hypothesis 2.1 in the unconstrained model, ie.S = AN. When N→ ∞, LN =
1
N

∑N
i=1 δλi

under the lawµAN converges almost surely and in expectation to the unique minimiser ofµeq of E onM1(A). µeq

has a compact support, denotedS. It is characterised by the existence of a constant C such that:

∀x ∈ A, β

∫

A

ln |x− ξ|dµeq(ξ) +
∫

Ar−1

T(x, ξ2, . . . , ξr )
(r − 1)!

r∏

i=2

dµeq(ξi) ≤ C , (2.2)

with equalityµeq-almost surely.

Theorem 2.3 Assume Hypothesis 2.1 in the model with fixed filling fractions, ie.S = AN. Then, LN = 1
N

∑N
i∈I δλi

under the lawµAN converges almost surely and in expectation to the unique minimiserµeq ofE onMǫ(A). µeq has
a compact support, denoted byS. It is characterised by the existence of constants Cǫ

h such that:

∀h ∈ [[ 0 ; g ]] , ∀x ∈ Ah, β

∫

A

ln |x− ξ|dµeq(ξ) +
∫

Ar−1

T(x, ξ2, . . . , ξr)
(r − 1)!

r∏

i=2

dµeq(ξi) ≤ Cǫh , (2.3)

with equalityµeq-almost surely.

In either of the two models, we define theeffective potentialas:

Teff(x) = β
∫

A

ln |x− ξ|dµeq(ξ) +
∫

Ar−1

T(x, ξ2, . . . , ξr)
(r − 1)!

r∏

i=2

dµeq(ξi) −
{

C
1Ah(x)Cǫh

. (2.4)

if x ∈ A, andTeff(x) = −∞ otherwise. It is thus non-positive and vanishesµeq-almost surely.

We will wait until Section 7.3 and Proposition 7.3 to establish that ifE has a unique global minimum on
M1(A), and if we denoteǫ⋆h = µeq[Ah], then for ǫ close enough toǫ⋆, E has a unique minimiser overMǫ(A).
In other words, Hypothesis 2.1 for the unconstrained model will imply Hypothesis 2.1 for the model with fixed
filling fractions close toǫ⋆. Although the full Proposition 7.3 is stated forT holomorphic, the aforementioned
statement is valid under weaker regularity, e.g.T ∈ Cm(Ar) with m> min(3, 2r).

2.3 Regularity of the equilibrium measure

In this section, we shall be more precise about the regularity of equilibrium measures, using the first Schwinger-
Dyson equation.

Lemma 2.4 Assume Hypothesis 2.1 and T∈ Cm(A) with m≥ 2. Then,µeq has aCm−2 density onS̊. Letα ∈ ∂S.

(i) If α ∈ ∂A (hard edge), then
dµeq

dx
(x) ∈ O

(|x− α|−1/2) when x→ α.
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(ii ) If α < ∂A (soft edge) and T∈ C3(Ar), then
dµeq

dx
(x) ∈ O

(|x− α|1/2) when x→ α.

Lemma 2.5 Assume Hypothesis 2.1 and T holomorphic in a neighbourhood of A in C. Then,S is a finite union
of segments which are not reduced to a point, and the equilibrium measure takes the form:

dµeq(x) =
1S(x) dx

2π
M(x)σ0(x)

∏

α∈∂S\∂A

|x− α|1/2
∏

α∈∂S∩∂A

|x− α|−1/2 , (2.5)

where M is holomorphic and positive (a fortiori nowhere vanishing) onA, andσ0(x) is a polynomial assuming
non-negative values onS.

Proof of Lemma 2.4.As soon asT ∈ C1(Ar), we can derive a Schwinger-Dyson for the modelµS. It is an exact
equation, which can be proved by integration by parts, or by expressing the invariance of the integralZS by change
of variables preservingA. It can be written: for anyx ∈ C \ A,

µS

[
N

∫

A

∂ξ
( (1− β/2)σA(ξ)

x− ξ
)
dLN(ξ) + N2

∫

A2

β

2(ξ1 − ξ2)

(σA(ξ1)
x− ξ1

− σA(ξ2)
x− ξ2

)
dLN(ξ1)dLN(ξ2)

+N2
∫

Ar

∂ξ1T(ξ1, ξ2, . . . , ξr )

(r − 1)!
σA(ξ1)
x− ξ1

r∏

i=1

dLN(ξi)

]
= 0 . (2.6)

Here, we have defined
σA(x) =

∏

a∈∂A

(x− a) .

We insist that it takes the same form for the unconstrained model S = AN and in the model with fixed filling
fractionsS = AN, see§ 1.1 for the definitions. We do not attempt to recast this Schwinger-Dyson equation in the
most elegant form ; this is the matter of Section 5.

For any fixedx ∈ C \ A, the functions against which the empirical measure are integrated are continuous.
Therefore, sinceLN converges toµeq (Theorem 2.2 or 2.3), the first term is negligible in the largeN limit, and we
obtain:

∫

S2

β

2(ξ1 − ξ2)

(σA(ξ1)
x− ξ1

− σA(ξ2)
x− ξ2

)
dµeq(ξ1)dµeq(ξ2) +

∫

Sr

∂ξ1T(ξ1, . . . , ξr )

(r − 1)!
σA(ξ1)
x− ξ1

r∏

i=1

dµeq(ξi) = 0 . (2.7)

This equality only involves analytic functions ofx ∈ C \ S and is established forx ∈ C \ A. Thus is also valid for
x ∈ C \ S. The first term can be rewritten partly in terms of the Stieltjes transform of the equilibrium measure:

β

2
σA(x) W2

eq(x) + U(x) + P(x) = 0 , (2.8)

with:

Weq(x) =
∫

S

dµeq(ξ)

x− ξ ,

U(x) =
∫

Sr

σA(ξ1)
∂ξ1T(ξ1, . . . , ξr)

(r − 1)! (x− ξ1)

r∏

i=1

dµeq(ξi) ,

P(x) =
∫

S2

β

2(ξ1 − ξ2)

(σA(ξ1) − σA(x)
x− ξ1

− σA(ξ2) − σA(x)
x− ξ2

)
dµeq(ξ1)dµeq(ξ2) .
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SinceσA(x) is a polynomial (of degreeg+1), P(x) is also a polynomial. SinceT ∈ C2(Ar ), U(x) admits continuous
± boundary values whenx ∈ S̊. Therefore,σA(x) W2

eq(x) – and a fortioriWeq(x) – also admits continuous±
boundary values whenx ∈ S̊. Then, (2.8) atx ∈ S̊ leads to:

σA(x)
(
W2

eq;±(x) − V′(x)Weq;±(x) +
P̃(x)
σA(x)

)
= 0 (2.9)

with:

V(x) = −2
β

∫

Sr−1

T(x, ξ2, . . . , ξr)
(r − 1)!

r∏

i=2

dµeq(ξi) , (2.10)

P̃(x) =
2
β

P(x) −
∫

S

σA(x) V′(x) − σA(ξ) V′(ξ)
(x− ξ) dµeq(ξ) . (2.11)

Since we assumeT ∈ C2(Ar), we also findV ∈ C2(S), henceP̃ ∈ C0(S). We also remind that the equilibrium
measure is given in terms of its Stieltjes transform by:

2iπ
dµeq

dx
(x) = Weq;−(x) − Weq;+(x) . (2.12)

Therefore, solving the quadratic equations (2.9) forWeq;±(x), we find:

dµeq

dx
(x) =

1S(x)
2π

√
4P̃(x) − σA(x)

(
V′(x)

)2

σA(x)
. (2.13)

From (2.13), we see that the only possible divergence of dµeq/dx is atα ∈ S ∩ ∂A, and the divergence is at most
a O((x − α)−1/2), hence (i). If α ∈ ∂S \ ∂A, we haveσA(α) , 0 but the density of the equilibrium measure must
vanish atα. If T ∈ C3(Ar), we find thatP̃ ∈ C1(A) and thus the quantity inside the squareroot isC1. So, it must
vanish at least linearly inα, which entails (ii ). �

Proof of Lemma 2.5. Let Ω be an open neighbourhood ofA such thatT is holomorphic inΩr . Then,V(x) and
P̃(x) defined in (2.10)-(2.11) are well-defined, holomorphic functions ofx ∈ Ω. So, the limiting Schwinger-Dyson
equation (2.7) can be directly recast for anyx ∈ Ω \ A:

W2
eq(x) − V′(x) Weq(x) +

P̃(x)
σA(x)

= 0 .

Its solution is:

Weq(x) =
V′(x)

2
± 1

2

√
σA(x)

(
V′(x)

)2 − 4P̃(x)
σA(x)

. (2.14)

By continuity ofWeq(x), the sign is uniformly+ or uniformly− in each connected component ofΩ. From (2.12),
the equilibrium measure reads:

dµeq

dx
(x) = ±1S(x) dx

2π

√
R(x) , R(x) =

σA(x)
(
V′(x)

)2 − 4P̃(x)

−σA(x)
. (2.15)

The supportS is the closure of the set ofx ∈ A for which the right-hand side is positive. The functionR is
meromorphic inΩ ∪ A and real-valued onA ; further, its only poles are simple and all located in∂A. Hence,
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given a compactΩ′ ⊆ Ω neighbourhood ofA, R can be recast asR = R0 · M2. In such a factorisation,R0(x) is a
rational function having the same poles and zeroes asR(x) onΩ′ while M2 is a holomorphic function onΩ that is
nowhere vanishing onΩ′ and that keeps a constant sign onA. We shall denote its square root byM. According to
the formula (2.15),R0(x) can only have simple poles that occur at the edges ofA. Thence, the edges ofS must be
either its poles or its zeroes. Therefore, we may factorise further the zeroes of even order and write:

dµeq

dx
(x) =

1S(x) M(x)
2π

σ0(x)
∏

α∈∂S\∂A

|x− α|1/2
∏

α∈∂S∩∂A

|x− α|−1/2 .

for some polynomialσ0(x). Since dµeq/dx is a density,σ0(x) has constant sign onS. If we require that it is
non-negative and has dominant coefficient±1,σ0(x) is uniquely determined. �

Definition 2.6 We speak of a(g0 + 1)-cut regime whenS is the disjoint union of g0 + 1 segments, and we write:

S = ∪̇g0
h=0Sh , Sh = [α−h , α

+
h ] .

We speak of an off-critical regime whenσ0(x) = 1.

3 Concentration around equilibrium measures

3.1 Large deviation for the support of the spectrum

Exactly as in Borot-Guionnet [BG13b, BG13a], we can prove:

Lemma 3.1 Assume Hypothesis 2.1. We have large deviation estimates: for anyF ⊆ A closed andΩ ⊆ A open,

lim sup
N→∞

1
N

ln µS
[∃i λi ∈ F

] ≤ sup
x∈F

Teff(x) ,

lim inf
N→∞

1
N

ln µS
[∃i λi ∈ Ω

] ≥ sup
x∈Ω

Teff(x) .

−Teff(x) defined in(2.4) is thus the rate function. �

It is natural to supplement the conclusion of this lemma withan extra assumption:

Hypothesis 3.1 (Control of large deviations) Teff(x) < 0 outsideS = suppµeq.

Lemma 3.1 along with Hypothesis 3.1 allows one the simplification of the form ofA. First of all, we can always
assume the domain of integrationA to be compact. Indeed, a non-compact domainA would only alter the answer
obtained for the correlators or the partition function in the case of the compact domainA[M] = A ∩ [ −M ; M ]
with M sufficiently large, by exponentially small inN terms. Second, when the control of large deviations holds,
for the price of the same type of exponentially small in N corrections (see [BG13b, Proposition 2.2 and 2.3] for
more precise statements), we may restrict further the domain of integration to any fixedA′ ⊆ A such thatA′ \ S
is as small as desired. For instance, in the (g0 + 1) cut regime, one can always restrictA to be a disjoint union of
(g+ 1) = (g0 + 1) closed compact intervalsA′h ∩ A, such thatA′h contains an open neighbourhood ofSh in Ah for
anyh ∈ [[ 0 ; g0 ]].

Therefore, from now on, we shall always assumeA to be a disjoint union of (g + 1) closed compact intervals
Ah, such thatSh ⊆ Ah for anyh ∈ [[ 0 ; g ]] as above. In particular, we will not continue distinguishing g from g0.
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3.2 Pseudo-distance and adapted spaces

In view of showing concentration of the empirical measure around the equilibrium measureµeq in either of the
two models, we add two assumptions:

Hypothesis 3.2 (Local strict convexity) For anyν ∈ M0(A),

Q[ν] = −β
∫

A2

ln |x− y|dν(x)dν(y) −
∫

Ar

T(x1, . . . , xr)
(r − 2)!

dν(x1)dν(x2)
r∏

i=3

dµeq(xi) (3.1)

is non-negative, and vanishes iff ν = 0.

We observe that for any measure with zero mass:

Q[ν] = βQC[ν] + QT [ν] , QC[ν] = −
∫

A2

ln |x1 − x2|dν(x1)dν(x2) =

∞∫

0

∣∣∣F [ν](k)
∣∣∣2

k
dk ∈ [0,+∞] , (3.2)

whereas the other partQT is always finite sinceT ∈ C0(Ar) andA is compact. Therefore,Q[ν] is well-defined and
takes its values inR ∪ {+∞}. Hypothesis 3.2 requires it to assume values in [0,+∞].

Definition 3.2 A vector subspaceH ⊆ C0(
R) is then called an adapted space if there exists a norm‖ · ‖H onH

and a continuous functionχA which assumes values1 on A and0 outside of a compact, and such that:

• there exists c0 > 0 such that:

∀ν ∈ M0(A), ∀ϕ ∈ H ,
∣∣∣∣
∫

A
ϕ(x) dν(x)

∣∣∣∣ ≤ c0Q1/2[ν] ‖ϕ‖H .

• there exists c1 > 0 and an integer m≥ 0 called the growth index such that, for any k∈ R, the function
ek(x) = χA(x) eikx belongs toH and one has‖ek‖H ≤ c1

(|k|m+ 1
)

We will show in Section 4 how to construct an adapted spaceH provided Hypothesis 3.2 holds. We will often
encounter multilinear statistics, and we will use both Vaserstein norm andQ in their estimation. The following
technical lemma will appear useful in the following.

Lemma 3.3 Let l, l′ ≥ 0 be integers, l′′ ≤ l′ be another integer, and m′ > (m− 1)l′′ + 2l′ + l. Then, given an
adapted spaceH , for anyϕ ∈ Cm′(Al+l′ ), anyν1, . . . , νk ∈ M0(A) andµ1, . . . , µl ∈ M1(A), one has the bounds:

∣∣∣∣∣∣

∫

Al+l′

ϕ(x1, . . . , xl+l′ )
l′∏

i=1

dνi(xi)
l+l′∏

j=l′+1

dµ j(x j)

∣∣∣∣∣∣ ≤ c0 Cl,l′,l′′ [ϕ]
l′′∏

i=1

Q1/2[νi ]
l∏

i=l′′+1

‖νi‖ (3.3)

for some finite non-negative constant C[ϕ].

Proof. We may extendϕ ∈ Cm′(Al′+l) to a functionϕ̃ ∈ Cm′(Rl′+l). Then, we may write:

X[ϕ] =
∫

Al′+l

ϕ(x1, . . . , xl′+l)
l′∏

i=1

dνi(xi)
l′+l∏

j=l′+1

dµ j(x j)

=

∫

Rl′+l

ϕ̃(x1, . . . , xl′+l)
l′∏

i=1

dνi(xi)
l′+l∏

j=l′+1

dµ j(x j)

=

∫

Rl′+l

dl′+l k
(2π)l′+l

F [ϕ̃](k)
l′′∏

i=1

( ∫

R

eki (xi) dνi (xi)

) l′∏

i=l′′+1

( ∫

R

eikj xj dν(x j )

) l′+l∏

j=l′+1

( ∫

R

eikj xj dµ j(x j)

)
,
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where we could introduce the function ek(x) = χA(x) eikx sinceνi are supported onA. We will bound the first
group of integrals fori ∈ [[ 1 ; l′′ ]] by c0Q1/2[νi ] · ‖eki ‖H , the second group fori ∈ [[ l′′ +1 ; l′ ]] with the Vaserstein
norm by|ki | · ‖νi‖, and the remaining by the obvious bound 1 sinceµ j are probability measures.

|X[ϕ]| ≤ cl′′
0

( l′′∏

i=1

Q1/2[νi ]
l′∏

i=l′′+1

‖νi‖
) ∫

Rl′+l

dl+l′ k
(2π)l+l′

∣∣∣F [ϕ̃](k)
∣∣∣

l′′∏

i=1

‖eki ‖H
l′∏

i=l′′+1

|ki | .

Sinceϕ̃ is Cm′ , the integral in the right-hand side will converge at least for m′ > l + 2l′ + (m− 1)l′′, and gives the
constantCl,l′,l′′ [ϕ] in (3.3). �

3.3 Concentration results

The next paragraphs are devoted to the proof of:

Theorem 3.4 Assume Hypothesis 2.1-3.1-3.2, an adapted space with growth index m, and T∈ Cm′(Ar ) with
m′ > 2m + r + 1. Denoteµeq the equilibrium measure in one of the two models(1.1) or (1.3) and L̃u

N the
regularization of LN defined in Section 3.4. There exists constants c> 0 and C,C′, such that:

µS
[Q[L̃u

N − µeq]
1
2 ≥ t

] ≤ exp
{
CN ln N − N2t2

4

}
+C′ exp{−cN2} .

As in [BG13a] we easily derive

Corollary 3.5 Under the same assumptions, let b> 0. There exists finite constants C,C′ and c> 0 such that, for
N large enough, for anyϕ ∈ H ∩Hob(A), we have:

µS

[∣∣∣∣
∫

ϕ(ξ)d(LN − µeq)(ξ)
∣∣∣∣ ≥

cκb[ϕ]

N2b
+ c0t‖ϕ‖H

]
≤ exp

{
CN ln N − 1

4
N2t2

}
+C′ exp{−c′N2} .

As a special case, we can obtain a rough a priori control on thecorrelators:

Corollary 3.6 Let wN =
√

N ln N andψx(ξ) = 1A(ξ)/(x− ξ). For N large enough, and there exists c, c1 > 0 such
that: ∣∣∣W1(x) − NWeq(x)

∣∣∣ ≤ c

Nd(x,A)2
+ c1‖ψx‖HwN

Similarly, for any n≥ 2 and N large enough, there exists cn > 0 such that:

∣∣∣Wn(x1, . . . , xn)
∣∣∣ ≤ cn

n∏

i=1

[ c

Nd(x,A)2
+ c1‖ψx‖HwN

]
(3.4)

We recall that we are in a (g+ 1)-cut regime withg ≥ 1 and thatAh is a partition ofA in (g+ 1) segments so that
Ah is a neighbourhood ofSh in A. For any configuration (λ1, . . . , λN) ∈ AN, we denotẽNh the number ofλi ’s in
Ah, andÑ = (Ñ0, . . . , Ñg). Let

Nǫ⋆ =
(
Nǫ⋆0 , . . . ,Nǫ

⋆
g
)

with ǫ⋆eq =

∫

Sh

dµeq (ξ) .

We can derive an estimate for large deviations ofN′ away fromNǫ⋆:

Corollary 3.7 Assume a(g+1)-cut regime with g≥ 1 and letÑ be as above. Then, there exists a positive constant
C such that, for N large enough and uniformly in t:

µAN

[∣∣∣Ñ − Nǫ⋆
∣∣∣ > t

√
N ln N

]
≤ exp{N ln N(C − t2)}.
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3.4 Regularization ofLN

We cannot compare directlyLN to µeq with Q, because of the logarithmic singularity inQC and the atoms in
LN. Following an idea of Maı̈da and Maurel-Segala [MMS12], we associate to any configurations of points
λ1 < · · · < λN in A, another configuratioñλ1 < · · · < λ̃N by the formula:

λ̃1 = λ1, λ̃i+1 = λ̃i +max(λi+1 − λi ,N
−3).

It has the properties:

∀i , j, |̃λi − λ̃ j | ≥ N−3, |λi − λ j | ≤ |̃λi − λ̃ j |, |̃λi − λi | ≤ (i − 1)N−3

Let us denotẽLN =
1
N

∑N
i=1 δλ̃i

the new counting measure, and̃Lu
N its convolution with the uniform measure on

[0,N−7/2]. Let us define a regularised version of the energy functional E∆ = (β/2)E∆C + ET with:

E∆C[µ] = −
∫

x1,x2

ln |x1 − x2|dµ(x1)dµ(x2) ,

ET[µ] = −
∫

Ar

Tr (x1, . . . , xr)
r!

r∏

i=1

dµ(xi) .

As in [MMS12] (see also [BG13a]), we have:

Lemma 3.8

E∆C[LN] − E∆C[L̃u
N] ≥ 1

3N4
− 7 ln N

2N
.

It is then straightforward to deduce that

Corollary 3.9 There exists constants c, c′ > 0 such that:

E∆[LN] − E[L̃u
N] ≥ c

ln N
N
+ c′

κ1[T]

N3
.

We also have:

Lemma 3.10 There exists c> 0 such that, for any f∈ Hob(A), we have:
∣∣∣∣∣
∫

A
f (ξ)d(LN − L̃u

N)(ξ)
∣∣∣∣∣ ≤

cκb[ f ]

N2b

3.5 Concentration ofL̃u
N (Proof of Theorem 3.4).

We would like to estimate the probability of large deviations of L̃u
N from the equilibrium measureµeq. We first

need a lower bound onZS similar to that of [AG97], obtained by localizing the ordered eigenvalues at distance
N−3 of the quantilesλcl

i of the equilibrium measureµeq, which are defined by:

λcl
i = inf

{
x ∈ A,

∫ x

−∞
dµeq(x) ≥ i/N

}
.

Lemma 3.11 Assume Hypothesis 3.2 with T∈ C3(A). Then, there exists a finite constant c so that:

ZS ≥ exp
{
− cN ln N − N2E[µeq]

}
.
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Proof. According to Lemma 2.4,T ∈ C3(A) implies thatµeq has aC1 density in the interior ofS, and behaves at
most like the inverse of a squareroot at∂S. This ensures the existence ofc0 > 0 such that

|λcl
i+1 − λ

cl
i | ≥ c0N−2 (3.5)

for any i ∈ [[ 0 ; N ]], where by conventionλcl
0 = min {x : x ∈ S} andλcl

N+1 = max{x : x ∈ A}. The proof of the
lower bound forZS is similar to [BG13a], we redo it here for sake of being self-contained. It can be obtained by
restricting the integration over the configurations

{
λ ∈ S, |λi − λcl

i | ≤ N−3}, whereS = AN or = AN depending
on the model. For any suchλ, one has:

|λi − λ j | ≥ |λcl
i − λcl

j |
(
1− 2

c0N

) ∣∣∣T(λi1 , . . . , λir ) − T(λcl
i1
, . . . , λcl

ir
)
∣∣∣ ≤ κ1[T]

N3

and this implies that:

ZN ≥ (1− N−1)N(N−1)β/2 exp
(κ1[T]

r! N

)
N−3N

∏

1≤i< j≤N

|λcl
i − λcl

j |β exp
(N2−r

r!

∑

1≤i1,...,ir≤N

T(λcl
i1
, . . . , λcl

ir
)
)

(3.6)

Then, for anyi, j such thatj + 1 ≤ i − 1, we have, by monotonicity of the logarithm,:

ln |λcl
i − λcl

j | ≥ N2
∫ λcl

i

λcl
i−1

∫ λcl
j+1

λcl
j

ln |ξ1 − ξ2|dµeq(ξ1) dµeq(ξ2)

For the remaining pairs{i, j}, we rather use the lower bound (3.5), and we find after summingover pairs:

β
∑

i< j

ln |λcl
i − λcl

j | ≥ −βN2EC[µeq] + c1 N ln N (3.7)

If ϕ : A → R is a function with finite total variation TV[ϕ] we can always decompose it as the difference of two
increasing functions, the total variation of each of them being TV[ϕ]. And, if ϕ> is an increasing function:

1
N

N−1∑

i=0

ϕ>(λcl
i ) ≤

∫

A

ϕ>(ξ) dµeq(ξ) ≤
1
N

N∑

i=1

ϕ>(λcl
i ) (3.8)

Therefore: ∣∣∣∣∣∣
1
N

N∑

i=1

ϕ(λcl
i ) −

∫

A

ϕ(ξ) dµeq(ξ)

∣∣∣∣∣∣ ≤
2TV[ f ]

N

This can be generalised for functions defined inAr by recursion, and we apply the result toT, which isC1, hence
is of bounded total variation with TV[T] ≤ ℓ(A) κ1[T]:

∣∣∣∣∣∣
1

Nr

∑

1≤i1,...,ir≤N

T(λcl
i1
, . . . , λcl

ir
) −

∫

Ar

T(ξ1, . . . , ξr)
r∏

i=1

dµeq(ξi)

∣∣∣∣∣∣ ≤
c2 κ1[T]

N
(3.9)

Combining (3.7)-(3.9) with (3.6), we find the desired result. �

Now, the density of probability measure in either of the models (1.1) or (1.3) can be written:

dµS =
[ ∏

i∈IS

dλi

]
exp

{
− N2E∆[LN]

}
.
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With the comparison of Corollary 3.9, we find that, forN large enough:

dµS ≤
[ ∏

i∈IS

dλi

]
exp

{
cN ln N − N2E[L̃u

N]
}
.

We can then compare the value of the energy functional atL̃u
N andµeq by a Taylor-Lagrange formula to order 3.

The existence of the order 3 Fréchet derivative ofE is here guaranteed sinceE is polynomial. SettingνN = L̃u
N−µeq,

we find:

E[L̃u
N] = E[µeq] −

∫

A

Teff (ξ)dνN(ξ) +
1
2
Q[νN] + R3[νN] (3.10)

and we compute from the definition ofE:

R3[νN] =

1∫

0

dt (1− t)2

2
E(3)[(1 − t)µeq+ tL̃u

N] · (νN, νN, νN) ,

E(3)[µ] · (ν1, ν2, ν3) = −
∫

Ar−3

T(ξ1, . . . , ξr)
(r − 3)!

3∏

i=1

dνi(ξi)
r∏

j=4

dµ(ξ j) . (3.11)

Since theνi have zero masses,E(3)[µ] · (ν1, ν2, ν3) vanishes if there are only 1 or 2 body interactions. In other
words, the remainderR3[ν] is only present in the case where there are at leastr ≥ 3 body interactions. Since
Teff(x) is non-positive and vanishesµeq-almost surely, we have for the linear term:

−
∫

A

Teff(ξ)dνN(ξ) = −
∫

A

Teff(ξ) dL̃u
N(ξ) ≥ 0.

Therefore, combining with the lower bound of Lemma 3.11, we find:

dµS
ZS
≤

[ N∏

i=1

dλi

]
exp

{
cN ln N − N2

2
(Q[νN] + 2R3[νN]

)}
. (3.12)

By using Lemma 3.3 with (l, l′, l′′) = (r − 3, 3, 2) and the fact thatT is Cm′ for m′ > 2m+ r + 1, we get, for some
T-dependent constantC: ∣∣∣R3[νN]

∣∣∣ ≤ C[T] Q[νN] ‖νN‖ .
Note that, in the above bound, we have used the existence of anadapted space, as will be inferred in Section 4.
So, if we restrict to configurations realizing the event{‖νN‖ ≤ ε} for some fixed but small enoughε > 0, we will
have

∣∣∣R3[νN]
∣∣∣ ≤ Q[νN]/4. Integrating (3.12) on this event, we find:

µS
[{Q1/2[νN] ≥ t

} ∩ {‖νN‖ ≤ ε}
] ≤ exp

{
CN ln N − N2t2

4

}
.

On the other end, since
{
ν ∈ M0(A), ‖ν−µeq‖ ≥ ε

}
is a closed set which does not containµeq, and sinceLN− L̃u

N
converges to zero uniformly for the weak-* topology asN goes to infinity, uniformly on configurations ofλi ’s
according to Lemma 3.10, we find by the large deviation principle of Theorem 2.1 that there exists a positive
constantcε such that

µS
[{‖νN‖ ≥ ε

}] ≤ e−cεN2
.

This concludes the proof of Theorem 3.4. �
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3.6 Proof of Corollaries 3.5, 3.6-3.7

Proof of Corollary 3.5.

We decompose: ∫

A

ϕ(ξ)d(LN − µeq)(ξ) =
∫

A

ϕ(ξ)dνN(ξ) +
∫

A

ϕ(ξ)d(LN − L̃u
N)(ξ)

As will be shown in Section 4, Hypothesis 3.2 ensures the existence of an adapted space,viz.
∣∣∣∣∣∣

∫

A

ϕ(ξ)dνN(ξ)

∣∣∣∣∣∣ ≤ c0Q1/2[νN] ‖ϕ‖H with νN = L̃u
N − µeq

and the second term is bounded by Lemma 3.10. Therefore:

µS

[∣∣∣∣
∫

A

ϕ(ξ)d(LN − µeq)(ξ)
∣∣∣∣ ≥

cκb[ϕ]

N2b
+ c0t ‖ϕ‖H

]
≤ µS

[Q[νN]1/2 ≥ t
]

(3.13)

so that the conclusion follows from Theorem 3.4. �

Proof of Corollary 3.6.

We have setψx(ξ) = 1A(ξ)/(x− ξ), and we have:

N−1 W1(x) −Weq(x) = µS
[ ∫

ψx(ξ)d(LN − dµeq)(ξ)
]

= µS
[ ∫

ψx(ξ)dνN(ξ) +
∫

ψx(ξ)d(LN − L̃u
N)(ξ)

]
, (3.14)

whereνN is as defined in (3.13). The functionψx is Lipschitz with constantκ1[ψx] = d−2(x,A). In virtue of
Lemma 3.10, it follows that: ∣∣∣∣∣∣

∫

A

ψx(ξ)d(LN − L̃u
N)(ξ)

∣∣∣∣∣∣ ≤
c

N2d2(x,A)
. (3.15)

In what concerns the first term in (3.14), we settN = 4
√
|C| ln N/N in Theorem 3.4 to find, forN large enough:

µS

[ ∣∣∣∣∣
∫

ψx(ξ)d(̃Lu
N − µeq)(ξ)

∣∣∣∣∣
]
≤ c0tN‖ψx‖H +

2µS
[Q1/2[νN] ≥ tN

]

d(x,A)
(3.16)

≤ tN‖ψx‖H +
c′′ e−3|C| N ln N

d(x,A)

And, for x bounded independently ofN, andN large enough, the last term in (3.16) iso(N−2d−2(x,A)). So,
combining (3.15) and (3.16), we obtain the existence of constantsc, c1 > 0 such that:

∣∣∣N−1W1(x) −Weq(x)
∣∣∣ ≤ c

N2d2(x,A)
+ c1 ‖ψx‖H

√
ln N
N

Multiplying by N entails the result.
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For n ≥ 2, N−nWn(x1, . . . , xn) is theµS expectation value of a homogeneous polynomial of degreen having a
partial degree at most 1 in the quantities

∫
A
ψxi (ξi)d(LN−µeq)(ξi) andµS

[ ∫
A
ψxi (ξi)d(LN−µeq)(ξi)

]
. The coefficients

of this polynomial are independent ofN. A similar reasoning shows that, for any subsetI of [[ 1 ; n ]], and if xi is
bounded independently ofN andN large enough:

µS

[∏

i∈I

∫

A

ψxi (ξi)d(LN − µeq)(ξi)

]
≤

∏

i∈I

[ c

N2d2(xi ,A)
+ c1 ‖ψx‖H

√
ln N
N

]

Multiplying back byN|I | gives the desired result. �

Proof of Corollary 3.7.

We haveÑh − Nǫ⋆h = N
∫

A
1Ah(ξ)d(LN − µeq)(ξ). Let us choose (A′h)0≤h≤g to be a collection of pairwise disjoint

segments, such thatA′h is a neighbourhood ofSh in Ah, and denoteA′ =
⋃g

h=0 A′h. We would like to consider the
modelµS or µS′ where eigenvalues are integrated overA, or overA′. More precisely,

• in the unconstrained model,S = AN andS′ = (
A′

)N.

• in model with fixed filling fractions subordinate to the vector N = (N0, . . . ,Ng), A is already partitioned as⋃g
h=0 Ah, and this induces a partitionA′ = (A0 ∩ A′, . . . ,Ag ∩ A′), and we defineS = AN andS′ = A′N.

In either case, we stress thatÑh = ÑSh is computed for the modelS, and we have:

µS
[∣∣∣Ñh − Nǫ⋆h

∣∣∣
]
≤ NµS

[∃ i, λi ∈ B = A \
◦
A′

]
+

∣∣∣∣
∮

Γ′h

dξ
2iπ

[
WS

′

1 (ξ) − NWeq(ξ)
]∣∣∣∣ , (3.17)

whereΓ′h is a contour surroundingA′h in C \ A′. The large deviations of Lemma 3.1 give:

µS
[∃ i, λi ∈ B′

] ≤ exp
{
N sup

x∈B′
Teff(x)

}
,

and by construction ofA′h and Hypothesis 3.1, the sup is negative. We also observe thatWeq is the same in the
modelsµS andµS′ . Therefore, we can use Corollary 3.6 for the modelµS′ to evaluate the large deviations of the
second term, and obtain the existence ofC′ > 0 so that, forN large enough:

µS
[
|Ñh − Nǫ⋆h | ≥ t

√
N ln N

]
≤ eN ln N(C′−t2) .

�

4 Construction of adapted spaces

4.1 Example: translation invariant two-body interaction

The construction of adapted spaces as described in Definition 3.2 can be easily addressed in the case of two-body
interactions (r = 2) depending only of the distance. We shall consider in this paragraph:

T(x, y) = u(x− y) +
v(x) + v(y)

2
.

The functionalQ introduced in§ 3.2 takes the form:

Q[ν] =
∫

q(x− y) dν(x)dν(y) =
∫

R

F [q](k)
∣∣∣F [ν](k)

∣∣∣2 dk , with q(x) = −β ln |x| − u(x) .

20



Lemma 4.1 Assume u∈ C1(R) is such that k7→ F [q](k), with F [q] understood in the sense of distributions is
continuous onR∗ and positive everywhere, and|k|bF [q](k) ≥ c for some c> 0 and b≥ 1 when|k| is small enough.
Then,H = ιA(Hb/2(R)) equipped with its Sobolev norm, and growth index m= 0 is an adapted space. Here,ιA is
the operation of restriction of the domain of definition toA.

Proof. Let ν ∈ M0(A) andϕ ∈ Hb/2(R). Then
∣∣∣∣∣∣

∫

A

ϕ(x) dν(x)

∣∣∣∣∣∣ =
∣∣∣∣∣∣

∫

R

F [ϕ](−k) · F [ν](k) dk

∣∣∣∣∣∣

≤
( ∫

R

F [q](k)
∣∣∣F [ν](k)

∣∣∣2 dk

)1/2 ( ∫

R

∣∣∣F [ϕ](k)
∣∣∣2

F [q](k)
dk

)1/2

≤ Q1/2[ν]

( ∫

R

|k|b
∣∣∣F [ϕ](k)

∣∣∣2 dk

|k|bF [q](k)

)1/2

.

We observe that|k|bF [q](k) = β|k|b−1 − |k|bF [u](k). Sinceu is C1 andb ≥ 1, we have|k|bF [q](k) ≥ 1 when
|k| → ∞. And, by assumption, we have|k|bF [q](k) > c when|k| is small enough. Since, furthermore,F [q](k) > 0,
there existsc′ > 0 so that|k|bF [q](k) > c′ for anyk, and:

∣∣∣∣∣∣

∫

A

ϕ(x) dν(x)

∣∣∣∣∣∣ ≤
1
√

c′
Q1/2[ν] ‖ϕ‖Hb/2 .

Eventually, for someε > 0, we can always find a functionχA ∈ C(b+1+ε)/2(R) with compact support and assuming
values 1 onA. Then:

F [ek0] = F [χA](k+ k0) , lim
|k|→∞

|k|(b+1+ε)/2F [χA](k) = 0 .

Therefore,‖ek‖Hb/2 remains bounded whenk ∈ R. �

In many applications,F [q](k) can be explicitly computed. In such cases it is relatively easy to check its
positivity and extract itsk→ 0 behaviour, which is related to the growth ofq(x) when|x| → ∞.

4.2 Space adapted toQ
We now present a general construction of adapted spaces thanks to functional analysis arguments. It applies in
particular to 2-body interactions which are not translation invariant (i.e. do not have a simple representation in
Fourier space) or to more generalr-body interactions.

Theorem 4.2 Let q> 2 and assume thatQ defined as in(3.1)satisfies to Hypothesis 3.2. Then, the space W1;q(A)
equipped with its Sobolev norm‖ · ‖q is an adapted space. It has a growth index m= 1.

Proof. Let 2> p ≥ 1 be conjugate toq (viz. 1/p+ 1/q = 1) and define the integral operatorT : Lp
0(A) 7→ Lp

0(A)
with

Lp
0(A) =

{
f ∈ Lp(A) :

∫

A

f (x) dx = 0
}

by

T [ f ](x) = −β
∫

A

ln |x− y| f (y) dy −
∫

A

τ(x, y) f (y) dy +
∫

A2

(
β ln |x− y| + τ(x, y)

)
f (y) dydx ,
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where

τ(x, y) =
∫

Ar−2

T
(
x, y, x1, . . . , xr−2

)

(r − 2)!

r−2∏

a=1

dµeq(xa) .

The functionalQ is strictly positive definite by Hypothesis 3.2. Givenϕ ∈ Lr
0(A), ϕ , 0 andr > 1, it is clear from

the fact thatA is compact thatT [ϕ] ∈ Lr
0(A) as well. Hence,

∫

A

ϕ(x)T [ϕ](x) dx = Q[νϕ
]
> 0 with dνϕ = ϕ(x) dx ∈ M0(A) .

In particular,T defines a continuous positive definite self-adjoint operator on L2
0(A). By functional calculus on

its spectrum, one can define any power of the operatorT as an operator onL2
0(A). Further, observe that given

ϕ ∈ L2
0(A) and any 1≤ p < 2

∫

A

T 1
2 [ϕ](x)T 1

2 [ϕ](x) dx =
∫

A

ϕ(x)T [ϕ](x) dx ≤ ||ϕ||Lp(A) ||T [ϕ]||Lq(A) ≤ C||ϕ||2Lp(A) (4.1)

whereq is conjugated top. To get the last inequality, we have used that‖T [ϕ]‖Lq(A) ≤ C ‖T [ϕ]‖L∞(A) sinceA is
compact, and since the kernelT of T is in Lq uniformly – providedq < ∞ – so if 1/p+ 1/q = 1 we can bound:

‖ T [ϕ] ‖L∞(A) ≤ C supx∈A‖T (x, •)‖Lq(A) ‖ϕ‖Lp(A) .

From (4.1), we deduce thatT 1
2 extends into a continuous operatorT 1

2 = Lp
0(A) 7→ L2

0(A) for any 1≤ p < 2.
Further, it is established in the appendix, see PropositionA.1, thatT −1 : W1;q(A) 7→ Lp

0(A) is continuous. Thus,
givenϕ1 ∈ L2

0(A) andϕ2 ∈W1;q(A), one has that

∣∣∣∣
∫

A

ϕ1(x) · ϕ2(x) dx
∣∣∣∣ =

∣∣∣∣
∫

A

ϕ1(x) · T 1
2 ◦ T 1

2

[
T −1[ϕ2]

]
(x) dx

∣∣∣∣ =
∣∣∣∣
∫

A

T 1
2 [ϕ1](x) · T 1

2

[
T −1[ϕ2]

]
(x) dx

∣∣∣∣

≤
(
Q[νϕ1]

) 1
2
( ∫

A

T 1
2

[
T −1[ϕ2]

]
(x) · T 1

2

[
T −1[ϕ2]

]
(x) dx

) 1
2

In the first line, we have used thatT −1 ◦ T −1 = idW1;q(A). In order to obtain the second equality, we have used that

T 1
2

[
T −1[ϕ2]

]
∈ L2(A), T 1

2 is a continuous self-adjoint operator onL2(A) and thatϕ1 ∈ L2(A).

For x < A, letσA(z) =
(∏

a∈∂A(x− a)
)1/2, where the square root is taken so thatσA(x) ∼ xg+1 whenx→ ∞.

It is readily checked on the basis of the explicit expressiongiven in (A.3), that for anyε > 0, the function

Φε(x) = |σ1/2
A,+|

ε(x)T −1[ϕ2](x) −
∫

A

|σ1/2
A,+|

ε(ξ)T −1[ϕ2](ξ) dξ

belongs toL2
0(A) and converges inLp

0(A), 1≤ p < 2, toT −1[φ]. Thus

∫

A

T 1
2

[
T −1[ϕ2]

]
(x) · T 1

2

[
T −1[ϕ2]

]
(x) dx =

∫

A

lim
ε→0+

{
T 1

2
[
Φε

]
(x) · T 1

2
[
Φε

]
(x)

}
dx

= lim
ε→0+

{ ∫

A

T 1
2
[
Φε

]
(x) · T 1

2
[
Φε

]
(x) dx

}
= lim

ε→0+

{ ∫

A

Φε(x) · T [
Φε

]
(x) dx

}
=

∫

A

Φ0(x) · T [
Φ0

]
(x) dx .
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Above we have used the continuity ofT 1
2 on Lp

0(A), the dominated convergence, the self-adjointness ofT 1
2 :

L2
0(A)→ L2

0(A) and, finally, dominated convergence and the fact thatT [
Φε

]
(x) ∈ L∞0 (A) uniformly in ǫ.

Thus, all in all, we have shown that

∣∣∣∣
∫

A

ϕ1(x) · ϕ2(s) dx
∣∣∣∣ ≤

(
Q[νϕ1]

) 1
2
( ∫

A

ϕ2(x) · T −1[ϕ2](x) dx
) 1

2

For anyϕ2 = φ ∈ W1;q(A) andν ∈ M0(A) such thatQ1/2[ν], we apply this bound toϕ1;m = (ν ∗Gm)/dx ∈ L2
0(A)

for Gm a centered Gaussian distribution with variance 1/m. Then, noticing that

lim
m→∞

Q1/2[ϕ1;m] = Q1/2[ν],

by an argument similar to [AZ98, Lemma 2.2], we obtain:

∣∣∣∣
∫

A

φ(x) dν(x)
∣∣∣∣ ≤ Q1/2[ν]

( ∫

A

φ(x) · T −1[φ](x) ds
) 1

2
.

The claim follows from Hölder’s inequality and invoking the continuity ofT −1.

5 Schwinger-Dyson equations and linear operators

5.1 Hierarchy of Schwinger-Dyson equations

To write the Schwinger-Dyson equations in a way amenable to asymptotic analysis, we require:

Hypothesis 5.1Hypothesis 2.1 and T is holomorphic in a neighbourhood ofA.

Theorem 2.5 is therefore applicable. It is convenient for the asymptotic analysis to introduce:

σhd(x) =
∏

α∈∂S∩∂A

(x− α) , σS(x) =
∏

α∈∂S

(x− α) , (5.1)

and:

σ
[1]
hd(x, ξ) =

σhd(x) − σhd(ξ)
x− ξ , σ

[2]
hd(x; ξ1, ξ2) =

σ
[1]
hd(x, ξ1) − σ[1]

hd(x, ξ2)

ξ1 − ξ2
. (5.2)

Then, for anyn ≥ 1 andI a set of cardinalityn− 1, the Schwinger-Dyson equations take the form:

(
1− 2

β

)
∂xWn(x, xI ) +Wn+1(x, x, xI ) +

∑

J⊆I

W|J|+1(x, xJ)Wn−|J|(x, xI\J)

−2
β

∑

a∈∂A
\∂S

σhd(a)
σhd(x)

∂a Wn−1(xI )
x− a

+
2
β

N2−r
∮

Ar

drξ

(2iπ)r

σhd(ξ1)
σhd(x)

∂ξ1T(ξ1, . . . , ξr)

(r − 1)! (x− ξ1)
Wr ;n−1(ξ1, . . . , ξr | xI )

+
(
1− 2

β

) ∮

A

dξ
2iπ

σ
[2]
hd(x; ξ, ξ)

σhd(x)
Wn(ξ, xI ) +

2
β

∑

i∈I

∮

A

dξ
2iπ

σhd(ξ)
σhd(x)

Wn−1(ξ, xI\{i})

(x− ξ)(xi − ξ)2
(5.3)

−
∮

A

d2ξ

(2iπ)2

σ
[2]
hd(x; ξ1, ξ2)

σhd(x)

{
Wn+1(ξ1, ξ2, xI ) +

∑

J⊆I

W|J|+1
(
ξ1, xJ

)
Wn−|J|

(
ξ2, xI\J

)}
= 0 .

23



There,xI is as defined in (1.2) and we have made use of the semi-connected correlators:

Wr ;n(ξ1, . . . , ξr | x1, . . . , xn) = ∂t1 . . . ∂tnW̃r(ξ1, . . . , ξr)
[
T → T̃t1...tn

]

whereT̃t1...tn is as defined in (1.6). For instance:

W2;2(ξ1, ξ2|x1, x2) = W4(ξ1, ξ2, x1, x2) +W3(ξ1, x1, x2)W1(ξ2)

+W2(ξ1, x1)W2(ξ2, x2) +W2(ξ1, x2)W2(ξ2, x1) +W1(ξ1)W3(ξ2, x1, x2) . (5.4)

We also use the conventionW0 = ln Z.

5.2 The master operator

Upon a naive expansion of the Schwinger-Dyson equation aroundW1 = NWeq+o(N), there arises a linear operator
K : H m(A)→H 1(A). This operator depends on the Stieltjes transformWeq of the equilibrium measure and on
T and is given by

K [ϕ](x) = 2Weq(x)ϕ(x) − 2
∮

A2

d2ξ

(2iπ)2

σ
[2]
hd(x; ξ1, ξ2)

σhd(x)
ϕ(ξ1)Weq(ξ2)

+
2
β

∮

Ar

drξ

(2iπ)r

σhd(ξ1)
σhd(x)

∂ξ1T(ξ1, . . . , ξr )

(r − 1)! (x− ξ1)

{
ϕ(ξ1)Weq(ξ2) + (r − 1)Weq(ξ1)ϕ(ξ2)

}[ r∏

i=3

Weq(ξi)
]
.

It is then necessary to invertK in a continuous way in order to study the corrections to the leading order of the
correlators via the Schwinger-Dyson equations. The two lemmata below answer this question, and are the key to
the bootstrap analysis of Section 5. Let us introduce the period mapΠ : H m(A)→ Cg+1 as:

Π[ϕ] =

( ∮

A0

dξ ϕ(ξ)
2iπ

, . . . ,

∮

Ag

dξ ϕ(ξ)
2iπ

)
.

We denoteH m
0 (A) = KerΠ.

Lemma 5.1 Assume the local strict convexity of Hypothesis 3.2, the analyticity of Hypothesis 5.1, and thatµeq is
off-critical (Definition 2.6). Let m≥ 1. Then, the restriction ofK to H m

0 (A) is invertible on its imageJ m(A) =
K[

H m
0 (A)

]
.

Lemma 5.2 J 2(A) is a closed subspace ofH 1(A), and for any contourΓ surroundingA in C \ A, andΓ[1]
exterior toΓ, there exists a constant c> 0 so that:

∀ψ ∈J 2(A) , ‖K−1[ψ]‖Γ[1] ≤ c‖ψ‖Γ .

The remaining of this section is devoted to the proof of thoseresults.
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5.3 Preliminaries

We remind that, in the off-critical regime, according to the definitions given in (5.1) and in virtue of Lemma 2.5,
one has the representation:

dµeq

dx
(x) =

1S(x)
2π

M(x)

∣∣∣∣∣∣
σ

1/2
S (x)

σhd(x)

∣∣∣∣∣∣
with M holomorphic and nowhere vanishing in a neighbourhood ofA. Equivalently, in terms of the Stieltjes
transform:

Weq;−(x) − Weq;+(x) =
M(x)σ1/2

S;−(x)

σhd(x)
. (5.5)

And, from the formula (2.14) for the Stieltjes transform:

2Weq(x) − V′(x) = M(x)
σ

1/2
S (x)

σhd(x)
, (5.6)

V′(x) = −2
β

∮

Sr−1

dr−1ξ

(2iπ)r−1

∂xT(x, ξ2, . . . , ξr)
(r − 1)!

r∏

i=2

Weq(ξi) , (5.7)

Thereσ1/2
S (x) is the square root such thatσ1/2

S (x) ∼ xg+1 whenx→ ∞. To rewriteK in a more convenient form,
we introduce four auxiliary operators. Letm≥ 1:

• O : H m(A)→ O(A) is defined by:

O[ϕ](x) =
2
β

∮

Ar−1

dr−1ξ

(2iπ)r−1

∂xT(x, ξ2, . . . , ξr)
(r − 2)!

ϕ(ξ2)
[ r∏

i=3

Weq(ξi)
]
.

• L : H m(A)→H g+2(A) is defined by:

L[ϕ](x) =
∮

A

dξ
2iπ

σ
1/2
S (ξ)

σ
1/2
S (x)

O[ϕ](ξ)
2(x− ξ) .

As a matter of fact, sinceO[ϕ] is holomorphic in a neighbourhood ofA, the contour integral in the formula
above can be squeezed toS, and ImL ⊆H g+2(S).

• P : H m(A)→H m(A) is defined by:

P[ϕ](x) = Res
ξ→∞

σ
1/2
S (ξ)ϕ(ξ) dξ

σ
1/2
S (x) (x− ξ)

.

By construction,P is a projector with:

KerP =H g+2(A) , ImP = σ−1/2
S · Cg+1−m[x] ⊆H m(S) .

• I : H 1(A)→H 1(A) is defined by:

I[ψ](x) =
∮

A

dξ
2iπ

σhd(ξ)ψ(ξ)
M(ξ) (x− ξ) .
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Its kernel is the space of rational functions with at most simple poles at hard edges (ie. the zeroes ofσhd).
Its pseudo-inverseI−1 : H 1(A)→H 1(A)/KerI can be readily described:

I−1[ϕ](x) =
∮

A

dξ
2iπ

M(ξ)ϕ(ξ)
σhd(ξ) (x− ξ) .

Lemma 5.3 We have the factorization between operators inH m(A):

id +L − P = σ−1/2
S · (I ◦ K) . (5.8)

Proof. A sequence of elementary manipulations allows one to recastK in the form

K [ϕ](x) =
∮

A

dξ
2iπ

σhd(ξ)
σhd(x)

1
x− ξ

{[
2Weq(ξ) − V′(ξ)

]
ϕ(ξ) + Weq(ξ)O[ϕ](ξ)

}
, (5.9)

where the definition ofV(x) was given in (5.7). Using (5.6) and the fact thatM is holomorphic and nowhere
vanishing in a neighbourhood ofA, we find:

(I ◦ K)[ϕ](x) =
∮

A

dξ
2iπ

σ
1/2
S (ξ)ϕ(ξ)

x− ξ +

∮

A

dξ
2iπ

σhd(ξ) Weq(ξ)O[ϕ](ξ)

M(ξ)(x− ξ) .

The first integral can be computed by taking the residues outside of the integration contour, whereas the second
integral can be simplified by squeezing the integration contour toS and then using (5.5). Coming back to a contour
integral, we obtain:

(I ◦ K)[ϕ](x) = σ
1/2
S (x)ϕ(x) − σ

1/2
S (x)P[ϕ](x) +

∮

A

dξ
2iπ

σ
1/2
S (ξ)O[ϕ](ξ)

2(x− ξ) ,

which takes the desired form. �

5.4 Kernel of the master operator

The factorization property of Lemma 5.3 implies:

Corollary 5.4
KerK ⊆ Ker(id+L − P) ,

with equality when there is no hard edge.

We may give an alternative description of the kernel ofI ◦ K .

Lemma 5.5 The three properties are equivalent:

(i) K [ϕ] ∈ KerI.

(ii ) ϕ ∈H m(S), the functionσ1/2
S · ϕ has continuous± boundary values onS, and for any x∈ S̊:

ϕ+(x) + ϕ−(x) + O[ϕ](x) = 0 .
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(iii ) The expression:

dνϕ(x) =
(
ϕ−(x) − ϕ+(x)

) · dx
2iπ

defines a complex measure supported inS with density in Lp(S) for p < 2. It satisfies the singular integral
equation: for any x∈ S̊,

β

?

S

dνϕ(ξ)

x− ξ +
∫

Sr−1

∂xT(x, ξ2, . . . , ξr)
(r − 2)!

dνϕ(ξ2)
r∏

i=3

dµeq(ξi) = 0 .

Proof. • (i)⇒ (ii ) – If ϕ satisfies (i), then:

ϕ(x) = (P − L)[ϕ](x) . (5.10)

From the definition of our operators,σ1/2
S (x) (P − L)[ϕ](x) is holomorphic onC \ S, and admits continuous±

boundary values onS. So, equation (5.10) ensures thatϕ(x)σ1/2
S (x) admits continuous±-boundary values onS.

Given the definition ofL, we have:

∀x ∈ S, L[ϕ]+(x) + L[ϕ]−(x) = O[ϕ](x) . (5.11)

Hence, the claim follows upon computing the sum of the+ and - boundary values ofϕ(x) expressed by (5.10).
• (ii ) ⇒ (i) – Conversely, assumeϕ satisfies (ii ). Then, the definition ofK implies thatσhd(x)K [ϕ](x) has
continuous± boundary values onS. Let us compute the difference of those boundary values using (5.9). For
x ∈ S:

K [ϕ]−(x) − K [ϕ]+(x) =
(
Weq;−(x) −Weq;+(x)

)(
ϕ+(x) + ϕ−(x) + O[ϕ](x)

)

+
(
Weq;+(x) +Weq;−(x) − V′(x)

)(
ϕ−(x) − ϕ+(x)

)
.

Sinceϕ satisfies (ii ), for any x ∈ S, the second factor in the first line vanishes. Moreover, the first factor in
the second line vanishes as well by the characterization of the equilibrium measure. Hence,σhd(x)K [ϕ](x) has
continuous and equal± boundary values onS. As a consequenceσhd(x)K [ϕ](x) is an entire function. Since
K [ϕ](x) behaves asO(1/x) whenx→ ∞, we deduce thatK [ϕ](x) is a rational function with at most simple poles
at hard edges,ie. thatK [ϕ] belongs to KerI. �

• (iii ) ⇔ (ii ) – (iii ) is stronger than (ii ). Conversely, assumeϕ satisfies (ii ). SinceσS has simple zeroes, the
information in (ii ) imply that dνϕ is an integrable, complex measure, which has a density whichis Lp(S) for any
p < 2. By construction:

ϕ(x) =
∫

S

dνϕ(ξ)

x− ξ .

Then, the equation for the± boundary values ofϕ in (ii ) translates into the singular integral equation for the
measure dνϕ. �

Proof of Lemma 5.1. We need to show that the restriction ofK to KerΠ is injective. Letϕ ∈ KerK ∩KerΠ. The
singular integral equation of (iii ) holds sinceK [ϕ] = 0 ∈ KerI. Let us integrate it: there exist constantsc0, . . . , cg

such that,

∀ x ∈ Sh β

∫

S

ln |x− ξ|dνϕ(ξ) +
∫

Sr−1

T(x, ξ2, . . . , ξr)
(r − 2)!

dνϕ(ξ2)
r∏

i=3

dµeq(ξi) = ch . (5.12)
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Now, let us integrate under dν∗ϕ(x) (here∗ denotes the complex conjugate) and integrate overx ∈ S. This last
operation is licit since every term in (5.12) belongs toL∞

(
S, dx

)
. The right-hand side will vanish since:

∫

Sh

dνϕ(x) =
∮

Sh

ϕ(x) dx
2iπ

= 0 . (5.13)

We find:
Q[Reνϕ] + Q[Im νϕ] = 0 . (5.14)

whereQ is the quadratic form of Hypothesis 3.2. The vanishing of periods (5.13) impliesa fortiori that Reνϕ
and Imνϕ are signed measures supported onS ⊆ A with total mass zero. The assumption of local strict convexity
(Hypothesis 3.2) states that for any such measureν supported onA, Q[ν] ≥ 0, with equality iff ν = 0. So, (5.14)
implies Reνϕ = Im νϕ = 0, ie. ϕ = 0. �

5.5 Continuity of the inverse

We will prove Lemma 5.2 via a detour to Fredholm theory inL2 spaces. We fix non-intersecting contoursΓh

surroundingAh in C \ A, all lying in Ω such thatT is holomorphic onΩr . We denoteΓ =
⋃g

h=0 Γh. Then,L can
be interpreted as an integral operator onL2(Γ)

L[ϕ](x) =
∮

Γ

dy
2iπ

L (x, y)ϕ(y) ,

where the integral kernelL (x, y) is smooth onΓ × Γ:

L (x, y) = − 2

βσ
1/2
S (x)

∮

(Γ[−1])r−1

dr−1ξ

(2iπ)r−1

σ
1/2
S (ξ1) ∂ξ1T(ξ1, y, ξ2, . . . , ξr−1)

(r − 2)! (ξ1 − x)

r−1∏

i=2

Weq(ξi) .

Similarly, the operatorP can be recast as

P[ϕ](x) =
∮

Γ

dy
2iπ

P(x, y)ϕ(y) , with P(x, y) =
1

σ
1/2
S (x)

Res
ξ→∞

σ
1/2
S (ξ) dξ

(ξ − y)(x− ξ) .

This last kernel is smooth onΓ × Γ and of finite rankg+ 1.
SinceL andP, as operators onL2(Γ), have smooth kernels andΓ is compact, the operator (L − P) : L2(Γ)→

L2(Γ) is compact and trace class in virtue of the condition established in [DGB93]. Finally, letpk be the unique
polynomial of degree at mostg such that

∀h, k ∈ [[ 0 ; g ]] ,
∮

Γh

dξ
2iπ

pk(ξ)

σ
1/2
S (ξ)

= δk,h .

Now consider the measure spaceX = [[ 0 ; g ]] ∪ Γ endowed with the measure ds that is the atomic measure on
[[ 0 ; g ]] and a curvilinear measure onΓ. We shall constantly make the identificationL2(X) ≃ Cg+1 ⊕ L2(A). It is
then readily seen that the operator

N :
C

g+1 ⊕ L2(Γ) −→ C
g+1 ⊕ L2(Γ)

(
v, ϕ

) 7−→
(
− v + Π[ϕ] , (L − P)[ϕ] + σ−1/2

S · (∑g
h=0 vh ph

))
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is compact and trace class when considered as an integral operatorL2(X) 7→ L2(X). The matrix integral kernelN
of N has a block decomposition:

N =

(
N (h, k) N (h, y)
N (x, k) N (x, y)

)
=

(
−δ j,k 1Γh(y)/2iπ

σ
−1/2
S (x) · pk(x) (L − P)(x, y)

)
,

The operator id+ N is injective: indeed, if
(
v, ϕ

) ∈ ker
(
id + N)

, then

∀h ∈ [[ 0 ; g ]] ,
∮

Γh

dξ ϕ(ξ)
2iπ

= 0 and ϕ(x) = −
∑g

h=0 vh ph(x)

σ
1/2
S (x)

+ (P − L)[ϕ](x) . (5.15)

The second equation implies that, in fact,ϕ ∈ H 1(A). Further, since
∮
Γ

dξ ϕ(ξ) = 0, it follows thatϕ ∈ H 2(A).
Thusϕ(x)dx is a holomorphic differential all of whoseΓh periods are zero. Henceϕ = 0. Then (5.15) implies
thatv = 0 as well. The Fredholm alternative thus ensures that id+N is continuously invertible. Furthermore, its
inverse id− RN is given in terms of the resolvent kernel defined as in (A.2). The integral kernelN falls into the
class discussed in Appendix A.1 withf = 1. Hence, the kernelRN of RN belongs toL∞

(
X2).

We are now in position to establish the continuity of its inverse. The representation (5.9) and the explicit form
of the operators appearing there make it clear thatK is a continuous operator for any norm‖ · ‖Γ in the sense that

‖K [ϕ]‖Γ[1] ≤ ‖ϕ‖Γ .

We have already proved in Lemma 5.1 that the map

K̂ : H 1(A) 7−→ C
g+1 ⊕H 1(A)

ϕ −→ (
Π[ϕ],K [ϕ]

)

is injective. So, for anyψ ∈J 1(A) there exists there exists a uniqueϕ ∈H 1(A) such that

K [ϕ] = ψ and
∮

Ah

dξ ϕ(ξ)
2iπ

= 0 .

In other words, (0, ϕ) ∈ Cg+1 ⊕H 1(A) does provide one with the unique solution to

(
id +N)[

(0, ϕ)
]
=

(
0,I[ψ]

)
.

Then, it readily follows that for anyψ ∈J 1(A)

K−1[ψ](x) = I[ψ](x) −
∮

Γ

dξ
2iπ

RN (x, ξ)σhd(ξ)
M(ξ)

ψ(ξ) ,

where we have used that the resolvent kernelRN (x, ξ) is an analytic function on
(
C \ A

) × Ω, with Ω the open
neighbourhood ofA such thatT is analytic onΩr . It is straightforward to establish the continuity of the inverse
on the basis of the formula above. As a consequence, it follows thatJ 1(A) (resp.J 2(A)) is a closed subspace
of H 1(A) (respH 2(A)). �
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6 Asymptotics of correlators in the fixed filling fraction model

6.1 More linear operators

Let us decompose:
W1 = N(Weq+ ∆−1W1) .

We define, with the notations of (5.2),

D1[ϕ](x1, x2) =
2
β

∮

A

dξ
2iπ

σhd(ξ)
σhd(x)

ϕ(ξ)
(x1 − ξ)(x2 − ξ)2

,

D2[ϕ](x) = ϕ(x, x) −
∮

A2

dξ1dξ2

(2iπ)2

σ
[2]
hd(x; ξ1, ξ2)

σhd(x)
ϕ(ξ1, ξ2) ,

and:

T [ϕ](x) =
2
β

∮

Ar

drξ

(2iπ)r

∂ξ1T(ξ)ϕ(ξ)

(r − 1)! (x− ξ1)
,

∆K [ϕ](x) =
1− 2/β

N

∂xϕ(x) +
∮

A

dξ
2iπ

σ
[2]
hd(x; ξ, ξ)

σhd(x)
ϕ(ξ)

 + 2D2
[
(∆−1W1)(•1)ϕ(•2)

]
(x)

+

r∑

i=1

∑

J⊆[[ 1 ; r ]]\{i}
J,∅

T
[
ϕ(•i)

∏

j∈J
(∆−1W1)(• j )

∏

j<J

Weq(• j)

]
.

Above and in the following the notation• j inside of the action of an operator denotes thejth running variable of
the function on which the given operator acts. We also remindthat if Γ = Γ[0] is a contour surroundingA, then we
denote by (Γ[i]) i≥0 a family of nested contours such thatΓ[i + 1] is exterior toΓ[i] for any i. There exists positive
constantsc1, c2, . . . which depend on the model and on the contours, so that:

‖D1[ϕ]‖(Γ[1])2 ≤ c1 ‖ϕ‖Γ ,
‖D2[ϕ]‖Γ ≤ c2 ‖ϕ‖Γ2 ,

‖T [ϕ]‖Γ[1] ≤ c3 ‖ϕ‖Γr ,

‖∆K [ϕ]‖Γ[1] ≤ (c4/N) ‖ϕ‖Γ + c5‖(∆−1W1)‖Γ ‖ϕ‖Γ[1] . (6.1)

Above,ϕ belongs to the domain of definition of the respective operators. Notice that we have to push the contour
towards the exterior in order to control the effect of the singular factors inD1 andT . Further, we have also used
the continuity of the derivation operator‖∂xϕ‖Γ[1] ≤ c‖ϕ‖Γ. In order to gather all of the relevant operator bounds
in one place, we remind the continuity ofK−1: for ϕ ∈J 2(A)

‖K−1[ϕ]‖Γ[1] ≤ c6 ‖ϕ‖Γ .

Besides, ifϕ is holomorphic inC \ S instead ofC \ A, thenK−1[ϕ] is also holomorphic inC \ S.

6.2 Improving concentration bounds using SD equations

In order to improve thea priori control on the correlators which follows from the concentration bounds

‖N∆−1W1‖Γ ≤ c1 ηN , ‖Wn‖Γ ≤ cn η
n
N with ηN = (N ln N)1/2 , (6.2)
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it is convenient to recast the Schwinger-Dyson equations.
The Schwinger-Dyson equation relative toW1, ie. (5.3) withn = 1, takes, after some algebra, the form:

K [N∆−1W1](x) = A1(x) + B1(x) − (∆K)[N∆−1W1](x) (6.3)

with:

A1(x) = −N−1D2[W2](x) + ND2
[
(∆−1W1)(•1) (∆−1W1)(•2)

] −
∑

J⊢[[ 1 ; r ]]
[J]≤r−1

N1−r T
[ [J]∏

i=1

W|Ji |(•Ji )
]
(x)

+ N
∑

J⊆[[ 1 ; r ]]
|J|≥2

(|J| − 1)T
[∏

j∈J
(∆−1W1)(• j )

∏

j<J

Weq(• j)
]
(x) − (

1− 2/β
) ·

{
∂xWeq(x) +

∮

S

dξ
2iπ

σ
[2]
hd(x; ξ, ξ)

σhd(x)
Weq(ξ)

}
.

(6.4)

Above, we have introduced:

B1(x) =
2

Nβ

∑

a∈∂A\∂S

σhd(a)
σhd(x)

∂a ln ZS
x− a

.

Also, some notational clarifications are in order. The symbol J ⊢ [[ 1 ; r ]] refers to a sum over all partitions of the
set [[ 1 ; r ]] into [ J] disjoint subsetsJ1, . . . , J[J] , with [J] going from 1 tor. In particular, the above sum is empty
whenr = 1. Finally, the summation arising in the second line of (6.4)corresponds to a summation over all subsets
J of [[ 1 ; r ]] whose cardinality|J| varies from 2 tor.

More generally, forn ≥ 2, then-th Schwinger-Dyson equation takes the form:

K[
Wn(•, xI )

]
(x) = An(x; xI ) + Bn(x; xI ) − (∆K)

[
Wn(•, xI )

]
(x) (6.5)

with:

An(x; xI ) = −N−1D2

[
Wn+1(•1, •2, xI ) +

∑

I ′⊆I
I ′,∅,I

W|I ′|+1(•1, xI ′) Wn−|I ′ |(•2, xI\I ′)
]
(x)

−
∑

i∈I
N−1D1

[
Wn−1(•, xI\{i})

]
(x, xi) −

∗∑

J⊢[[ 1 ; r ]]
I1⊔···⊔I[J]=I

N1−r T
[ [J]∏

i=1

W|Ji |+|I i |(•Ji , xI i )
]
(x) (6.6)

and

Bn(x; xI ) =
2

Nβ

∑

a∈∂A\∂S

σhd(a)
σhd(x)

∂aWn−1(xI )
x− a

.

Finally, one has:

∗∑

J⊢[[ 1 ; r ]]
I1⊔···⊔I[J]=I

[J]∏

k=1

W|Jk|+|Ik|
(
ξJk
, xIk

)
=

∑

I1⊔···⊔I[J]=I
|Ik|<|I |

r∏

k=1

W1+|Ik|
(
ξk, xIk

)
+

∑

J⊢[[ 1 ; r ]]
∃ℓ : |Jℓ |≥2

∑

I1⊔···⊔I[J]=I

[J]∏

k=1

W|Jk|+|Ik|
(
ξJk
, xIk

)
.

The⊔ means that one should sum up over all decompositions ofI into [J] disjoint subsetsI1, . . . , I[J] some of
which can be empty. We stress that the order of dispatching the elements does count,viz. the decompositionsI⊔{∅}
and{∅} ⊔ I differ. In other words, the∗ label means that one excludes all terms of the formWn(•i , xI )

∏
j,i W1(• j).

The above rewriting in basically enough so as to prove that the Schwinger-Dyson are rigid, in the sense that
even a very rougha priori control on the correlators allows one to establish thatWn ∈ O(N2−n). Indeed,
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Proposition 6.1 There exist integers pn and positive constants c′n so that:

‖∆−1W1‖Γ[p1] ≤ c′1 N−1, ‖Wn‖(Γ[pn])n ≤ c′n N2−n .

In order to prove the above proposition we, however, first need to establish a technical lemma emphasizing a
one-step improvement of bounds.

Lemma 6.2 Assume there exist positive constants cn so that:

‖N∆−1W1‖Γ ≤ c1
(
ηN κN + 1

)
, (6.7)

‖Wn‖Γn ≤ cn
(
ηn

N κN + N2−n) , (n ≥ 2) (6.8)

for ηN → ∞ so thatηN/N → 0, andκN ≤ 1. Then, there exist positive constants c′
n so that:

‖N∆−1W1‖Γ[2] ≤ c′1
(
ηN κN (ηN/N) + 1

)
,

‖Wn‖(Γ[2])n ≤ c′n
(
ηn

N · ηN/N · κN + N2−n) .

Proof. Hereafter, the values of the positive constantsc1, c2, . . . may vary from line to line, and we use repeatedly
the continuity of the auxiliary operators introduced in§ 6.1. We remind that in the fixed filling fraction model, we
have a priori:

∆−1W1 ∈H 2
0 (A) ,

and for any fixedxI = (x2, . . . , xr ) ∈ (C \ A)n−1:

Wn(•, xI ) ∈H 2
0 (A) .

Therefore, the right-hand side of (6.3) or (6.5) (seen as a function of x) belongs toJ 2(A) and we can apply the
inverse ofK :

∆−1W1(x) = K−1
[
A1 + B1 − (∆K)[∆−1W1]

]
(x) , (6.9)

Wn(x, xI ) = K−1
[
An(•, xI ) + Bn(•, xI ) − (∆K)[Wn(·, xI )

]
(•)

]
(x) . (6.10)

We start by estimating the various terms present inA1. The terms not associated with the sum overJ in the
first line are readily estimated by using the control on the correlators and the continuity of the various operators
introduced at the beginning of the section. In what concernsthe terms present in the sum, we bound them by using
that the bound (6.8) trivially holds forn = 1. All in all this leads to

‖A1‖Γ[1] ≤
c2c̃
N

(η2
NκN + 1) +

c2
1c̃

N
(
ηNκN + 1

)2
+ c′

∑

J⊢[[ 1 ; r ]]
[J]≤r−1

N1−r
[J]∏

a=1

(
η
|Ja|
N κN + N2−|Ja|)

+ c̃c2
1
(
ηNκN + 1

)(
ηNκN/N + 1/N

)
+ c′′

Thus, it solely remains to obtain an optimal bound for the product

Π1([J]) = N1−r
[J]∏

a=1

(
η
|Ja|
N κN + N2−|Ja|) =

∑

α⊔α
=[[ 1 ; [ J] ]]

κ
|α|
N N1−r

∏

a∈α
η
|Ja|
N

∏

a∈α
N2−|Ja| . (6.11)
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Note that, because of the structure of the sum, there exists at least oneℓ such that|Jℓ| ≥ 2. There are two scenarii
then. Either,α = [[ 1 ; [ J] ]] or |α| < [J]. In the second case, the sum is maximised by the choice of partitions α
such thatℓ ∈ α sinceη2

N > 1 for N large enough. In such partitions, one bounds

∏

a∈α
η
|Ja|
N

∏

a∈α
N2−|Ja| ≤ η2

N

∏

a∈α\{ℓ}
N|Ja|

∏

a∈α
N2−|Ja| ≤ η2

NNr−2 .

So, taking this into account, one gets

Π1([J]) ≤ c1N1−r+[J] + c2
η2

N

N
κN .

It remains to recall that [J] ≤ r − 1 so as to get

‖A1‖Γ[1] ≤ c′1
(η2

N

N
κN + 1

)
.

It follows from the large deviations of single eigenvalues,Lemma 3.1, that‖B1‖Γ = O
(
N−∞

)
. Finally, the bound

(6.7) for∆−1W1 leads to:

‖∆K [ϕ]‖Γ[1] ≤ c
ηN

N
‖ϕ‖Γ ie. ‖(∆K)[N∆−1W1]‖Γ[1] ≤ ηN ·

ηN

N
κN + 1 . (6.12)

Note that, above, the shift of contour was necessary becauseof (6.1). It solely remains to invoke the continuity
of K−1 – which, however, demands one additional shift of contour – so as to obtain the claimed improvement of
bounds relative toN∆−1W1.

We can now repeat the chain of bounds for the Schwinger-Dysonequation associated with thenth correlator
with n ≥ 2. Since

max
j∈[[ 1 ; n−2 ]]

{(
η

j+1
N κN + N2−( j+1))(κNη

n− j
N + N2−n+ j)

}
≤ c

(
ηn

N ·
ηN

N
κN + N2−n) ,

and:
1
N

(ηn−1
N κN + N−(n−1)) ≤ ηn

N ·
ηN

N
κN + N2−n (6.13)

for N large enough, one gets

‖An‖(Γ[1])n ≤ c
(
ηn

N
ηN

N
κN + N2−n

)
+ c′δ(1)

N + c′′δ(2)
N , (6.14)

where

δ
(1)
N =

∑

I1⊔···⊔I[J]=I
|Ik|<|I |

N1−r
[J]∏

a=1

(
η
|Ia|
N κN + N1−|Ia|) ,

δ
(2)
N =

∑

J⊢[[ 1 ; r ]]
∃ℓ : |Jℓ |≥2

∑

I1⊔···⊔I[J]=I

[J]∏

a=1

(
η
|Ia|+|Ja|
N κN + N2−|Ia|−|Ja|) .

issue from bounding the last term in (6.6). It is readily seenthat

δ
(1)
N ≤

∑

I1⊔···⊔I[J]=I
|Ik|<|I |

∑

α⊔α
=[[ 1 ; r ]]

(ηN

N
κN

)|α|
N2−n(ηNN

)mα with mα =
∑

a∈α
|Ia| .
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Thus, the right-hand side is maximised by choosing|α|minimal andmα maximal. However, if|α| = 0, thenℓα = 0
and one getsN2−n as a bound. When|α| = 1, due to the constraint|Ik| < |I | = n− 1, one gets that maxmα < n− 2.
Finally, forα ≥ 2 one has that maxmα = n− 1. A short calculation then shows that

δ
(1)
N ≤ c

(
N2−n + ηn

N ·
ηN

N
κN

)
.

Likewise, one obtains,

δ
(2)
N =

∑

J⊢[[ 1 ; r ]]
∃a : |Ja|≥2

∑

I1⊔···⊔I[J]=I

∑

α∪α
=[[ 1 ; [ J] ]]

κ
|α|
N N2−n(ηNN

)ℓα+mαN2([J]−r−|α|) with



mα =
∑
a∈α
|Ia|

ℓα =
∑
a∈α
|Ja|

.

Thus, the above summand will be maximised by taking the smallest possible value for|α| and the largest possible
ones forℓα, mα and [J]. Note, however, that [J] ≤ r − 1 due to the constraint∃a : |Ja| ≥ 2. If |α| = 0, then
ℓα = mα = 0 and one obtains a bound byN−n ≤ N2−n. If |α| > 0, then one hasℓα ≤ r − [J] + 1 + (|α| − 1), thus
leading to

κ
|α|
N N2−n (

ηNN
)ℓα+mα N2([J]−r−|α|) ≤ κ

|α|
N N2−n (

ηNN
)|α|+mα

(ηN

N

)r−[J]
.

The right-hand side is maximised formα = n− 1, [J] = r − 1 and|α| = 1, what leads to a bound by (ηn+1
N /N)κN.

Hence,‖An‖(Γ[1])n ≤ c
(
ηn

N · (ηN/N) · κN + N2−n). The remaining terms in (6.6) are bounded analogously to the
n = 1 case. Repeating then the steps of this derivation one, eventually, gets the sought bounds onWn. �

Proof of Proposition 6.1.The concentration results (6.2) provide us the bounds (6.7)-(6.8) withηN = (N ln N)1/2

andκN = 1. From Lemma 6.2, we can replaceκN by (ηN/N)m = (ln N/N)m/2 providedΓ is replaced byΓ[2m]. In
particular, forn = 1, we may choosem= 2 to haveηN (ηN/N)m ∈ o(1), and forn ≥ 2, we may choosem= 4n+ 4,
so thatηn

N(ηN/N)m ∈ o(N2−n). At this point, the remainderN2−n in (6.7)-(6.8) gives us the desired bounds. �

6.3 Recursive asymptotic analysis using SD equations

Lemma 6.3 There exist W[k]
n ∈ H 2

0 (S, n), positive integers p[k]
n and positive constants c[k]

n , indexed by integers
n ≥ 1 and k≥ n− 2, so that, for any k0 ≥ −1:

Wn =

k0∑

k=n−2

N−k W[k]
n + N−k0 ∆k0Wn , ‖∆k0Wn‖Γ[p[k]

n ] ≤ c[k]
n /N .

By convention, the first sum is empty whenever k0 < n− 2.

Proof. The proof goes by recursion. Our recursion hypothesis at step k0 is that we have a decomposition for any
n ≥ 1:

Wn =

k0∑

k=n−2

N−k W[k]
n + N−k0 ∆k0Wn, ‖∆k0Wn‖Γ → 0 ,

whereW[k]
n ∈H 2

0 (S, n) is known and the convergence holds without uniformity inΓ andn. From Proposition 6.1,
we know the recursion hypothesis is true fork0 = −1. We choose not to specify anymore the shift of the contours
which are necessary at each step of inversion ofK−1, since this mechanism of shifting is clear from the Proof of
Proposition 6.1.
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The recursion hypothesis induces a decomposition:

An(x, xI ) =
k0+1∑

k=n−2

N−k A[k]
n (x, xI ) + N−(k0+1)∆(k0+1)An(x, xI ) ,

(∆K)[ϕ](x) =
k0+1∑

k=1

N−kK [k] [ϕ](x) + N−(k0+1)(∆(k0+1)K)[ϕ](x) .

We give below the expressions of those quantities fork ∈ [[ 1 ; k0 + 1 ]] (this set is empty ifk0 = −1 ).

K [k] [ϕ](x) = δk,1(1− 2/β)

∂xϕ(x) +
∮

A

dξ
2iπ

σ
[2]
hd(x; ξ, ξ)

σhd(x)
ϕ(ξ)

 + 2D2
[
W[k−1]

1 (•1)ϕ(•2)
]
(x)

+

r∑

i=1

∑

J⊆[[ 1 ; r ]]\{i}
J,∅0

∑

k1,...,k|J|≥0
(
∑

j kj )+|J|=k

T
[
ϕ(•i)

∏

j∈J
W

[kj ]
1 (• j)

∏

j<J

Weq(• j)
]
(x) . (6.15)

For n ≥ 2, we have fork ≤ k0 + 1:

A[k]
n (x, xI ) = −D2

[
W[k−1]

n+1 (•1, •2, xI ) +
∑

I ′⊆I
I ′,∅,I

∑

0≤k′≤k−1

W[k′]
|I ′ |+1(•1, xI ′)W

[k−k′−1]
n−|I ′ | (•2, xI\I ′)

]

−
∑

i∈I
D1

[
W[k−1]

n−1 (•, xI\{i})
]
(x, xi) −

∗∑

J⊢[[ 1 ; r ]]
I1⊔···⊔I[J]=I

∑

k1,...,k[J]≥−1
(
∑

i ki )+r−1=k

T
[ [J]∏

i=1

W[ki ]
|Ji |+|I i |(•Ji , xI i )

]
(x) . (6.16)

In the above expression, we agree thatW[ℓ]
m = 0 wheneverℓ < m− 2. The main point is that bothA[k]

n (x, xI )
andK [k] [ϕ](x) only involve W[k′]

m with k′ ≤ k − 1 ≤ k0. This is a matter of simple reading off in the case of the
expression forK [k] [ϕ](x). Likewise, in the case ofA[k]

n (x, xI ) this is clear in what concerns the first three terms,
but the last one ought to be discussed. So, for a given term of the sum, letJ[−1] be the collection of singletons{i}
such thatki = −1. Then, theki associated with this precise term of the sum satisfy

( ∑

p<J[−1]

kp

)
+ r − 1− |J[−1]| = k .

The restriction
∑∗ ensures that, in the non-vanishing terms,|J[−1]| ≤ r − 2 that is to say that there is at mostr − 2

kp’s which can be equal to−1. Sincekp ≥ 0 for p < J[−1], this implieskp ≤ k − 1 for any p < J[−1]. We now
discuss the error terms at orderN−k0−1. These take the form:

(∆(k0+1)An)(x, xI ) = −D2

[
(∆k0Wn+1)(•1, •2, xI ) +

∑

I ′⊆I
I ′,∅,I

k0∑

k′=0

(∆k′W|I ′ |+1)(•1, xI ′) (∆(k0−k′)Wn−|I ′ |)(•2, xI\I ′ )
]

−
∑

i∈I
D1

[
(∆k0Wn−1)(•, xI\{i})

]
(x, xi)

−
∗∑

J⊢[[ 1 ; r ]]
I1⊔···⊔I[J]=I

∑

k1,...,k[J]≥−1
(
∑

i ki )+r−1=k0+1

T
[ [J]∏

i=1

(∆ki W|Ji |+|I i |)(•Ji , xI i )
]
(x) . (6.17)
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and

(∆(k0+1)K)[ϕ](x) = 2D2
[
(∆k0W1)(•1)ϕ(•2)

]
(x)

+

r∑

i=1

∑

J⊆[[ 1 ; r ]]\{i}
|J|≥1

∑

k1,...,k[J]≥−1
(
∑

j kj )+|J|=k0+1

T
[
ϕ(•i)

∏

j∈J
(∆kj W1)(• j)

∏

j<J

Weq(• j)
]
(x) .

For the reason invoked above, these expressions only involve ∆kWℓ with k ≤ k0. Note that, forr = 1, the
∑∗ is

empty. Further, one readily checks that the recursion hypothesis implies

‖∆(k0+1)An‖Γn ≤ c
N

and ‖∆(k0+1)K [ϕ]‖Γ[1] ≤
c′

N
‖ϕ‖Γ .

One likewise obtains similar expressions atn = 1, namely:

A[k]
1 (x) = −δ0,k

(
1− 2/β

){
∂xWeq(x) +

∮

S

dξ
2iπ

σ
[2]
hd(x; ξ, ξ)

σhd(x)
Weq(ξ)

}
−D2[W[k−1]

2 ](x)

+
∑

k1,k2≥0
k1+k2=k−1

D2
[
W[k1]

1 (•1) W[k2]
1 (•2)

]
+

∑

J⊆[[ 1 ; r ]]
|J|≥2

∑

k1,...,k|J|≥−1
(
∑

j kj )+|J|=k+1

(|J| − 1)T
[∏

j∈J
W

[kj ]
1 (• j)

∏

j<J

Weq(• j)

]
(x) , (6.18)

and

(∆(k0+1)A1)(x) = −D2
[
(∆k0W2)

]
(x) +

∑

k1,k2≥0
k1+k2=k0

D2
[
(∆k1W1)(•1) (∆k2W1)(•2)

]

+
∑

J⊆[[ 1 ; r ]]
|J|≥2

∑

k1,...,k|J|≥−1
(
∑

j kj )+|J|=k0+2

(|J| − 1)T
[∏

j∈J
(∆kj W1)(• j)

∏

j<J

Weq(• j)

]
(x) (6.19)

−
∗∑

J⊢[[ 1 ; r ]]

∑

k1,...,k[J]≥−1
(
∑

i ki )+r−1=k0+1

T
[ [J]∏

i=1

∆ki W|Ji |(•Ji )
]
(x).

One checks that likewise,A[k]
1 only involvesW[k′]

1 with k′ < k, andW[k−1]
2 . Similarly,∆(k0+1)A1 only involves∆kW1

and∆kW2 with k ≤ k0 and satisfies to the bounds‖∆(k0+1)A1‖Γ ≤ c/N.
By inserting the obtained expansions into the appropriate Schwinger-Dyson equations (6.3)-(6.5) one obtains

for n ≥ 2:

K [Wn(•, xI )](x) =
k0+1∑

k=n−2

N−k
(
A[k]

n (x; xI ) −
k−1∑

ℓ=n−2

K [k−ℓ][W[ℓ]
n (•, xI )

]
(x)

)
+ Bn(x; xI )

− N−(k0+1)K[
∆(k0+1)Wn(•, xI )

]
(x) − N−(k0+1)

k0∑

ℓ=n−2

K [k0+1−ℓ][∆ℓWn(•, xI )
]
(x) + N−(k0+1)∆(k0+1)A

[k]
n (x; xI ) .

For n ≥ 1, the right-hand side is similar but the left-hand side should be replaced byK [N∆−1W1].
Using the continuity ofK−1 and of the other operators involved the above equations yields a system of equa-

tions which determine theW[k]
n recursively onk. In particular, this implies thatWn admits an asymptotic expansion

36



up to orderk0 + 1. By the recursion hypothesis at stepk0, the function to which we applyK−1 to getW[k0+1]
n is

holomorphic onC\S. Therefore,W[k0+1]
n is also holomorphic inC\S, so thatW[k0+1]

n ∈H 2
0 (S, n). We just proved

that the recursion hypothesis holds at stepk0 + 1, so we can conclude by induction. To summarize, the recursive
formula for the coefficient of expansion of the correlators is:

W[k]
n = K−1

[
A[k]

n (•; xI ) −
k−1∑

ℓ=n−2

K [k−ℓ] [W[ℓ]
n (·, xI )](•)

]
(x) (6.20)

with A[k]
n given by (6.16)-(6.18) andK [ℓ] by (6.15). �

7 Partition function in the fixed filling fraction model

7.1 Asymptotic expansion

Lemma 7.1 Assume the local strict convexity of Hypothesis 3.2, the analyticity of Hypothesis 5.1, and thatµeq,ǫ

is off-critical. There exists a1-linear potentialT̂ satisfying the same assumptions and so that, for any k0, we have
an asymptotic expansion of the form:

ZT
AN

ZT̂
AN

= exp
( k0∑

k=−2

N−k G[k]
ǫ + N−k0∆k0Gǫ

)
.

G[k]
ǫ are smooth functions of the filling fractionsǫ in a small enough domain whereµǫeq remains off-critical, and

for any fixed k0, the error is uniform inǫ in such a compact domain.

Since the asymptotic expansion for 1-linear potentials andits smoothness with respect toǫ have been established
in [BG13a] under the same assumptions as here, we obtain automatically:

Corollary 7.2 Assume the local strict convexity of Hypothesis 3.2, the analyticity of Hypothesis 5.1, and thatµǫeq
is off-critical. The partition function with fixed filling fractions has an asymptotic expansion of the form

ZT
AN
= N(β/2)N+γ exp

( k0∑

k=−2

N−k F[k]
ǫ + o(N−k0)

)
.

γ is a universal exponent depending only onβ and the nature of the edges and reminded in§ 1.3. F[k]
ǫ are smooth

functions ofǫ and for any fixed k0, the error is uniform inǫ as explained in Lemma 7.1.

7.2 Proof of Lemma 7.1 – except regularity

The characterization (2.3) of equilibrium measure can be rephrased by saying thatµǫ,Teq = µ
ǫ,T̂
eq where:

T̂(x1, . . . , xr) = (r − 1)!
r∑

j=1

T̂1(x j)

is the 1-body interaction defined, ifx ∈ Ah, by:

T̂1(x) =
g∑

h′=0
h′,h

β

∫

Sh′

ln |x− ξ|dµǫ,Teq (ξ)1Sh′ (ξ) +
∫

Sr−1

T(x, ξ2, . . . , ξr )
(r − 1)!

r∏

i=2

dµǫ,Teq (ξi). (7.1)
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SinceAh andSh′ are disjoint ifh′ , h, (x − y) keeps the same sign forx ∈ Sh′ , T̂1(x) has actually an analytic
continuation forx in a neighbourhood of eachAh. Besides, the characterization of the equilibrium measureimplies
that:

∀t ∈ [0, 1], µ
ǫ,tT+(1−t)T̂
eq = µǫ,Teq .

So, if T satisfies our assumptions,tT + (1 − t)T̂ satisfies it uniformly fort ∈ [0, 1]. And, we have the general
formula:

∂t ln ZtT+(1−t)T̂
AN

=
N2−r

r!

∮

Ar

drξ

(2iπ)r (T(ξ) − T̂(ξ)
)
W̃tT+(1−t)T̂

r (ξ) (7.2)

in terms of the disconnected correlators introduced in (1.4). By Lemma 6.3,W̃tT+(1−t)T̂
r (ξ) has an asymptotic

expansion in 1/N, starting at orderNr , and if we truncate it to an orderN−k0, it is uniform inξ on the contour of
integration of (7.2) and int ∈ [0, 1]. So, we can integrate (7.2) overt ∈ [0, 1], exchange the expansion and the
integrations to obtain the expansion of the partition function. The remaining Smoothness of the coefficients of
expansion of the correlators with respect to filling fractions will be a consequence of Proposition 7.4 below.�

7.3 Lipschitz dependence in filling fractions

We first show that the equilibrium measures depend on the filling fractions in a Lipschitz way.

Lemma 7.3 Assume Hypothesis 2.1 in the unconstrained model and T holomorphic in a neighbourhood ofA in
C. Then, forǫ close enough toǫ⋆, E has a unique minimiser overMǫ(A), denotedµǫeq. Let (g+ 1) be the number
of cuts ofµeq, andǫ⋆ = µeq[Ah] its masses. Assumeµeq is off-critical. Then, forǫ close enough toǫ⋆, µǫeq still has
g + 1 cuts, is off-critical, has the edges of the same nature which are Lipschitz functions ofǫ, and the density of
µǫeq is a Lipschitz function ofǫ away from its edges.

Proof. We remind (§ 2.1) that the level setsEM = {µ ∈ M1(A), E[µ] ≤ M} are compact. Therefore,E achieves
its minimum onMǫ(A), and we denoteµǫeq any such minimiser. It must satisfy the saddle point equation (2.3).
By assumption, the minimiser overM1(A) is unique, it is denoted byµeq, and its partial massesǫ⋆h = µeq[Ah]. In
other words, the minimiserµǫ

⋆

eq is unique and equal toµeq. We must prove that the minimiser is unique forǫ close
enough toǫ⋆.

• We first show that anyµǫeq must belong to a ballB(µeq, δǫ) aroundµeq for the Vaserstein distance, withδǫ
going to zero whenǫ goes toǫ⋆.

Let us first prove that
Eǫ := inf

µ∈Mǫ(A)
E(µ)→ Eǫ⋆ asǫ → ǫ⋆ .

In fact, if we denoteµh
eq the probability onAh so thatµeq =

∑
h ǫ

⋆
h µ

h
eq we have

Eǫ⋆ ≤ Eǫ ≤ E
(∑

h

ǫhµ
h
eq

)
.

But we have seen that
∫

log |x− y|dµh
eq(y) is uniformly bounded onA for all i and therefore one easily sees

that there exists a finite constantC such that

E
(∑

h

ǫh µ
h
eq

)
≤ E

(∑

h

ǫ⋆h µ
h
eq

)
+C max|ǫh − ǫ⋆h |
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from which the announced continuity follows.

Let us deduce by contradiction that there exists a sequenceδǫ so thatµǫeq ∈ B(µeq, δǫ ) for |ǫ − ǫ⋆| small
enough. Otherwise, we can find aδ > 0 and a sequenceµǫneq < B(µeq, δ) with ǫn converging toǫ⋆. As we can
assume by the above continuity that this sequence belongs tothe level setEEǫ⋆+1, this sequence is tight and
we can consider a limit pointµ. But by lower semi-continuity ofE we must have

lim inf
n→∞

E(µǫneq) ≥ E(µ)

whereas the previous continuity shows that the left-hand side is actually equal toEǫ⋆. Henceµ minimisesE
onM1(A) which implies by Hypothesis 2.1 thatµ = µeq hence yielding the announced contradiction.

• We now show uniqueness of the minimiser ofE onMǫ(A) for ǫ close enough toǫ⋆ by showing that the
interaction keeps the property of local strict convexity.

Let us define, for anyν ∈ M0(A):

Qǫ [ν] = βQC[ν] −
∫

Ar−2

T(x1, . . . , xr)
(r − 2)!

dν(x1)dν(x2)
r∏

j=3

dµǫeq(x j) .

whereQC was defined in (3.2). For any probability measureµ, we can write using Taylor-Lagrange formula
at order 3 aroundµǫeq:

E[µ] = E[µǫeq] −
∫

Tǫeff(x)dµ(x) +
1
2
Qǫ [µ − µǫeq] + Rǫ3[µ − µǫeq] , (7.3)

whereTǫeff is the effective potential (2.4) forµǫeq. The remainder is:

Rǫ3[ν] =

1∫

0

dt(1− t)2

2
E(3)[(1 − t)µǫeq+ tµ] · (ν, ν, ν) . (7.4)

whereE(3) was already defined in (3.11). Ifκ ∈ Rg+1
+ so that

∑
h κh = 1, for any measureµκ ∈ Mκ(A), we

have:
E[µκeq] ≤ E[µκ] .

We now use the equality (7.3) for both sides, and assume the support ofµκ is included in the support ofµǫeq.
SinceTǫeff is non-positive, and equal to 0 on the support ofµǫeq, we find:

1
2
Qǫ [µκeq− µǫeq] ≤

1
2
Qǫ [µκ − µκeq] + Rǫ3[µκ − µǫeq] − Rǫ3[µκeq− µǫeq] . (7.5)

We assumeκh ∈ [0, 2ǫh], and putµκ = tµǫeq+ (1− t)µref with the choice:

1− t = max
0≤h≤g

|κh − ǫh|
ǫh

∈ [0, 1] , (7.6)

and the choice of a probability measureµref, whose support is included in that ofµǫeq, and with masses
satisfying:

tǫh + (1− t)µref[Ah] = κh .
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Note that we can assumeǫh , 0 sinceǫ⋆h , 0 follows from the assumption thatµeq is off-critical. We also
require thatµref is such thatQǫ [µref − µǫeq] < +∞, which is always possible, for instance by taking forµref

the renormalised Lebesgue measure on the support ofµǫeq.

UsingQ = Qǫ⋆ , we know from Lemma 3.3 that the remainder can be bounded as:
∣∣∣Rǫ3[ν]

∣∣∣ ≤ Cǫ ‖ν‖Q[ν] .

Therefore, we have:

Qǫ [µκeq−µǫeq]−Cǫ‖µκeq−µǫeq‖ Q[µκeq−µǫeq] ≤ (1−t)2Qǫ [µref−µǫeq]+(1−t)3 Cǫ ‖µref−µǫeq‖Q[µref−µǫeq] . (7.7)

If we apply this inequality toǫ = ǫ⋆, andκ close enough toǫ⋆ so that

Cǫ
⋆‖µκeq− µǫ

⋆

eq‖ ≤ 1/2

(this is possible by the continuity previously established), we deduce from (7.6) that, for maxh |κh − ǫh| < c′

for somec′ > 0 independent ofǫ:

Q[µκeq− µeq] ≤ C max
h
|κh − ǫ⋆h |2 .

Besides, we may compareQǫ andQ = Qǫ⋆ by writing:

Qǫ [ν] − Q[ν] =
r∑

m=3

∫

Ar

T(ξ1, . . . , ξr)
(r − 2)!

dν(ξ1)dν(ξ2) d(µǫeq− µeq)(ξ3)
m∏

i=4

dµǫeq(ξi)
r∏

j=m+1

dµeq(ξ j) .

Hence, from Lemma 3.3, there exists a constantC > 0, independent ofǫ but depending onT, so that:
∣∣∣Qǫ [ν] − Q[ν]

∣∣∣ ≤ CQ[ν] Q1/2[µǫeq− µeq] ≤ C′Q[ν] max
h
|ǫh − ǫ⋆h | .

Therefore, for maxh C′|ǫh − ǫ⋆h | < 1, there exists constantsc1, c2 > 0 so that:

∀ν ∈ M0(A), c1Q[ν] ≤ Qǫ [ν] ≤ c2Q[ν] , (7.8)

in particularQǫ [ν] ≥ 0 with equality iff ν = 0. So, coming back to (7.7), we deduce forǫ close enough to
ǫ⋆ andκ close enough toǫ, that there exists a constantc′ such that:

Q[µκeq− µǫeq] ≤ c′(1− t)2Q[µref − µǫeq]

with t as in (7.6). This entails:
Q[µκeq− µǫeq] ≤ C max

h
|κh − ǫh|2 . (7.9)

We can apply this relation withǫ = κ butµκeq another minimiser ofE overMǫ(A), which would tell us that
theQ-distance between two minimisers is 0. So, the minimiser is unique for anyǫ close enough toǫ⋆.

• We finally prove smoothness of the minimising measures and related quantities. As a second consequence
of (7.8) and (7.9), for anym ≥ 1 and any smooth test functionϕ of m variables, we have a finite constant
Cϕ so that

∣∣∣∣∣∣

∫
ϕ(ξ1, . . . , ξm)

( m∏

j=1

dµκeq(ξ j) −
m∏

j=1

dµǫeq(ξ j)

)∣∣∣∣∣∣ ≤ Cϕ Q1/2[µκeq− µǫeq] ≤ C max
h
|κh − ǫh| . (7.10)
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In other words, the integrals ofm-variables test functions inH(m) againstµǫeq (called belowm-linear statis-
tics) are Lipschitz in the variableǫ close enough toǫ⋆.

To extend this regularity result to the equilibrium measure, we consider the expression (2.13) for its density:

dµeq

dx
(x) =

1Sǫ (x)

2π

√
Rǫ(x), Rǫ(x) =

4P̃ǫ(x) − σA(x)
(
V′ǫ(x)

)2

σA(x)
. (7.11)

The important feature of this formula is thatV′ǫ(x) (resp.P̃ǫ(x)) defined in (2.10)-(2.11) are integrals against
µǫeq of a holomorphic test function in a neighbourhood ofAr−1 (resp. Ar) which depends holomorphically
in x in a neighbourhood ofA. Thanks to (7.10),x 7→ Rǫ(x) is a holomorphic function whenx belongs
to a compact neighbourhoodK (independent ofǫ) of A avoiding the hard edges, which has a Lipschitz
dependence inǫ. Thus, the density itself is a Lipschitz function ofǫ away from the edges. The edges of
the support ofµǫeq are precisely the zeroes and the poles ofRǫ(x) in K. If we assume thatµǫeq is off-critical,
then these zeroes and poles are simple. So, they must remain simple zeroes (resp. simple poles) forǫ′ close
enough toǫ, and their dependence inǫ′ is Lipschitz. �

7.4 Smooth dependence in filling fractions

Proposition 7.4 Lemma 7.3 holds withC∞ dependence inǫ.

Corollary 7.5 Under the same assumptions, the coefficients of expansion of the correlators W[k];ǫ
n (x1, . . . , xn)

depends smoothly onǫ for x1, . . . , xn uniformly in any compact ofC \ A.

Proof. The idea of the proof is again very similar to [BG13a, Appendix A.2]. Let E be an open neighbourhood of
ǫref in {

ǫ ∈ [0, 1]g+1
∑

h

ǫh = 1
}

so that the result of Lemma 7.3 holds. For any givenx in a compact neighbourhoodK of A avoiding the edges,
Rǫ(x) is Lipschitz function ofǫ, therefore differentiable forǫ in a subsetEx whose complement inE has measure
0. It is not hard to see thatE∞ =

⋂
x∈K Ex has still a complement of measure 0, therefore is dense inE. For any

ǫ ∈ E∞ and anyη ∈ Rg+1 so that
∑

h ηh = 0, we can then study the effect of differentiation atǫ in a directionη
in the characterization and properties of the equilibrium measure. We find that dνǫη = ∂t=0 µ

ǫ+tη
eq defines a signed

measure onSǫ which is integrable (its density behaves atmost like the inverse of a squareroot at the edges), gives
a massηh to Sǫ,h, and satisfies:

∀x ∈ S̊ǫ , β

?

Sǫ

dνǫη(ξ)

x− ξ +
∫

Sr−1
ǫ

∂x T(x, ξ2, . . . , ξr)
(r − 2)!

dνǫη(ξ2)
r∏

j=3

dµǫeq(ξ j) = 0 .

We have seen in the proof of Lemma 5.1 that there is a unique solution to this problem. As a matter of fact, if we
introduce the Stieltjes transform:

ϕǫη(x) =
∫

Sǫ

dνǫη(ξ)

x− ξ ,

by construction of the operatorK we haveK [ϕǫη] = 0 and the condition on masses is
∮

Sǫ,h
ϕǫη(ξ)

dξ
2iπ = ηh for any

h. So, the invertibility ofK used towards the end of the proof of Lemma 5.1 gives:

ϕǫη(x) = −
g∑

h=0

ηh RN (x, k) , (7.12)
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whereRN is a block of the resolvent kernel ofN . Eventually, we observe thatK depends onǫ only via the
Stieltjes transform ofµǫeq, therefore is Lipschitz inǫ. The expression (A.1) for the resolvent kernel implies that
if K depends on a parameter (hereǫ) with a certain regularity, its inverse will depend on the parameter with the
same regularity. Therefore, the right-hand side of (7.12) is Lipschitz inǫ, a fortiori continuous. To summarise, we
have obtained that:

Wǫeq(x) =
∫

Sǫ

dµǫeq(ξ)

x− ξ

is differentiable at a dense subset ofǫ, and that the differential happens to be a continuous function ofǫ. Therefore,
Wǫeq is differentiable everywhere, and (7.12) can be considered as a differential equation, where the right-hand
side is differentiable. HenceWǫeq is twice differentiable. This regularity then carries to the right-handside, and by
induction, this entails theC∞ regularity ofWǫeq – and thus the density ofµǫeq – for anyx away from the edges of
Sǫ . Therefore,Rǫ in (7.11) wasC∞ in ǫ, and the result of Lemma 7.3 gets improved toC∞ regularity inǫ. �

Proof of Corollary 7.5. From the Proof of§ 6.3, the coefficient of expansion of correlatorsW[k]
n (x1, . . . , xn)

(cf. (6.20)) and the errors∆kWn(x1, . . . , xn) can be computed recursively, by successive applications of K−1 to
combinations involvingWǫeq = W[−1],ǫ

1 (x), T and theW[k′],ǫ
n computed at the previous steps. As we have seen,

K−1 andWǫeq depend smoothly onǫ under the conditions stated above, so theW[k]
n enjoy the same property, and

similarly one can show that the bounds on the errors∆kWn are uniform with respect toǫ. �

End of the proof of Lemma 7.1. After the proof of the corollary, we just have to check thatT = T̂ given by
(7.1)-(7.1) depends smoothly onǫ. Since it is expressed as the integration of an analytic function against (several
copies of)µeq, this follows from the proof of Section 7.3 and its improvement in Proposition (7.4).

7.5 Strict convexity of the energy

We show that the value of the energy functional atµǫeq is a strictly convex function of the filling fraction in a
neighbourhood ofǫ⋆. This property will be useful in the analysis of the unconstrained model in the multi-cut
regime.

Proposition 7.6 Assume Hypothesis 2.1 in the unconstrained model, T holomorphic in a neighbourhood ofA in
C, µeq is off-critical. Denoteǫ⋆h = µeq[Ah]. Then, forǫ in a neighbourhood ofǫ⋆, E[µǫeq] is C2 and its Hessian is
definite positive.

Proof. Proposition 7.3 ensures the existence ofµǫeq for ǫ close enough toǫ⋆. It is characterised, for anyh ∈ [[ 0 ; g ]]
andx ∈ Sǫ,h, by

β

?

Sǫ

ln |x− ξ|dµǫeq(ξ) +
∫

Sr−1
ǫ

T(x, ξ2, . . . , ξr )
(r − 1)!

r∏

j=2

dµǫeq(ξ j) = Cǫh .

For anyx ∈ A, the left-hand side minus the right-hand side defines the effective potentialTǫeff , which is therefore 0
for x ∈ Sǫ . The proof of Proposition 7.4 provides us, for anyη ∈ Rg+1 so that

∑g
h=0 ηh = 0, with the existence of:

νǫη = ∂t=0 µ
ǫ+tη
eq ,

as a signed, integrable measure onA, so thatνǫη[Ah] = ηh for anyh. It satisfies, for anyh ∈ [[ 0 ; g ]] and x ∈ Sǫ,h:

β

?

Sǫ

ln |x− ξ|dνǫη(ξ) +
∫

Sr−1
ǫ

T(x, ξ2, . . . , ξr)
(r − 2)!

dνǫη(ξ2)
r∏

j=3

dµǫeq = ∂t=0 Cǫ+tη
h . (7.13)
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Therefore,E[µǫeq] is C1 and we have:

∂t=0E[µǫ+tη
eq ] = −

∫

Sǫ

(
Tǫeff(x) +

g∑

h=0

Cǫ,h 1Sǫ,h(x)

)
dνǫη(x) = −

g∑

h=0

Cǫh ηh .

We can differentiate the result once more:

Hessianǫ E[µǫeq] · (η, η′) = ∂t′=0 ∂t=0E[µǫ+tη+t′η′
eq ] = −

g∑

h=0

(∂t′=0 Cǫ+t′η′

h ) ηh . (7.14)

Since the right-hand side of (7.13) is constant on eachSǫ,h, we integrate it against−dνǫη and find a result equal to
the right-hand side of (7.14):

Hessianǫ E[µǫeq] · (η, η′) = Qǫ [νǫη, νǫη′ ] , (7.15)

where we have recognised the bilinear functionalQǫ introduced in§ 3.2. By Hypothesis 3.2, we deduce that the
Hessian atǫ = ǫ⋆ is definite positive, and (7.8) actually shows that this remains true forǫ in a vicinity of ǫ⋆. �

8 Asymptotics in the multi-cut regime

8.1 Partition function

We have gathered all the ingredients needed to analyse the partition function in the (g + 1) regime wheng ≥ 1,
decomposed as:

ZAN =
∑

N0+···+Ng=N

N!
∏g

h=0 Nh!
ZAN .

Given the large deviations of filling fractions (Corollary 3.7), the expansion in 1/N of the partition function at fixed
filling fractionsǫ close toǫ⋆ (Corollary 7.2), the smooth dependence of the coefficients inǫ (Proposition 7.4) and
the positivity of the Hessian ofF[−2] = −E[µǫeq] (Lemma 7.6), the proof of the asymptotic expansion ofZAN is
identical to [BG13a, Section 8]. To summarise the idea of theproof, one first restricts the sum in (8.1) over
vectors1 N = (N1, . . . ,Ng) such that|N − Nǫ⋆| ≤

√
N ln N up to exponentially small corrections thanks to the

large deviations of filling fractions,cf. Corollary 3.7. Since the filling fractionsǫ kept in this sum are close toǫ⋆,
one can write down the 1/N-expansion of each term in the sum. Then, one performs a Taylor expansion around
ǫ⋆ of the coefficients of the latter expansion, and one can exchange the finite (although large) sum overN with
the Taylor expansion while controlling the error terms. Eventually, one recognise the answer as the general term
(in N) of an exponentially fast converging series, so we can actually lift the restriction N − Nǫ⋆ to sum over all
N ∈ Zg up to an erroro(e−cN). The result can be expressed in terms of:

• the Theta function:

Θγ(v|T) =
∑

m∈Zg

exp

(
− 1

2
(m+ γ) · T · (m+ γ) + v · (m+ γ)

)
,

whereT is a symmetric definite positiveg× g matrix,v ∈ Cg andγ ∈ Cg modZg.

1When necessary, we identifyǫ⋆ with an element ofRg by forgetting the componentǫ⋆0 .
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• The ℓ-th order derivative ofF[k]
ǫ with respect to the filling fractions. For a precise definition, we consider

the canonical basis (eh)0≤h≤g of Rg+1, and introduceηh = eh − e0 for h ∈ [[ 1 ; g ]]. Then, we can define the
tensor ofℓ-th order derivatives as an element of (Rg)⊗ℓ:

F[k],(ℓ)
ǫ =

∑

1≤h1,...,hℓ≤g

(
∂t1=0 · · · ∂tℓ=0 F[k]

ǫ+
∑ℓ

i=1 ti ηhi

) ℓ⊗

i=1

ehi .

When necessary, we identifyǫ⋆ with an element ofRg by forgetting the componentǫ0.

Theorem 8.1 Assume Hypothesis 2.1, T holomorphic in a neighbourhood ofAr , andµeq off-critical. Then, for
any k0, we have an asymptotic expansion of the form:

ZAN = N(β/2)N+γ exp

( k0∑

k=−2

N−k F[k]
ǫ⋆
+ o(N−k0)

)

×
{∑

m≥0

∑

ℓ1,...,ℓm≥1
k1,...,kr≥−2∑m

i=1 ℓi+ki>0

N−
∑m

i=1(ℓi+ki )

m!

( m⊗

i=1

F[ki ],(ℓi )
ǫ⋆

ℓi!

)
· ∇⊗(

∑m
i=1 ℓi )

v

}
Θ−Nǫ⋆

(
F[−1],(1)
ǫ⋆

∣∣∣∣ F[−2],(2)
ǫ⋆

)
. (8.1)

8.2 Fluctuations of linear statistics

We mention that, along the line of [Shc13] and [BG13a, Corollary 6.4], it is possible to show Theorem 8.1 while
allowingT to contain 1/N complex-valued contribution onA – still under the assumptions thatT is analytic. Then,
for any test functionϕ holomorphic2 is a neighbourhood ofA, it follows for the fluctuations of the linear statistics:

XN[ϕ] =
N∑

i=1

ϕ(λi) − N
∫

ϕ(x) dµeq(x)

that for anys∈ R, we have:

µAN

[
eisXN[ϕ]] =

N→∞
eis M1[ϕ]−s2 M2[ϕ]

Θ−Nǫ⋆
(
F[−1],(1)
ǫ⋆

+ isw[ϕ]
∣∣∣∣ F[−2],(2)
ǫ⋆

)

Θ−Nǫ⋆
(
F[−1],(1)
ǫ⋆

∣∣∣∣ F[−2],(2)
ǫ⋆

)

with:

M1[ϕ] =
∮

S

dx
2iπ

ϕ(x) W[0]
1;ǫ⋆(x) ,

M2[ϕ] =
∮

S2

dx1dx2

(2iπ)2
ϕ(ξ1)ϕ(ξ2) W[0]

2;ǫ⋆(x1, x2) ,

w[ϕ] =
g∑

h=1

( ∫

S

ϕ(x) dνǫ
⋆

ηh (x)

)
eh =

g∑

h=1

∂t=0

( ∫
ϕ(x) dµǫ+tηh

eq (x)

)
eh , (8.2)

where we recall thatηh = eh − e0 and (eh)0≤h≤g is the canonical basis ofRg+1. We deduce a central limit theorem
when the contribution of the Theta function vanishes, namely

2At this point, the regularity ofϕ can be weakened by going to Fourier space, see [BG13a, Section 6.1] for details.
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Proposition 8.2 For the codimension g space of test functionsϕ satisfyingw[ϕ] = 0, XN[ϕ] converges in law to a
random GaussianG (M1[ϕ],M2[ϕ]) with mean M1[ϕ] and covariance M2[ϕ].

For test functions so thatw[ϕ] , 0, the ratio of Theta functions is present, and we recognise itto be the
Fourier transform of the law of a random variable which is thescalar product of a deterministic vectorw[ϕ]
with D(γN,T

−1[v],T−1), whereD is the sampling onγN + Z
g of a random Gaussian vector withg components,

with covariance matrixT−1, and meanT−1[v]. The values of the various parameters appearing here is:

T = F[−2],(2)
ǫ⋆

, γN = −Nǫ⋆ modZg , v = F[−1],(1)
ǫ⋆

.

Therefore, we can only say that, along subsequences ofN so that−Nǫ⋆ modZg converges to a limitγ∗, XN[ϕ]
converges in law to the independent sum

G (M1[ϕ],M2[ϕ]) + w[ϕ] ·D(γ∗,T−1[v],T−1) .
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A Inversion of integral operators

In this section, we study integral operators on the real linewhich parallel the operators defined on the complex
plane defined in Section 5. This is necessary to obtain the concentration bounds of Section 3.5.

A.1 Reminder of Fredholm theory

Let (X, ds) be a measured space, so that|s|(X) < +∞. Let K be an integral operator onLp(X, ds
)
, p ≥ 1 with a

kernelK (x, y) = f (x)K̃ (x, y) such thatK̃ ∈ L∞
(
X × X, d2s

)
and f ∈ Lp(X, ds

)
. Then, the series of multiple

integrals

det
[
id + K

]
=

∑

n≥0

1
n!

∫

X

detn
[
K (λa, λb)

] n∏

a=1

ds(λa) . (A.1)

converges uniformly and defines the so-called Fredholm determinant associated with the integral operator id+ K.
The convergence follows by means of an application of Hadamard’s inequality

∣∣∣∣∣
∫

X

detn
[
K (λa, λb)

]
dns(λ)

∣∣∣∣∣ ≤ n
n
2 ·

∣∣∣
∣∣∣K̃

∣∣∣
∣∣∣n
L∞

(
X×X,d2s

) · || f ||n
L1
(
X,ds

) .

This operator is invertible if and only if det
[
id + K

]
, 0 and its inverse operator id− RK is described in terms

of the resolvent kernel given by the absolutely convergent series of multiple integrals:

RK(x, y) =
1

det
[
id + K

]
∑

n≥0

1
n!

∫

X

detn+1

[
K (x, y) K (x, λb)
K (λa, y) K (λa, λb)

]
·

n∏

a=1

dµ(λa) . (A.2)
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In particular, such a description ensures that the inverse operator is continuous as soon as the operator id+ K
is injective. See [GGK00] for a more detailed discussion. Note that the resolvent kernelRK(x, y) satisfies to the
bounds

∣∣∣∣RK(x, y)
∣∣∣∣ ≤ | f (x)| ·

∑

n≥0

(n+ 1)
n+1

2

n!
·

∣∣∣
∣∣∣K̃

∣∣∣
∣∣∣n+1
L∞

(
X×X,d2s

) · || f ||n
L1
(
X,ds

)

det
[
id + K

] ≤ cK · | f (x)| ,

with cK a kernelK-dependent constant.

A.2 Inversion of T
LetT be the integral operator

T [φ](x) = −
∫

A

[
β ln |x− y| + τ(x, y)

]
φ(y) dy +

∫

A2

[
β ln |x− y| + τ(x, y)

]
φ(y) dxdy

with τ defined by

τ(x, y) =
∫

T(x, y, ξ3, . . . , ξr)
(r − 2)!

r−2∏

i=3

dµeq(ξi) .

Let3 L andP be the integral operators onLp(A, dx) for 1 < p < 2, with respective integral kernels

L (x, y) =
1
β π2

?

A

dξ
σ

1/2
A;+(ξ)

σ
1/2
A;+(x)

∂ξτ(ξ, y)

x− ξ , P(x, y) =
1

iπσ1/2
A;+(x)

Res
ξ→∞

( σ
1/2
A (ξ)

(x− ξ)(ξ − y)

)

where we remindσA(x) =
∏g

h=0(x − a−h )(x − a+h ). Let X be the set [[ 1 ;g ]] ∪ A endowed with the measure
ds given by the atomic measure on [[ 1 ;g ]] and the Lebesgue measure onA. We shall make the identification
Lp

0(X, ds) ≃ Cg ⊕ Lp
0(A, dx) where

Lp
0(A, dx) =

{
φ ∈ Lp(A, dx) :

∫

A
φ(x) dx = 0

}
.

We define similarly a subspaceW1,q
0 (A) of the Sobolev spaceW1,q(A) ⊆ Lq(A), and introduce the space:

W1,q
0 (X) =

{
(v, φ) ∈ Lq

0(X, ds),
(

max
1≤k≤g

|vk|
)
+ ‖φ‖q < +∞

}

LetN be integral operator

N :


C

g ⊕ Lp
0(A, dx) −→ C

g ⊕ Lp
0(A, dx)

(
v, φ

) 7−→
(
Π[φ] − v,

(L − P)[ f ] + σ
−1/2
A;+ · Qv

)

where

Π :



Lp(A, dx) −→ C
g

φ 7−→
( ∫

A1

T [φ](ξ) dξ, . . . ,
∫

Ag

T [φ](ξ) dξ
)

.

andQv is the unique polynomial of degreeg− 1 such that
∫

Ak
dξ σ−1/2

A;+ (ξ) Qv(ξ) = vk for anyk ∈ [[ 1 ; g ]].

3The operators in underline letters – likeL – are the analog on the real axis of the operators – likeL – defined in Section 5.3 on spaces
of analytic functions, the correspondence being given by the Stieltjes transform. It should therefore not be surprising that the computations
in this Appendix are parallel to those of Section 5.
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Proposition A.1 Let 1 < p < 2 and q > 2p/(2 − p). The integral operatorN : Lp
0(X, ds) → W1,q

0 (X, ds) is
compact. The operatorid +N is bi-continuous with inverseid − RN . Furthermore, the inverse ofT is expressed
by

T −1[ f ](x) = Ξ[ f ′](ξ) −
g∑

k=1

RN (x, k)
∫

Ak

f (ξ) dξ −
∫

A

RN (x, ξ) · Ξ[ f ′](ξ) dξ . (A.3)

where

Ξ[ f ](x) =
1

β π2

?

A

σ
1/2
A;+(x) f (ξ)

σ
1/2
A;+(ξ) (x− ξ)

dξ .

As a consequence,T −1 extends to a continuous operatorT −1 : W1,q
0 (A, dx)→ Lp

0(A, dx).

Proof. We first establish thatL = Lp
0(A, dx)→ Lp

0(A, dx), defined for 1< p < 2, is compact. It follows from

L (x, y) =
1

β π2

∫

A

dξ
σ

1/2
A;+(ξ)

σ
1/2
A;+(x)

∂ξτ(ξ, y) − ∂ξτ(x, y)

x− ξ +
∂xτ(x, y)

2β π2σ
1/2
A;+(x)

∮

Γ(A)

dησ1/2
A (η)

x− η ,

whereΓ(A) is a contour surroundingA with positive orientation, thatL (x, y) = L̃ (x, y)σ−1/2
A;+ (x) for a continuous

functionL̃ (x, y) on A2. Furthermore, the relation

?

A

dξ

σ
1/2
A;+(ξ)(x− ξ)

= 0

ensures thatL stabilisesLp
0(A, dx). Taking into account thatA is compact, there exists a sequence of continuous

functions (Φn,Ψn)n≥1 on A such that

L̃
[n]

(x, y) =
n∑

m=1

Φm(x)Ψm(y)

converges uniformly onA2 to L̃ (x, y). Let L[n] be the integral operator onLp
0(A, dx) with the integral kernel

L [n](x, y) = σ−1/2
A;+ (x) L̃

[n]
(x, y). It follows from Hölder inequality that theLp

0(A, dx) operator norm satisfies

∣∣∣
∣∣∣
∣∣∣L − L[n]

∣∣∣
∣∣∣
∣∣∣ ≤ ℓ(A)

p−1
p ||σ−1/2

A;+ ||Lp(A)

∣∣∣
∣∣∣L̃ − L̃[n] ∣∣∣

∣∣∣
L∞(A2) .

As a consequence,L is indeed compact. An analogous statement is readily established forP and henceN . We
now establish that id+N is injective. Let (v, φ

) ∈ ker(id+N). Then one has

?

A

∫

A

L (x, y)φ(y)

s− x
dy = 0 =⇒

∫

A

φ(s) · ds = 0 .

By going back to the definition of a principal value integral,one gets

− β
?

A

Ξ[φ](ξ)
x− ξ dξ =

∫

A

dη
φ(η)σ1/2

A;+(η)

(2iπ)2

∮

Γ(A)

2 dξ

σ
1/2
A (ξ)(x− ξ)(η − ξ)

− lim
ǫ1,ǫ2→0+

{ ∫

A2

φ(η)σ1/2
A;+(η)

σ
1/2
A;+(ξ)

×
[ 1
x− ξ + iǫ1

( 1
η − ξ − iǫ2

− 1
η − ξ + iǫ2

)
+

1
x− ξ + iǫ1

( 1
η − ξ − iǫ2

− 1
t − ξ + iǫ2

)]
dηdξ

}
= φ(x) .
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This ensures that

− β
?

A

L (ξ, y)

x− ξ dξ = (∂xτ)(x, y) .

In its turn this leads to∂ξT [ f ](ξ) = 0 by acting with the principal value operator on (id+L)[ f ] and using that:

?

A

dξQ(ξ)

σ
1/2
A;+(ξ) · (x− ξ)

= 0

for any polynomialQ of degree at mostg. In other words, there exist constantsck such thatT [φ](ξ) = ck on Ak,
k = 0, . . . , g. Since, furthermore,

∫

Ak

T [φ](x) dx = 0 , k = 1, . . . , g and by definition
∫

A

T [φ](x) dx = 0

it follows that, in fact,T [φ](x) = 0. Therefore,
∫

A
φ(x) · T [φ](x) dx = Q[νφ] = 0 with νφ = φ(x) dx ∈ M0(A) .

In virtue of the strict positivity of the functionalQ, it follows thatνφ = 0, viz. φ = 0. This implies, in its turn, that
Qv = 0, ie. v = 0.

We now focus on the invertibility of the operatorT . Hence, assume that one is givenf ∈ T [Lp
0(A, dx)] ∩

W1;q
0 (A, dx) with 1 < p < 2 andq > 2p/(2 − p). In other words that the functionφ ∈ Lp

0(A, dx), 1 < p < 2 is a

solution toT [φ] = f for the givenf ∈W1;q
0 (A, dx). Since, the principal value operator is continuous onLp(A, dx),

1 < p < 2, it follows that one can differentiate both sides of the equality leading to

?

A

φ(s)
x− ξ dξ = − f ′(x)

β
+

1
β

∫

A

∂xτ(x, ξ)φ(ξ) dξ ≡ F(x) .

The function

κ[φ](z) = σ
1/2
A (z) ·

∫

A

φ(y)
z− y

· dy
2iπ

.

is holomorphic onC \ A, admitsLp(A) ± boundary values onA, and has the asymptotic behaviour at infinity

κ[φ](z) = Res
ξ→∞

σ
1/2
A (ξ)

x− ξ

( ∫

A

dy
2iπ

φ(y)
ξ − y

)

︸                              ︷︷                              ︸
P[φ](z)/2

+ O(1/z) .

Furthermore, it satisfies to the jump conditions

κ[φ]+(x) − κ[φ]−(x) = σ
1/2
A;+(x)

F(x)
iπ

, x ∈
◦
A .

Thus,

κ[φ](z) =
P[φ](z)

2
+

∫

A

dξ F(ξ)σA;+(ξ)

2π2 (z− ξ) .
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Note thatP[φ] is at most of degreeg− 1 sinceφ ∈ Lp
0(A, dx). Finally, it follows from the equation

κ[φ]+(x) + κ[φ]−(x) = −σ1/2
A;+(x)φ(x)

thatφ solves the regular integral equation

Ξ[ f ′](x) = (id +L − P)[φ](x)

As a consequence, for anyf ∈ T [
Lp

0(A, dx)
] ∩W1;q(A), there existsφ solving

(id +N)
[(

0, φ
)]
=

( ∫

A1

f (x) dx, . . . ,
∫

Ag

f (x) dx,Ξ[ f ′]

)

Since (id+N) is bijective,φ is necessarily unique and given by (A.3). The continuity ofT −1 is then obvious.
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