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Abstract

Let O be a discrete valuation ring of mixed characteristics (0, p), with residue field k. Using work of
Sekiguchi and Suwa, we construct some finite flat O g-models of the group scheme p,n i of p™-th roots of
unity, which we call Kummer group schemes. We carefully set out the general framework and algebraic
properties of this construction. When k is perfect and O is a complete totally ramified extension of the
ring of Witt vectors W (k), we provide a parallel study of the Breuil-Kisin modules of finite flat models of
lpn K, in such a way that the construction of Kummer groups and Breuil-Kisin modules can be compared.
We compute these objects for n < 3. This leads us to conjecture that all finite flat models of pyn i are
Kummer group schemes.
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1 Introduction

1.1. Context. Let k be a perfect field of characteristic p, W (k) its ring of Witt vectors, K
the fraction field of W (k), K/Kj a finite totally ramified field extension, and O its ring of in-
tegers. The aim of the present paper is the determination of the models over Og of the group
scheme p,n i of roots of unity, or what is the same by Cartier duality, of the cyclic group scheme
(Z/p"Z) k. Apart from the intrinsic interest of the problem, a first motivation for doing this lies
in the study of the representations of the absolute Galois group of K. Indeed, finite flat group
schemes and p-divisible groups are extremely important examples of crystalline representations.
Work of Fontaine, Breuil and Kisin has culminated into a fairly nice description of these groups us-
ing modules with semilinear Frobenius. This description remains however very abstract and many
arithmetico-geometric properties of the group schemes do not have an easy translation in terms of
modules. Thus, one is in search of concrete examples witnessing the constructions and conjectures
of the general theory, like the filtrations defined by Abbes-Saito [AS] and Fargues [Fa]. We wish to
provide such explicit examples and test these general constructions.

Another important motivation is to understand the reduction of Galois covers of K-varieties. In
the case of covers of curves, it is visible already for isogenies of elliptic curves (Katz-Mazur [KM])
but also in higher genus (Abramovich-Romagny [AR]) that it is necessary to let degenerate, along
with the varieties, also the Galois group of the covers. The existence of such group degenerations
is studied more precisely in [Ro| and [Tol]. In the particular case of cyclic covers, this leads to the
question of understanding the models of Z/p"Z. Here it is worth emphasizing that whereas in the
context of Galois representations one is by choice sticking to the original field K, in the context of
reduction of covers it is natural to allow finite extensions K’/K. This enhances the importance of
cyclic K-group schemes, since any finite flat commutative group scheme becomes isomorphic to a
product of such after a finite field extension.

A third motivation comes from the problem of finding an explicit description of the Hopf
algebras of group schemes over a discrete valuation ring with prescribed generic fiber G, in other
words the Hopf orders of the algebra K[G]. The most studied and best-known case is that of
G = ppn k. Going beyond the Tate-Oort classification [T'OJ, work in this trend is due mainly to
Larson [Lar|, Greither [Gr], Byott [By], Underwood [Un] and Childs [Ch]. As a result, one has
a complete classification of Hopf orders for n = 1,2 and a wealth of examples for n = 3. One
difference between our approach and some of these constructions is that we shall find descriptions
which offer information about the cohomology of the associated group schemes. Another important
feature of our constructions is that they require no assumption on the discretely valued field K,
whereas the results obtained by the above authors are valid for K complete, with perfect residue
field, containing a primitive p™-th root of unity.



1.2. Our approach. In this text, building on work of Sekiguchi and Suwa, we present a family of
finite flat models of p,» x which we call Kummer group schemes. For this, we consider models of
(G, k)™ constructed by successive extensions of affine, smooth, one-dimensional models of G,
with connected fibres, called filtered group schemes. Kummer group schemes are defined as the
kernels G of some well-chosen isogenies € — F between filtered group schemes, and their name
comes from the fact that the exact sequence 0 - G — & — F — 0 is an integral model of the
usual Kummer isogeny. This sequence is especially well-suited for the description of torsors under
the group schemes at hand, which as we said before is one of our motivations. We also point out
that the isogenies are given by explicit equations, and hence so are the kernels. We formulate the
following conjecture:

Conjecture. Any model of ppyn ik over Ok is a Kummer group scheme.

Our aim is to give strong evidence for this statement. We remark that this conjecture is true,
without assuming the discrete valuation ring complete with perfect residue field, in the case n < 2
(for n = 1 see e.g. [WW], discussion after Theorem 2.5, and for n = 2 see [To2]). In order to explain
why we think it is true in general and what we actually do, let us first consider the category of
finite flat models of p,n k. Using scheme-theoretic closures, it is not hard to see that any morphism
G — G’ between finite flat O g-group schemes factors as the composition G - G/N — H — G’ of
the quotient by a finite flat subgroup scheme, a morphism which is an isomorphism on the generic
fibre (a so-called model map) and the closed immersion of a finite flat subgroup scheme. Models of
lpn i are special because they have a unique (finite, flat) subgroup and quotient of a given order.
Thus the category of models of p,» x may be completely described by the subcategory of groups
with model maps as morphisms, which is just a partially ordered set (6, =), and the two families
of functors Q;, S; : €, — €; given by the finite flat quotient of degree p"+17% and the finite flat
subgroup of degree p"*1=¢ forie {1,...,n + 1}.

Now let us describe what we do. As we said, we take up and extend a construction of Sekiguchi
and Suwa, and use it to produce models of p,», the Kummer group schemes. These group schemes
are parametrized by matrices with coefficients in the ring of Witt vectors W (Og). The choice of
a uniformizer 7 for O allows to single out a certain set ., of upper triangular matrices with an
interesting structure: it is embedded in a bigger set of matrices endowed with a non-associative
product, giving rise to a natural order >. This set has also operators U’ and £? that take a matrix
to its "upper left” and ”lower right” square submatrices.

Then, we study Breuil-Kisin modules of models of p,» x. They can be identified with u-integral
lattices of the ring of Laurent series W, (k)((u)), where k is the residue field of K. The set .%, of
lattices is ordered by inclusion and is endowed with functors K;, I; : %, — %, given by the kernel
and image of the endomorphisms p"*t!1=% and p'~! of a given lattice. The lattices have unique
distinguished systems of generators whose p-adic coefficients can be put together into an upper
triangular matrix. In this way, we obtain a set ¢, of matrices with coefficients in k((u)), with a
non-associative product very similar to that of .#,, and giving rise to a natural order >. This set
also has functors U’ and £°.

Although not quite ”isomorphic”, the partially ordered sets (6;,, =), (#,,,>) and (%, >) with
their pairs of functors have strong analogies. There are natural functors .#,, — ¢, — %, given by
mapping a matrix to the Kummer group scheme it defines, and then to the Breuil-Kisin module
of that group. The second functor is an equivalence, constructed in [Kil]. The basic idea to prove
the conjecture above is to compute the Breuil-Kisin modules of Kummer groups and check that all
modules can be obtained in this way. Unfortunately, there is no direct way to compute Breuil-Kisin
modules. However, computations for n = 2 (done by Caruso in [To2] Appendix A) and n = 3 (done



in the present article) show a surprising phenomenon: it seems that if we replace 7 by w in the
matrix of a Kummer group, we obtain the matrix of its Breuil-Kisin lattice. In fact, we set up a
precise, nontrivial dictionary that indicates how to translate the congruences in a discrete valuation
ring of characteristic 0 on one side, into congruences in a discrete valuation ring of characteristic p
on the other side. The reader may be inspired by a look at the tables in [8:2.6] (comparison for n = 2)
and (comparison for n = 3 under a simplifying assumption). She/he will see for her /himself
how striking the correspondence is. However, we wish to say that writing the dictionary already
for n = 3 in the general case seems challenging.

Finally we observe that in particular we prove that Breuil-Kisin modules of models of ji,» are
classified by @ parameters, as conjectured, in [GrCh| and [ChUn], more generally for all models
of a fixed group scheme of order p™. Moreover the Kummer group schemes we constructed form a
family with exactly this number of parameters.

1.3. Summary of contents. Here is a short overview of the contents of the article; each section
starts with a more detailed introduction. The article is divided in two parts written to be readable
independently (to a reasonable extent). The first part (§§2H0) is devoted to Breuil-Kisin Theory
over a complete discrete valuation ring with perfect residue field. We apply that theory in order to
parametrize the models of p,» in terms of Breuil-Kisin modules (§2)). Then we explain the algebraic
structure (called a loop) of a certain set of matrices (§3]) allowing us to rewrite Breuil-Kisin modules
in matricial terms (§4]). The main result of this first part is Theorem which is a computable
interpretation of Breuil-Kisin Theory (§4£2]). The second part (§§618)) is devoted to Sekiguchi-Suwa
Theory over a general discrete valuation ring of unequal characteristics. We recall the construction
of filtered group schemes and formalize it in matricial terms (§6). Then we describe the conditions
for certain model maps of filtered group schemes to be isogenies, whose kernels are by definition the
Kummer group schemes (§7). Finally we proceed with the explicit computation of models of )3
(§8) with a comparison of the congruences coming from Breuil-Kisin Theory and Sekiguchi-Suwa

Theory (8.2.6] an [8.3.5]).
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fruitful stays at the MPIM in Bonn, at the IHES in Bures-sur-Yvette, and spent some time in Paris
to work on this project invited by the University Paris 6, the University of Versailles Saint-Quentin
and the THP, during the Galois Trimester. The three authors also spent a very nice week in the
CIRM in Luminy. We thank all these institutions for their support and hospitality.

2 Breuil-Kisin modules and p-lattices

In this section, we recall the description due to Breuil and Kisin of the category of finite flat group
schemes (understood commutative, of p-power order) in terms of modules with Frobenius. Then,
we specialize to the subcategory of models of the group scheme fi,» of roots of unity.

We fix the following notations. Let k be a perfect field of characteristic p, W = W (k) the
ring of Witt vectors with coefficients in k, and & = W[[u]]. We write W,, = W, (k) the ring
of Witt vectors of length n and &,, = W,[[u]]. The rings & and &,, are endowed with a ring
endomorphism ¢ which is continuous for the w-adic topology, defined as the usual Frobenius on



W, (k) and by ¢(u) = uP. Let Ky be the fraction field of W (k), let K /Ky be a totally ramified
extension of degree e and O its ring of integers. We fix a uniformizer 7 of K and denote by E(u)
its minimal polynomial over Ky and v the p-adic valuation with v(7w) = 1. We always use the
phrase finite flat group scheme as a shortcut for commutative finite flat group scheme of p-power
order. We denote by (Gr/O) the corresponding category.

2.1 Breuil-Kisin modules of finite flat group schemes

2.1.1 The Breuil-Kisin Theorem. In recent papers, Breuil and Kisin have proven a classifi-
cation theorem for finite flat Og-group schemes, in terms of the category (Mod /&) described as
follows:

e the objects of (Mod /&) are the finitely generated &-modules 9t of projective dimension 1,
killed by some power of p, and endowed with a ¢-semilinear map ¢gy : 9T — 91 such that
E(u)9 is contained in the &-module generated by ¢y ().

e the morphisms in (Mod /&) are the G-linear maps compatible with ¢.

For any 9t € (Mod /&), the map ¢y is called the Frobenius and most often written simply ¢. Note
that to ¢ is associated a linear map ¢*9 — 9M, where ¢*M := M ®g 4 6. The classification of
Breuil and Kisin is the following:

2.1.2 Theorem. There is a contravariant exact equivalence of categories (Gr/Og) — (Mod /S).

One may compose with Cartier duality to get a covariant equivalence, and in this paper this is
what we will do.

The category (Mod /&) was introduced in [Brl]. To be more precise, Breuil required moreover
that the underlying G-module of an object (Mod /&) should be a finite direct sum of modules
S/p™i&. He conjectured the existence of an equivalence between (Mod /&) and the category of
finite flat group schemes whose p™-kernels are finite flat for all m, and he proved the conjecture for
group schemes killed by p, when p > 2. After that, Kisin realized that arbitrary finite flat group
schemes could be taken into account by requiring the underlying modules merely to have projective
dimension 1, and he proceeded to prove the conjecture in general (see [Kil], Thm 0.5) for p > 2.
Later Lau [Lau] and Liu [Li] independently proved that the statement also holds for p = 2, which
in fact was the original motivation of the note of Breuil [Brl].

For the convenience of the reader, here is a very rough sketch of how the equivalence of the
theorem works. Let S denote the p-adic completion of the divided power envelope of Wu] with
respect to the ideal generated by E(u). There is a natural inclusion & — S but one has to
notice that the ring S is much more complicated than &. Breuil introduces a category (Mod /S)
whose objects are S-modules with a 1-step filtration and a semi-linear Frobenius. On the syntomic
site of the formal scheme Spf(Of), all finite flat group schemes define abelian sheaves. Breuil
constructs another abelian sheaf Ogglfr This sheaf plays the role of a sort of dualizing object:
Breuil shows that there is a contravariant equivalence (Gr/Ox) — (Mod /S) that takes a group
scheme G to the module Hom(G, O%lfr), with a quasi-inverse that takes a module M to the group
scheme that represents the syntomic sheaf X — Hom (M, 0% (X)). Now there is a covariant functor
(Mod /&) — (Mod /S) given by tensoring with the map ¢ : & — S. Kisin proves that for any M €
(Mod /S) there is a unique sub-&-module 9t < M such that E(u)9t < {¢(IM)) < M. Moreover we
can recover M from this submodule in the sense that M ~ M®g 4.5 so that (Mod /&) — (Mod /S5)
is an equivalence.



2.1.3 Group schemes killed by p™. The modules killed by p™ correspond to the group schemes
killed by p™. We will use a somewhat different description of the full subcategory of (Mod /&) of
modules killed by p™, based on the following lemma.

2.1.4 Lemma. Let M be an S-module endowed with a ¢-semilinear map ¢ : M — M such that
coker(¢p*M — M) is killed by E(u). Assume that M is killed by p™. Then M is an S-module of
projective dimension 1 if and only if 9 is a finite &,,-module without u-torsion.

Proof: It follows from [Kil], Lemma 2.3.2 that 9t has projective dimension 1 if and only if it is an
iterated extension of finite free &/pS-modules. By induction, it is immediate that this is equivalent
to the fact that 9t is a finite &,,-module without u-torsion. ]

Therefore, the full subcategory of (Mod /&) of modules killed by p™ is the category (Mod /&),
defined as follows:

e the objects of (Mod /&),, are the finite &,-modules M with no u-torsion endowed with a
¢-semilinear map ¢ : M — M such that coker(¢*M — M) is killed by E(u).

e the morphisms in (Mod /&),, are the &,,-linear maps compatible with ¢.

We now record some basic facts concerning (Mod /S),,.
2.1.5 Lemma. For any object M of (Mod /S),, the map ¢*IM — M is injective.

Proof: This is [Ki2], Lemma 1.1.9. O

2.1.6 Lemma. The category (Mod /&), has kernels, cokernels, images and coimages. Kernels
and images are given as the kernels and images in the category of &-modules.

Proof: Let us prove first that (Mod /&),, has kernels and images. For a morphism f : 9t — 91, let
R and J be the kernel and the image in the category of &,-modules. It is easy to see that & and
J are finite &,,-modules, stable under ¢, with no u-torsion. Also note that the map [’ := ¢*f :
P*IM — ¢*N has kernel ¢* R (since ¢ is flat) and image ¢*J. The main point is to see that E(u)
kills the cokernels of the maps ¢*& — R and ¢*J — J. We start with the kernel. For any =z € R
we have x € M and since the cokernel of ¢*9M — M is killed by E(u) there exists y € M’ such
that E(u)x = ¢(y). Then f’(y) maps to 0 in 91 and hence is 0 in ¢*9. It follows that y € ¢*R,
as desired. We come to the image. Let x € J so that x = f(y) for some y € M. Then there exists
z € ¢*MN such that E(u)y = ¢(z). Therefore E(u)x = ¢(f'(2)) with f/(z) € $*7J, as desired.

By Theorem 2.1.2] there is on (Mod /&),, a contravariant exact involutive equivalence given by
Cartier duality. It follows that (Mod /&), has cokernels and coimages. O

2.1.7 Remark. In general, for a morphism f : 9 — 9 the objects coker(ker(f)) and ker(coker(f))
are not isomorphic. In the category (Mod /&), this is not so easy to see, because we have not
worked out the description of cokernels. Things are a little easier in the category of finite flat group
schemes. There, the kernel of a map v : G — H is the scheme-theoretic closure of the kernel of
the generic fibre ug : Gxg — Hg inside GG, and the cokernel is the Cartier dual of the kernel of the
dual of u. For example, if R contains a primitive p-th root of unity and u : (Z/pZ)r — pp.r is an
isomorphism on the generic fibre, then ker(u) = coker(u) = 0 even though u is not an isomorphism.



2.2 Lattices of W, ((u))

We shall see in [2.3] that the Breuil-Kisin modules of models of p,~» can be identified with lattices
in the W, [[u]]-module W,,((w)). For this reason, it is useful to collect some basic facts on these
lattices; knowing their generating systems will be particularly important in Section . Since the
lattices we are interested in are Breuil-Kisin modules, for simplicity we keep the letters 9, 0 (etc.)
to denote them.

2.2.1 Definition. A lattice 9 is a finitely generated sub-W,,[[u]]-module of W, ((u)) such that
M[1/u] = W, ((u)). We denote by .7, the partially ordered set of lattices with inclusions between
them. If a lattice 9 is contained in W, [[u]], we say that it is positive and we write Dt > 0.

Note that it is simpler here not to follow british mathematical usage, so we say positive instead
of non-negative.

For any two lattices 90,91, there exists o € N such that u*)t < 9. We define the volume (or
index) of M with respect to M as

vol(M, N) = ()

where lg denotes the length as a W, [[u]]-module. Using the fact that 1g(91/u®I) = na, one sees
that the definition is indeed independent of «. Although our base ring is not a Dedekind ring, this
is the analogue of the symbol x (9, MN) of [Fal, déf. 5 and [Se|, chap. III, no. 1. The wvolume (or
indez) of M is defined by vol(9M) = vol(IM, W, [[u]]), and we have vol(9T,N) = vol(M)/ vol(N).

2.2.2 Kernels and images of p. For any lattice 9 and any integer ¢ with 1 < ¢ < n + 1, we
define M[i] = ker(p"™1=%: M — M) and M(i) = im(p'~! : M — M). We have M(i) = M[i] and
these submodules fit into compatible decreasing filtrations:

M= M1 2 ... 2 Mn] 2 Mnrn+1]=0
M= ML) 2 ... 2 Mn) 2 Mn+1)=0.

For any two submodules 91,0 of W,,((u)), consider the ideal
(M : ) = {z e W,[[u]], 2N < N}.
Let 1 <4< j <n+1 beintegers. One can see easily, by inverting u, that
(5] = M[2]) = (M(7) = M(7)) = P~ Wal[u]].
Besides, since 9t has no u-torsion then M[i] n M[j][1/u] = M[;j] and the map
Mi]/M[j] — M[][1/u]/M[F][1/u]

is injective. Since M[i][1/u] = p" W, ((w)) and p" W, ((w))/p’ Wi ((u)) = W;_;((u)), this
proves that 9[i]/9M[j] is canonically a lattice of W;_;((u)). Exactly the same arguments show
that 91(¢)/9M(j) is canonically a lattice of W;_;((uv)). In particular, for j = n + 1 this says that
M[i] and M(:) are lattices of Wiy1-((u)).

2.2.3 Generating sets. For each = € k, let [x] € W (k) be its Teichmiiller representative (see 31l
for a reminder on this notion). The map = — [z] is the unique multiplicative section of the
projection onto the residue field. If eq,...,e, is a set of generators for M, then we will call T'-
combination a linear combination tieq + - -+t e, where t1,...,t, are Teichmiiller representatives.
In the following result, and in other places of the paper, we use the same letter for the valuation
of a discrete valuation ring and for the induced function on its artinian quotients.



2.2.4 Lemma. Let M be a lattice of Wy, ((u)) and let e, ..., e, be a system of generators. Let v,
denote the p-adic valuation on W,,. Then the following conditions are equivalent:

(1) For1<i<n, we have vy(e;) =i — 1 and pe; € {€j11,...,€n).
(2) For1<i<n, we have M[i] = {e;,...,en).

(3) For 1 <i<n, we have v,(e;) =i — 1 and each element x € M can be written in a unique way
as a T-combination x = [z1]e1 + -+ + [zn]en with z; € k[[u]].

Proof: (1) = (2). Set M; = {e;,...,en). It is obvious that 9; < MJi], so we only prove the
opposite inclusion. Since vy(e;) =i — 1, we have M;[1/u] = p" W, ((u)). Let x € M[i] and write

/ /
Tr=x€1+ -+ T €n

for some coefficients z; € Wy,[[u]]. The fact that pe; € M;4; implies that this linear combination
may be transformed into a T-combination z = [x1]e; + - -+ [zp]en. If  # 0 there exists v minimal
such that =, # 0. Then the assumption that = € 9M[i] gives [z,]e, € M[i] + Ny41. After tensoring
with W,,((u)) we obtain

P Wal(w) € p T Wa((w) + P Wa((w) = p™ W ((u)

hence v > i, so that = € ;.

(2) = (3). From M[i][1/u] = p'~'W,((u)) we deduce by decreasing induction on i that v,(e;) =
i—1. Now fix z € M. Since pM[i] = M[i + 1], we have pe; € {e;11,...,e,» for all i. Using this, we
may as above write x as a T-combination x = [z1]e; + - -+ + [z ]e, with x; € k[[u]]. Moreover, if
[z1]er + -+ + [zn]en = [2]]er + - - - + [2], ]en, are two expressions for z, then ([x1] — [#]])e1 € M[2].
From the fact that (9[2] : M[1]) = pW,[[u]] it follows that [z1] — [2}] € pWi+1[[u]] and hence
z1 — ) = 0. By induction we get similarly z; = 2} for all i.

(3) = (1). Since vp(e;) =i — 1, the p-valuation of a nonzero element [z1]e; + - - + [z, ]e, is equal
to v — 1 where v is the least integer such that z, # 0. For z = pe; we find v = 7 + 1, so that
pe; € {Cit1y- ., En). O

2.2.5 Definition. A set of generators ey, ..., e, of a lattice 91 satisfying the equivalent conditions
of Lemma 2.2.4] is called a Teichmaiiller basis, or a T-basis for short.

2.2.6 Remark. Let eq,...,e, be a T-basis of 9 and for each ¢, let I; be the u-adic valuation of
the class of e; in 9M[i]/M[i + 1] which is a lattice of k((u)). Then, we have I} > lo > ... > .
Indeed, by the definition of I;, we have e; = a;p'~! mod p* with val,(c;) = I;. Therefore pe; = a;p’
mod p'*! and e;;1 = a1 1p' mod pitl. Since pe; € {eji1,...,en), it follows at once that I; > l;,1.

2.2.7 Proposition. Let M be a lattice of W, ((u)). Then there exists a unique T-basis e1, ..., e,
of the form:

i—1 -1

€ = Ulip + [ai,i-i-l]pi + [@i,i42] P+ [ain] P"

where a;j € k[u,u™1] is such that deg,(a;;) <l; for all i,j. Moreover, we have ly = ly > ... > l,.
Finally 9 is positive if and only if I, = 0 and a;j € k[u] for all i, j.



Proof: Existence: we construct the e; by decreasing induction on i, starting from ¢ = n. The
module M[n] is isomorphic via a canonical isomorphism to a lattice of Wi ((u)) = k((w)), hence
generated by u» for a unique l,, € Z. The preimage via this isomorphism of this generator is
en = ul»p? 1. For i < n, assume by induction that e;,i,...,e, have been constructed. The
module IM[i]/M[i + 1] is again canonically a lattice of k((u)), generated by u' for a unique I; € Z.
Since M[i] < p'W,((u)), a lift in 9M[i] of this generator may be written in the form

i—1 n—1

e; = uip"! + [aiis1] P+ [aiiv] PP+ + [aim] p

for some Laurent series a;; € k((u)). Now write a; ;41 = af ;1 +ult'al,, | where af ;| € k[u,u™]
is the truncation of a;;4+1 in degrees > l;11. Replacing e; by e; — [ag’, i+1]ei+1, and rewriting the
p-adic expansion of the tail e; —[a;; ] p’, we can fulfill the condition deg, (a; ;1) < l;+1. Applying
the same process to a; ;s for s = 1,...,n — i we can fulfill the conditions deg, (a;;) < {; for all j.
This finishes the construction of e;, and by induction, of eq,...,e,. The elements e; are such that
M[i] = {ei,...,en) by construction.

Uniqueness: the choice of the generator of M[i]/9M[i+ 1] in the previous induction is normalized
by the fact that we are looking for generators e; with leading coefficients up~!. The choice of
the remaining coefficients of e; is imposed by the condition on the degrees. This proves that the
system ey, ..., e, is unique. Finally the inequalities between the [; are given by Remark and
the statement about positivity is obvious. ]

2.2.8 Definition. The T-basis of Lemma 2.2.7] is called the distinguished basis of .

2.2.9 Remark. Let 2 be a lattice with distinguished basis eq,...,e,. Then there exist series
bij € k[[u]] and a set of equalities

Ri: pej = [bi]eis1 + -+ [bin-1]en
for 1 < ¢ < n. It can be proven that in fact

<61,...,€n|R1,...,Rn>

is a presentation by generators and relations of 9 as a W, [[u]]-module. We will not need this.

2.3 Breuil-Kisin modules of models of 1, i

We finally specialize to our main object of interest, namely, the finite flat models of ji,n k.

2.3.1 Models and p-lattices. The natural morphisms between models are the model maps,
which are by definition morphisms of R-group schemes inducing an isomorphism on the generic
fibre. Let us see how the category of models of ji,»  with model maps can be described concretely
in terms of Breuil-Kisin modules.

Let K be an algebraic closure of K. For any two finite flat group schemes G, G’ with associated
Breuil-Kisin modules 9%, M, we have:

Gk ~ G = G(K)~G'(K) = M[1/u] ~ M[1/u]

where G(K) and G’(K) are viewed as representations of the absolute Galois group Gal(K/K). The
first equivalence is clear, let us explain briefly the second. If we introduce the Kummer extension
Ky = Unpso K(?y/7), then a result of Fontaine says that the module 9[1/u] determines the



Gal(K /Ky )-representation associated to G (see [Fo], Remark A.3.4.1). By a result of Breuil ([Br2],
Theorem 3.4.3), this representation in turn determines the crystalline Gal(K /K )-representation
G(K).

Recall that we are using the covariant equivalence (Gr/Og) — (Mod /&) given by and
Cartier duality. Thus the G-module associated to the group scheme pyn g is M = &,, with its usual
Frobenius. From this, we deduce that 91 is the module associated to a model of p,» i if and only
if 9M[1/u] is isomorphic to &,[1/u] = W, (k)((u)) with its Frobenius. Since 9t has no u-torsion, we
may then see it as a submodule of W,,(k)((u)). As far as the morphisms are concerned, the model
maps correspond to inclusions between submodules of W,,(k)((u)). We are lead to the following
notions.

2.3.2 Definitions. A p-lattice is a lattice M < W, ((u)) such that E(u)M < (p(M)) < M,
where ¢ is the Frobenius of W, ((u)). We denote by £ the partially ordered set of u-lattices with
inclusions between them.

The letter '’ reminds us of y,». Note that since a p-lattice 91 is stable under Frobenius, it
is positive, for otherwise there would exist an element = € 9 with negative u-valuation and then
the valuation of ¢™(z) would tend to —oo, in contradiction with the finite generation of 9t. What
has been said before means that the Breuil-Kisin classification gives an equivalence of categories
between % and the category of models of y,» with model maps.

2.3.3 Kernels and images of p. Let G be a model of p,n . For 1 <i <n+ 1, define:
e G[i] the scheme-theoretic closure of ker(p"™'~¢: G — Gk) in G,
e G(i) the scheme-theoretic closure of im(p'~! : G — Gg) in G.

These are finite flat models of ji,n+1-i. By definition, there are exact sequences:

0—— G[n+2—1] G ——=G(i) 0

0 il - G(n+2—i) —=0

On the generic fibre, the vertical map p*~! : G — G vanishes on G[n + 2 — i] and its image is a
subscheme of G[i]. By taking closures, the same is true everywhere. Therefore, this map induces
a morphism of R-group schemes G(i) — G[i] which is a model map.

Let 91 be the u-lattice associated to G. Starting from the exact sequences above and using the
fact that the Breuil-Kisin equivalence is exact, we see that 9[i] is the p-lattice of G[i] and 9(7)
is the p-lattice of G(i). Moreover, the inclusion (i) < M[i] and the model map G(i) — G[i]
correspond to each other.

3 The loop of y~-matrices

In 2.2] we have seen that lattices have ”nice” systems of generators. The p-adic coefficients of such
systems of generators may be put together into ”nice” matrices, called py-matrices. We will come
back to this in more detail in Section @l In the present section, we focus on the abstract algebra
of the set of p-matrices. This set has a natural operation (A, B) — A % B whose meaning is that if
i : 9 — Y is an inclusion of lattices, if A is a matrix associated with a generating system of 9t and
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if B is a matrix associated with the inclusion i, then A % B is a matrix associated with a generating
system of 91. The operation * is unfortunately neither associative nor commutative. Still, a good
surprise is that p-matrices all lie naturally in a set where the operation * becomes invertible on the
left and on the right; this set plays the same role as the symmetrization of a commutative monoid.
The structure that we obtain, called a loop, was considered by Manin [Ma] in his study of rational
points on cubic hypersurfaces, essentially because the analogue of the addition of elliptic curves in
higher dimensions fails to be associative.

The key to everything in this section is the use of p-adic expansions, which exist as soon as the
coefficient ring of the Witt vectors is a perfect ring of characteristic p. Thus we fix such a perfect
ring throughout Section Bl For simplicity we denote it by the letter k, but note that it need not be
a field. As before, we set W = W (k) and W,, = W,,(k).

Finally we point out that the role of Witt vectors will be very different in Sections [0l to ], where
we will consider arbitrary Z,-algebras as coefficient rings. We will emphasize this in due time.

3.1 p-adic expansions

3.1.1 p-adic expansions of Witt vectors. Recall that the ring structure of W is given by uni-
versal polynomials with coefficients in Z in countably many variables Xy, X1, Xo,... For example,
there are polynomials S; = S;(Xo,...,X;) and P, = P;(Xy,...,X;), for i > 0, giving the addition
and the multiplication of two vectors a = (ag, a1, as,...) and b = (b, by, be,...) by the rules:

a+b=(S(a,b),Si(a,b),S2(a,b),...),
ab = (Py(a,b), Pi(a,b), Py(a,b),...).

Moreover, since k is perfect all elements have p-adic expansions:

2
a = (a0, a1,02,...) = [ao] + o "]p + [ 19" + ..

where [z] := (2,0,0,...) is the Teichmiiller lift of = € k. Hence the functions S; and P; defined by
Si(a,b) := Si(a,b)/?" and P;(a,b) := P;(a,b)'/?" satisfy

a+b=[So(a,b)] + [S1(a,b)]p + [S2(a,b)]p* + ...,
ab = [Po(a,0)] + [P1(a,b)] p + [P2(a,0)] p* + ...
In fact, we can define functions S; and P; in any number r of variables by the identities
a1+ ap = [Soar, .., a)] + [Si(ar, - a)]p+ [Sa(ar, . ar)] o + ..,
ar...ar = [Po(ar,...,a)] + [Pi(ar, ..., a;)]p + [Pa(ar, ... .ar) | p* + ...

3.1.2 p-adic expansions of series. We wish to extend the formalism of p-adic expansions to the
ring of Laurent series W ((u)). For this, we extend the definition of Teichmiiller lifts to elements
x € k((u)) as follows: if z = ), zju! with z; € k, we set

o] = Y]l

J»—00

7> —00

Then it is easy to see that for a Laurent series a = 3, aju/ in W((u)), by writing down p-adic
expansions of its coefficients one obtains a p-adic expansion

2

a = [ag] + [a1]p + [a2] p* + ...

11



Let a =2 aju/ and b =Y
definition of S; by setting

1/p*
Si(a,b) = Z Si(aj,b; <Z Si(aj,b; u”’)

J»—00 J»—0

i —o0 bjuj be Laurent series with coefficients in W. We extend the

and one verifies immediately that the formula a +b = >, ([Si(a,b)] p* remains valid. Similarly,
one extends the definition of S;(ay,...,a,) for Laurent series a; € W((u)) in an obvious way. We
now come to products. There are functions P; such that for any r Laurent series as = >, as,iui
with coefficients in W we have

ai...ap = []P’o(al,...,ar)] + [Pl(al,...,ar)]p+ [PQ(al,...,ar)]pz + ...

It is a simple exercise to verify that

i
Pi(a1,...,a ZS C QL Oy ) U

where the arguments of S; are all the ﬁnltely many possible products a j, - - - a,j, indexed by 7-
tuples (j1,...,jr) such that j; + -+ j, = j. For example, if a and b are power series (i.e. Laurent
series with nonnegative u-valuation) we have:

b) = Z Si(aobj, e ,ajbo) u’
J

3.1.3 A warning on the use of S; and P;. In the sequel, we will most often use S; and P; for
Teichmiiller elements a; = [2;]. In this case, we will usually write S;(x1,...,z,) and P;(z1,...,2,)
instead of S;([x1],...,[x,]) and P;([z1],...,[z,]). This is not dangerous, but for =,y € k((u)) one
must be careful to distinguish between the sum z + y in k((u)) and the sum [z] + [y] of their
Teichmiiller representatives in W ((u)). For example, the associativity of the sum of Witt vectors
gives for any elements a,b,c € W((u)) the formula Sy (a,b,c) = S1(a + b, ¢), and here the sum a + b
takes place in W ((u)). The reader is invited to compare with formula B.1.4|(1) below. Among the
many formulas relating the S; and the P;, most of them coming from associativity and distributivity
of the sum and product of Witt vectors, we give a few examples:

3.1.4 Lemma. Let a,b,c € k((u)) and let val denote the u-valuation. We have:
(1) Si(a,b,c) =S1(a,b) +Si(a+b,c).

(2) Si(a,b—a) =Si(a,—b).

(3) val(Si(a,b)) = max(val(a),val(b)) for alli>1

(4)

4) [a][b] = [ab] if a or b is a monomial.

Note that the multiplicativity formula [a][b] = [ab] for a,b € k does not hold in full generality
if a,b € k((u)).
Proof: (1) This comes from the associativity of the sum of Witt vectors.
(2) It is enough to prove that Si(a,b—a) = Si(a, —b). This can be proven over Z, where it follows
from the formula Si(z,y) = %(a:p +yP — (z + y)P).
(3) This comes from the fact that if we write @ = Y. aju/ and b = Y bju?, then S;(a;,b;) = 0 as
soon as a; = 0 or b; = 0.
(4) This is clear. [
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3.1.5 p-adic expansions of vectors and matrices. For the computations inside lattices, we
will use the notations of linear algebra. The vectors are all column vectors. If A is a rectangular
matrix with entries a;; in k((u)) (for example A could be a column vector), we will denote by
[A] the matrix whose entries are the Teichmiiller representatives [a;;]. Thus the entries of [A] are
(possibly truncated) Witt vectors. We may as above consider p-adic expansions of matrices with
entries in W ((u)), but we will have no need for this. For us, the most important vector will be

which for convenience may denote a vector with finitely, or infinitely many, coefficients. Thus if

x € Wy((u))™ is a vector with components 1, ..., x, we have:
bep* = 1 +xop + -+ ap™ L

If the x; are Teichmiiller representatives, then this linear combination is called a T'-combination.

Of course, any linear combination can be transformed into a 7T-combination:

3.1.6 Lemma. For any rectangular matriz A with entries in W, ((u)) with n columns, there is a
unique matriz p(A) of the same size with entries in k((u)) such that

Ap* = [p(A)]p* .

If the entries of A are power series in u, or Laurent polynomials, or polynomials, then so are the
entries of p(A). If A is upper triangular (resp. with Teichmailler diagonal entries), then so is p(A).

Proof: The equality Ap* = [p(A)]p* is equivalent to finitely many equalities, one for each line of
A. Thus it is enough to consider the case where A has only one line A = (ay...a,). Write the
p-adic expansion

1 /

= [a1] + [ag] p + -+ + [az] p

n—1

ai +asp+ -+ app™”

Obviously the desired matrix is p(A) = (a} ...a],). The remaining assertions are clear. OJ

There is an algorithmic point of view on the computation of p(A) that will be useful. In order
to explain this, for a coefficient in position (i,j) in an upper triangular square matrix, let us call
the difference j — i the distance to the diagonal.

3.1.7 Lemma. Let & be the set of upper triangular square matrices of size n with entries in
W ((w)) with Teichmiiller diagonal entries. Define a function F : & — & as follows. Given a
matriz A, for i =1 ton apply the following rule to the i-th line:

o Find the first non-Teichmiiller coefficient a;, .

V=Ta, Jp* '+ -+ [a, ]p™ ! mod p".

o Write the truncated p-adic expansion a;,p”~ - in

/
w

e Replace ajy by [a},] and for j > i replace a;; by aij + [aj;].

After the step i = n has been completed, call the result F(A). Then, for all k = 0 we have:
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e the coefficients with distance to the diagonal < k of the matriz F¥(A) are Teichmiiller, where
FF is the k-th iterarate of F.

o FF(A)p* = Ap*.
In particular F"1(A) = p(A).

Proof: This is obvious. O

3.2 The loop of y-matrices

3.2.1 Quasigroups and loops. We start with some definitions from quasigroup theory, referring
to the book of Smith [Sm| for more details. A magma is a set X endowed with a binary operation
XxX — X, (x,y) — xy usually called multiplication. A submagma is a subset Y < X that is closed
under multiplication. A quasigroup is a magma where left and right division are always possible, in
the sense that left multiplications L, and right multiplications R, are bijections. Given z,y € X,
the unique element a such that az = y is denoted y/x (read “y over z”) and the unique element b
such that zb = y is denoted z\y (read “z into y”). A loop (boucle in French, and... loop in Italian)
is a quasigroup with an identity element, i.e. an element e € X such that ex = ze = x for all z € X.
Thus a loop is a group if and only if the operation is associative. A magma homomorphism is a
map f: X — X’ such that f(x122) = f(z1)f(z2) for all 1,29 € X. Quasigroup homomorphisms
and loop homomorphisms are just magma homomorphisms.

3.2.2 The loop %, ((u)). In Section[ to lattices of W, ((u)) we will attach matrices. The matrices
coming in this way appear naturally as objects in a certain loop which we call the loop of p-matrices
and denote by 9,((u)). As a set, it is composed of the upper triangular matrices of the form

I

u aip a3 N QA1in
ul2 ass a2n
M(l,a) = .
uln-1 Gp—1,n
0 uln
with I = (I1,...,l,) € Z" and @ = (a;j)1<i<j<n Where a;; € k((u)). There is a natural subset

<. [u,u™'] composed of matrices with coefficients in k[u,u~']. In order to keep the notation light,
we do not specify the coefficient ring k in the symbols ¥, ((u)) and ¥, [u,u"']. Note also that as a
general rule, we write a;; instead of a; j, unless this can disturb comprehension, for example when
we write anp p.

If A, B are square matrices with entries in k((u)), we set A= B = p([A][B]) where p is the map
from Lemma This matrix is characterized by the equality:

[Al[B]p" = [A+ B]p* .

By Lemma B.I.6, if A, B are in 4,((u)) resp. in %,[u,u"!], then A * B also. It is clear that the
identity matrix is a neutral element for this multiplication. Thus the triple (94,((u)),*,1d) is a
magma with identity, and (4, [u,u"!], *,1d) is a submagma. At this point, the reader may wish to
have a look at the shape of the multiplication * in the examples of B.3] below.

We will now prove that (4, ((u)), *,1d) is a loop.
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3.2.3 Proposition. Let A = M(l, a) and B = M(m,b) be elements of 4,((u)).
(1) Any coefficient in position (i,7) of A= B with distance to the diagonal j —i > 1 has the form:

, . terms depending on coefficients ay ;i and by
umfaij + ullbij + . P 4 . J% . .,” y A .
whose distance to the diagonal is j' — i < j — 1.

(2) The maps La: B— A% B and Rp : A— A= B are bijections.

Thus, the triple (9,((u)), *,1d) is a loop.
Proof: (1) The entry of [A][B] in position (4, j) is

j—1
uli[bij] + ( > [aik][bkj]> + [agJu™ .

k=i+1

The coefficients [a;;] and [bg;] in the middle sum have distance to the diagonal strictly less than
j —i. When applying the algorithm of Lemma [B.I.7 to compute A = B, at each step the entry (i, j)
is replaced by itself plus some terms involving coefficients ag and by of distance to the diagonal
t — s < j — 4. This proves the claim.

(2) The argument is the same for L4 and Rp so we do only the case of L4. Assume that AxB = C
with A = M(l,a), B = M(m,b), C = M(n,c). We fix A and C and try to solve for B. We
determine its entries by increasing induction on the distance to the diagonal, called k. For k = 0 it is
clear that we have m; = n;—[;. By induction, using point (1), it follows directly that the coefficients
b;; of distance to the diagonal k are determined by the entries of A, C' and the coefficients by of
lower distance to the diagonal. O

3.2.4 Some subloops. The homomorphisms U and £. There are some important examples
of subloops and loop homomorphisms. Of course ¢, [u,u '] is a subloop of %,((u)). Another
example is the subloop of matrices with diagonal entries equal to 1. This is in fact the kernel of
the morphism of loops ¢ : 4,((u)) — Z" to the additive group Z" that maps A to the tuple of its
diagonal exponents.

For any square matrix A of size n with entries in some ring, we denote by UA the upper left
square submatrix of size n — 1, i.e. the matrix obtained by deleting the last row and the last
column of A. Similarly we denote by LA the lower right square submatrix of size n — 1, obtained
by deleting the first row and the first column of A.

3.2.5 Lemma. The mappings U : 4,((u)) — %—1((u)) and £ : 9,((uv)) = 9,-1((u)) are com-
muting loop homomorphisms.

Proof: Let m; be the truncation map that takes a vector v with n components to the vector
whose components are the first n — 1 components of v. Thus mp* is the vector analogous to p* in
dimension one less. Then simple matrix formulas yield:

[W(A * B)] myp* = (U[A = B]) rup* = mu([A = B]p*) = u([A][B] p*)
U[A] - U[B] mp* = [UAJ[UB] mp* = [UA  UB] mp” .

It follows that U(A * B) = UA = UB, that is, U is a loop homomorphism.
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Let 7, be the truncation taking a vector v with n components to the vector whose components
are the last n— 1 components of v. Thus 7, p* is the column vector with components p,p?,...,p" L.
It is still true that if two square matrices A, B of size n — 1 with coefficients in k((u)) satisfy
[A] 7op* = [B] 7p* then A = B. Then a similar computation as before shows that [L(A*B)| 7op* =
[LA = LB]7;p*, so L is a loop homomorphism.

Finally, the fact that U and £ commute is clear. O

3.2.6 Positive matrices. We say that a matrix A € 4,((u)) is positive, and we write A > 0, if its
entries are in k[[u]]. (Here, as in [Z2.1] we say positive instead of non-negative for simplicity.) We
denote by 9, [[u]] the subset of positive elements of ¢, ((u)). It is a submagma, but not a subloop.
Similarly %, [u,u 1] has a submagma %, [u] = %, [u,u"'] N G, [[u]].

3.3 Examples
Here is what the operation * looks like for n = 4. The product P = A = B is given by

ult™™ by + um2as D13 P14
p_ 0 ylatmz ul2bys + U™ ag3 D24
0 0 ylstms ulBbay + u™azy
0 0 0 ylatma

with

P13 = ulbiz + a12baz + u™ars + S1(ulbio, uass)
Ppos = uboy + asgbzs + u™ azg + S1(ubos, uass)
pra = ubis + a1abag + arzbss + arau™ + So(ubia, u™ara)+
+ S1(ulbiz, a19baz, u™arz, S1(u' bio, u™ar2)) + Pi(ara, bos) -

Applying the homomorphism U (Lemma [B.2.5]), these formulas contain also the formulas of multi-
plication for n < 4.

3.3.1 Failure of associativity. For n = 2, the loop % is a group: in fact the multiplication * is
the ordinary multiplication of matrices. For n > 3, the multiplication * is not associative. Let us
check this. We have

’LLl1 +ma ’LLl1 bio + u™aq9 (A * B)13
A% B = 0 yletmz ul2bog + U3 ags
0 0 ulstms

with
(A * B)13 = ’LLl1 b13 + a12b23 + um3a13 + Sl (’LLZ1 b12, u'™m? a12) .

We now examine the coefficients in position (1, 3):
(A% B) % C)13 = u' ™™eyg + (ubig + 0™ ag2)cos

+ ™ (ull b3 + a12ba3 + um3a13 + S (ull blg, umzalg))

+ 8 (ull+m1612, u"? (ut by + um2a12))
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and

(A * (B * C))lg =’LLl1 (uml c13 + b12623 + u"3b13 + Sl (um1 c12, unzblg))

+ a2 (ucog + u"bog) + u" a3 + Sy (ull (W™ cig + u™bia), w2 ag,) .
Using the formula Sy (z,y, z) = S1(x,y) +S1(z+y, z) from Lemma [3.1.4] we compute the difference:
((A*B)xChiz— (A= (B*C))s

= (ul1+n3b12, um2+"3a12) +$ (ull+m1 c12, u™? (ullbm + umzalg))
— Sy (W™ e, T2b15) — Sy (ut (W™ era + u™br2), u™2 T ™ ay)

= (’LLnS - u"2)Sl (ullblg, um2a12) .

This is not zero so * is not associative.

However, we see that this is zero on the subloop ker ¢ : 43((u)) — Z3, which then is a group. Let
us verify that for n > 4, the multiplication * is not associative even if we restrict it to the subloop
ker ¢ : 94((u)) — Z*. We shall check this only for n = 4. We make the following observation: the
multiplication of ¥, ((u)) differs from that of the underlying group of matrices by terms coming
from the operations of Witt vectors, i.e. involving the sum and product functions S; and P;. Since
the ordinary multiplication of matrices is associative, the terms of the entries in (A * B) = C' and
A (B = () that do not involve S; or P; are equal. Consequently when we question associativity it
is enough to look at the terms that contain S; or PP;. Once this is said, let us compare the entries
in position (1,4) of (A% B) «C and A= (B * (). Looking at the above formulas, we see that among
the terms involving S; or P; the coefficient ¢34 is present in ((A * B) * C')14 whereas it is absent
from (A # (B * C))14. Then one can easily specialize the parameters to obtain an example where
((A*B)*C) # ((AxB)*C). We can also see that * is not diassociative (i.e. the subloops generated
by two elements are not associative), and hence not a Moufang loop like the loops considered by
Manin in his book on cubic forms [Ma].

3.3.2 Formulas for left and right division. Finally, we let C = A *+ B and give the formulas
for A = C/B and B = A\C for n = 3. We use the notations A = M(l,a), B = M(m,b),
C=M(n,c).

The matrix A = C'/B is determined by l; = n; —m; for i = 1,2,3 and:

cr2 — u" ™Mby

a2 =

u™m2
Co3 — U272 hag3
ags =
um3
_ _uni—mip _ _
c13 — uMTMby3 — R 2R o3 — Sq(u T ™ byg, c12 — u™ T by)
a13 =

us3
The matrix B = A\C is determined by m; = n; —[; for i = 1,2, 3 and:

c12 — u"2ay,

bio =
12 ul
2l
b co3 — U3 Bagg
93 = ————————
u'2
cas—u"3"BBay: 3—1: -1 )
. c13 — a1y Bagg — Si(c12 — u"? T Pai, w2 arz)
13 =

ul

When C' is the identity matrix, we see that left inverse and right inverse coincide.

17



4 Relating lattices and matrices

In this section, we consider matrices adapted to well-chosen systems of generators of lattices. More
precisely, we define subsets

G ((u)) = G(w) < Gy (W) < Fu((u))

whose relation to lattices is the following. The set 47 ((u)) of T-matrices corresponds to the nice
systems of generators of lattices which we called T-bases. The set 4%((u)) of distinguished matrices
corresponds to the distinguished T-bases, that is, to the lattices themselves. Finally the set 4" ((u))
of p-matrices corresponds to the p-lattices. The final result is Theorem which formulates the
classification of models of p,» g in terms of matrices, well-suited for computations.

From now on, the ring of coefficients k is a perfect field and W = W (k), W,, = W, (k).

4.1 Matrices and lattices
Recall that lattices, T-bases and distinguished bases are defined in

4.1.1 Definition. For each A € 4,((u)) we consider the column vector e, = [A] p*, its components
e1,...,en, and the lattice I = M(A) they generate.

(1) We say that A is a T-matriz if eq, ..., e, is a T-basis of 9.
(2) We say that A is distinguished if ey, ..., e, is the distinguished basis of 9.

We denote by 47 ((u)), resp. 4%((u)), the set of T-matrices, resp. distinguished matrices, in
“,((u)). We have similar subsets 4*[[u]] < %, [[u]], 4} [u,u™'] € Gulu,u™], 4*[u] = 4,[u] with
x e {T,d}.

Let ., be the set of lattices of W;,((u)). We have a well-defined map
Go((w) > %, , A—MA).

Denote by A(91) the matrix whose coefficients are the p-adic coefficients of the distinguished basis
of M. Then we have a section

L0 =G u,u ) < G ((u) , DM — A(DM).
4.1.2 Lemma. Let A€ 9,((u)) and MM = M(A). Then:
(1) A is a T-matriz if and only if UA/LA >0, i.e. UA = B * LA for some B € %,[[u]].
(2) A= 0 if and only if M = 0.
Proof: (1) Set e, = [A]p*. Due to the shape of matrices in ¥,((u)), we have v,(e;) = ¢ —1. It

follows from (1) of Lemma [2:2.4] that e, is a T-basis if and only if pe; € {e;11,...,e,) for all i. This
is in turn equivalent to the existence of elements b;; € k[[u]] such that

pe; = [bii] €ix1 4+ -+ + [bin—1] €n

for all i. Let B be the upper triangular matrix with diagonal entries u*~%+1 and other entries
bij € k[[u]]. Tt is simple to see that the set of equalities above is equivalent to UA = B = LA.

(2) We have 9 > 0 if and only if e; € W, [[u]] for all i. Since e; = ulip" ' +[a;;41] p'+- - +[ain] p* 1,
this means that u' and a;; belong to k[[u]] for all i, j. O

The construction of the distinguished basis in Lemma 2.2.7] shows that the volume of a lattice
(defined in 2.3]) can be computed from a T-matrix giving rise to it:
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4.1.3 Lemma. For Ae 94! ((u)) and 9 = M(A), we have vol(IM) = det(A).

Proof: Let a be an integer such that u*9M < W,,[[u]]. Replacing 9t by u“9 and A by u“A, we
may assume that o = 0. To simplify the notation, we write M = W, [[u]]/9N. Write A = M (L, a).
We have the following diagram with exact rows and columns:

Since A € 4, [[u]], we have I[i]/M[i +1] ~ vlik[[u]] and (IN[i]/MM[i+1])T =~ Ek[u]/(u") of length I;.
Then the result follows by induction, using the additivity of the length. O

Let us now look at some natural lattices associated to a lattice 9. We defined the kernel 9t[i]
and the image (7) in The ring W, ((u)) is endowed with a Frobenius endomorphism ¢
whose restriction to W, is the Frobenius of the Witt vectors, and such that ¢(u) = uP. This gives
rise to another interesting lattice, namely the lattice generated by ¢(90). Also, for a polynomial
E(u) € Wy|u] we can consider the lattice E'(u)9. If M = M(A), we wish to express the matrices
associated to these lattices in terms of A. We will shortly give the result, but we first need a bit of
notation.

4.1.4 Notation. We denote by P the matrix operator taking a square matrix M of size r to the
square matrix of size r + 1 whose upper right block of size r is M and whose other entries are zero.
In pictures,

PN — 0 M

0 0

The operator P’ takes a matrix M of size r to the matrix of size r + i whose upper right block is
M and whose other blocks are zero.

4.1.5 Definition. Let A € ¥,((u)) be a matrix and E(u) € W,[u] a polynomial, with p-adic
expansion E(u) = [Eo(u)] + [E1(u)]p+- -+ [En_1(u)] p"~ . With the notation of &.1.4] we define:

(1) E(u)oA = p(Z?;Ol [E; Id «P"U" A]), where p is the map from Lemma
(2) ¢(A) is the matrix obtained by applying Frobenius to all the entries of A.

The two operations ¢(—) and E(u)o— are compatible with U and £ in the following sense.
4.1.6 Lemma. For all matrices A € 9,((u)) and polynomials E(u) € Wy[u], we have:

(1) U(p(A)) = ¢(U(A)) and L($(A)) = ¢(L(A)).
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(2) UW(E(u)oA) = E(u)oU(A), and L(E(u)oA) = E(u)oL(A),
where in E(u)oU(A) and E(u)oL(A) it is the image of E(u) in Wy_1[u] that is involved.

Proof: (1) is obvious and we only prove (2). Let 7 be the truncation map that takes a vector v
with n components to the vector whose components are the first n — 1 components of v, so 7 p*
is the vector analogous to p* in dimension one less, as in the proof of Lemma Since PUA is
the matrix obtained from UPA by replacing the last line by 0, we have: [PUA]| mp* = my[PA] p*
It follows that

n—2 n—1
[B(u)eU(A)] np* = 3 [BIPU Al n” = g (2 B[P0 A] p*) — nu([B()oa]p").
=0 =0

But it is exactly the defining property of M = U(E(u)oA) that [M] mp* = mu([E(u)eA] p*). This
proves that U(E(u)¢A) = E(u)oU(A). The proof for the commutation with £ is similar: PLA is
the matrix obtained from LPA by replacing the first line by 0, etc. ]

4.1.7 Lemma. Let A€ 9,((u)) and M e £,.
(1) If M = M(A) then:

(a) M(i) = MU1A),
(b) 9M[i] = M(L1A),
(c) {p(M)) = M(¢(A)),
(d) E(u) =M(E(u)oA).

(2) If A is a T-matriz then WA, L771A, ¢(A), E(u)oA are also T-matrices.
(3) If A is distinguished then U1 A, L71A, ¢(A) are also distinguished.
It is not true in general that if A is distinguished then E(u)¢A is distinguished. There are
obvious counter-examples for n = 2 as soon as [; = [ + 1.
Proof: (1) Let e, = [A]p*. Let us fix i € {1,...,n} and define:
(a) fj=p"lejfor 1<j<n+1-—4,
(b) gj =ejpimifor 1 <j<n+1-—1i,
(c) hj=¢(ej) for1<j<n
(d) ¢; =E(u)ej for 1 <j<n
The elements f; generate M(i) and we have f, = [U"1A]p*, hence M(i) = M(ULA). The
elements g; generate M[i] and satisfy g. = [LT71A] p*, so that M[i] = M(L"LA). The elements
h; generate ($(9M)) and satisfy h. = [#(A)]p* so (p(M)) = M(¢(A)). Finally the elements ¢;
generate E(u)M and moreover a simple matrix computation shows that p'[A] p* = [P*U'A] p* so
E(u)e. = (Y [E]p)[Alp* = Y [E[PUWA]p* = [p( D] Eild«PUWA)|p* = [E(u)oA] p*
It follows that E(u)Mt = M(E(u)oA).

(2) Using the characterization 1) in Lemma [2.2.4] it is very easy to prove that fi, g«, hs, s are
T-bases.

(3) It is immediate that the matrices U~ A, £i~1A and ¢(A) have Laurent polynomial entries and
satisfy the condition on the degrees required to be distinguished. O
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4.1.8 Lemma. Let A, A" be in 94,((u)) and M = M(A), M = M(A").

(1) Assume that A" € 4T ((u)). Then 9 < M’ if and only if AJA" = 0.

(2) In particular, the T-matrices are the minimal elements among the matrices A € 9, ((u)) such
that M(A) = M, in the sense that for any two matrices A, A" with M(A) = M(A") =M, if A" is a
T-matriz then AJ/A" > 0.

(3) Assume that A, A" € 9T ((u)). Then M =M if and only if A/A’ is positive and unipotent.

Proof: Let e, = [A]p* and ¢, = [A"] p* be the associated generating sets. Then 9t < 9 if and
only if for each i we have e; € M'[¢]. This means that there exist scalars b;; € k[[u]] such that

ei = [bij] € + [biir1] €iy + - + [bin] en

Let B be the upper triangular matrix with coefficients b;;. These equalities amount to e, = [B] €/,

in other words [A] p* = [B][A’]p* = [B* A’] p*. Thus A/A’ = B > 0 and this proves (1). Now (2)
and (3) follow immediately. O

4.1.9 Remark. It follows from this lemma that the relation > on ¥ ((u)) defined by A > B if
and only if A/B > 0 is reflexive and transitive.

4.2 Matricial description of Breuil-Kisin modules

Finally we arrive at the description in terms of matrices of the Breuil-Kisin modules corresponding
to a group scheme which is a model of p,». We recall that K is a finite totally ramified field
extension of Ky, the fraction field of the Witt ring W = W (k) of a perfect field k of characteristic
p > 0, and that E(u) is the Eisenstein polynomial of a fixed uniformizer 7 € Og.

4.2.1 Definition. We say that A = M (I, a) € %,((u)) is a p-matriz if it is distinguished and if

(1) ¢(A)/A =0,
(2) (E(u)oA)/¢(A) = 0.

We denote by 4} ((u)) the set of y-matrices in %,((u)).

With the induced order of 47 ((u)) (cf Remark ELA), the set ¥4 ((u)) is an ordered set. Since
U and £ are loop homomorphisms (B.2.5]), take positive matrices to positive matrices (obvious),
and commute with ¢ and F(u)o— ({I1.0]), one sees that if A € ¥,((u)) is a p-matrix, then UA and
LA are also p-matrices.

4.2.2 Theorem. The maps G — M(G) and M — A(IMN) give bijections between:
o the set of isomorphism classes of R-models of pipn i,

o the set L)' of u-lattices, i.e. finitely generated sub-Wy[[u]]-modules of W, ((u)) satisfying
E(u)M < (¢(M)) < M,

o the set 94 ((u)) of p-matrices, i.e. matrices
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u a12 ai13 N QA1n
u'?  ags azn
A=
uln-1 Gp—1,n
0 uln

where I = (l1,...,1,) € N" and a;; € k[u] for all i,j, such that:

(1) deg,(a;j) <lj whenever1 <i<j<
(2) UA/LA >0,

(3) ¢(4)/A =0,

(4) (E(u)oA)/¢(A) = 0.

These bijections are increasing: if G,G' are models of pyn  with associated lattices M, M’ and
distinguished matrices A, A’, then the following conditions are equivalent:

e there exists a model map G — G,
e Mc M,
o A/JA" >0
Finally, these bijections are ”compatible with quotients and kernels”:
o G(i), M(i) and WA correspond to each other, and
e G[i], M[i] and LA correspond to each other.

Proof: The increasing bijection between models of j,» and p-lattices is the Breuil-Kisin equiv-
alence. The map 9 — A(9N) is the map taking a lattice to its distinguished matrix, so that
A = A(MN) = M(l, a) satisfies the conditions (1) and (2). It remains to prove that the additional
conditions satisfied by a p-lattice translate into the additional conditions (3) and (4) in the the-
orem. Indeed, the condition (3) is a translation of the fact that (¢(9)) < 9 and the condition
(4) is a translation of the fact that E(u)9 < 9. Moreover, since I is positive (see [Z3]), then so
is A and hence [; > 0. This gives the refinement in the statement of the theorem. The fact that
the bijection between p-lattices and p-matrices is increasing is Lemma B8l The fact that the
bijections are compatible with quotients and kernels comes from Lemma 1.7 and the fact that U
and £ preserve pu-matrices. ]

4.2.3 Remark. Let us recapitulate some of the information we have on the parameters.

(1) We have I} = lp = -+ = [, since UA/LA > 0 (A is a T-matrix). In fact, the positivity of
UA/LA corresponds to the existence of the model maps G(i) — G[i] of 2Z3.3] for all i.

(2) We have l; > 0 and val,(a;i+1) = li+1/p, for all 4. Indeed, since ¢(A)/A > 0 there exists a
positive matrix B = M(m, b) such that ¢(A) = B« A. Comparing the diagonal entries, we get
(p— 1)l; = m; = 0 thus [; > 0. Comparing the entries at distance 1 from the diagonal, we get
(@ji1)P = u(pfl)liai,iﬂ + uli“bi,”l. Thus (ai;+1)? =0 mod ubi+r,

(3) We have e/(p — 1) > [; since (E(u)oA)/Pp(A) = 0. Indeed, the upper left entry of E(u)oA is
uth and the upper left entry of ¢(A) is uP1. The result follows.
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Theorem A.2.7] gives already very precise information on the structure of the set of models of
fpr. In a naive way, it is parametrized by n integers 0 < [,, < --- < l; < e/(p — 1) and at most
Z;:ll il; elements of k (the coefficients a;;), as follows from condition (1) in Theorem A22

4.2.4 Definition. The parameters (i, ...,l,) of a model of y,» are called the type of the model.

The geometric interpretation of the type of a model of ji,n is quite clear. Theorem [£.2.2] gives a
precise geometric interpretation for the other (somehow more mysterious) parameters of the Breuil-
Kisin modules: some of them parametrize flat subgroup schemes or quotients, and some others
parametrize extensions between such subquotients, models of p,s and p,r for 1 <r,s <n —1.

4.2.5 Remark. A remaining open question is the structure of this set of parameters. The explicit
computation of relations is completed for n = 3 in Section Bl Since the functions S; and P; involved
in the operation A * B are defined by exponentiation with respect to negative powers of p, a high
enough power of Frobenius transforms the constraints defining u-matrices into polynomial relations
between the coefficients of the a;;. Hence up to Frobenius, we can easily define the variety of models
of pyn. The study of the dimension and irreducible components of this variety has to be compared
to the works of Imai and Caruso ([Car], [Im]) on Kisin’s moduli space of models of i, ([Ki2]).

5 Computation of y-matrices for n = 3

Since the bijections in Theorem are compatible with quotients and kernels, the matricial
formulas for the models of p,» contain the matricial formulas for the models of p,,: for all i < n.
In this section, we work out the conditions in Theorem for n = 3 and p = 3. We stress that
they include also the case n = 1,2. And in these cases one gets the formulas obtained by Caruso
in [To2], Appendix A.

5.1 Computation of the matrices

We have
Iy
u a2 ais I I
. u't a1 u'? a3
A= 0 u? ao3 , UA = , LA=
0 uk 0 ub
0 0 ub

Using Examples B.3] we find

uh—lz a12—ull17l2a23
UA/LA = uls
0 ul2—ls

Moreover we have



and

P (=1l
—1) a u al2
p _, (p—1)l
s(A)/A=| 0 oDz st Do
u'3
0 0 w3
where I
P —1)l @y —u\P” ) agy —1)1 P

B a13 — u(p ) 1a13 _ HTCL23 _ Sl('d(p ) 1a127 _alz)
P13 = s .

Finally we compute E(u)oA. Note that for n = 3 we have E; Id «P"U'A = E;P*UA for all 4, but this
is false already for n = 4, because of the failure of multiplicativity of Teichmiiller representatives
of polynomials (see Lemma [B.1.4]). Thus

utth wfayy + Ul By wfais + ajo By + Si(ufare, vt Ey) + uh By

E(u)oA = 0 ucte uCags + ul E)
0 0 ue+l3
and
(p—1)1 ufarg+ull B —ue—(P=Di1gP
we—(P—1)h L 12 T3
_ —(p— uCagg+ul2 By —ue~(P—Di2gh,
(E(u)oA)/d(A) = 0 e (Pl T -
0 0 ue~ (P13
where

uea13 + a19Fq + Sl (uealg, ullEl) + ullEg — ue—(p—l)h a‘f?’

q13 =

upl3
uealg-‘rullEl—uei(pil)llaﬁ)z P S ef(pfl)ll P e llE ef(pfl)ll p
_ uPl2 Qo3 — 1(u ajp,u"a2 T Ul —u a’12)
uplS

5.2 Translation of the conditions of the theorem

e Condition (1) yields:

‘degu(alg) <lp— 1‘ , ‘degu(alg) <z — 1‘ and ‘degu(agg) <l3— 1‘ .

e Condition (2) yields:

li >0y >15| and |ap2 —u" 2ay3 =0 mod ul?

e Condition (3) yields:
aly —uP Vg =0 mod u?

abs — uPDgye =0 mod u's
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and

P _ o p—1Dh
P 1)1 g — U a12

_ (r—1)lx _4P) = I3
" aszs — S1(u aiz,—aly) =0 mod u" .

Since (p — 1)l1 = lg, the first two are equivalent to:

@’y =0 modu'2| and |ahy;=0 mod u'

Concerning the third, observe that since (p — 1)l; > I3 the term u?~Dhg s can be neglected.
Also since val, (S (z,y)) = max(val,(x), val,(y)) by Lemma [B1.4] we see that the S; term can be
neglected. Finally the term u(p_l)ll_l2a12a23 can also be neglected: indeed ply = 2l; = Iy + I3
implies that its valuation is at least

lo I3 1

(p—1)h— 1) + m + b ]—9((29— D(ply —l2) +13) = =((p— Dz +13) =3 .

==

So the third condition is equivalent to:

p —lz P = l
a3 —u *ajpa3 =0 mod u

e Condition (4) yields:

uCary + ul' By — ue_(p_l)lla’l’2 =0 mod uP?|,

uags + ul2Ey — ue_(p_l)lzag3 =0 mod uP®

and

uaiz + a0 + S (ueam, ullEl) + uh Ey — ue—(p—l)llalfs

e ! _,e—(p—1)l1 P
U aj2tu'l E1—u ( )1a1
uPl2

2ab, — Sy (ue_(p_l)halfz, —ufayy —u"E)) =0 mod uPl .
Finally the last but one boxed congruence implies that
Sp(ue= PP wlary + ult By — w7V ) =0 mod uP'2.

Hence it vanishes also modulo u?®® and we obtain:

ufais + app By + Sy(ufare, u By) + vl By — 2153*(1”’*1)l16L’1’3

ufaiptull By —ue—(P—Di1g? )
— T3 2gP, =0 mod uP's

5.2.1 Corollary. Let p = 3. Let M € (Mod /S)3 be the Breuil-Kisin module of a finite flat R-
model of s rc. Then there exists a unique family of parameters (I1, 12,13, a12, a13, as3) composed of
three integers 0 < I3 < ly <y < e/(p— 1) and three polynomials ai2,a13,ass € k[u] satisfying:

(i) deg,a12 <lp—1, deg, a1z <lz—1, deg, ags <3 —1,
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(ii) a1z —ul' a3 =0 mod ul3, afy =0 mod u’2, ab; =0 mod uls,

(iil) @y —u2alya03 =0 mod uls,

(iv) ufaqg + utEy — ue_(p_l)llalf2 =0 mod uP2 and ufass + u2Ey — ue_(p_l)l?ag3 =0 mod uP’,
(v) wfaiz + a1oFy + Si(ufaye, v Ey)+

+uh By — uef(pfl)llalfg — vt w7 Dol

I pl3
T (95 =0 mod uP'3,

such that M = M(A) with
ult [arz] [ass]
A= 0 w2 [ass]
0 0 ub

5.3 The tamely ramified case

In the tamely ramified case (e,p) = 1, some of these congruences can be simplified. To begin with,

let us prove that

Let us prove the first inequality. If lo = 0 there is nothing to show. Otherwise we have [l > 0 and
we claim that the only monomial of degree I; in the polynomial

uCars + ult By — ue_(p_l)lla;l’2
is 41 E1(0). Indeed the first term has valuation
val(u®arz) Z e+ la/p>e=(p—-1)lh =1 .
Moreover since af, is a p-th power, the degrees of the monomials of ue*(f’*l)llcﬁf2 are of the form
e—(p—1Dl +ip=e+1li —p(ly —1)

for some integer i. Since (e,p) = 1, this degree is not congruent to Iy modulo p. This proves that
uh E1(0) is the only monomial of degree [; and then the congruence

uCary + u By — ue_(p_l)hcﬂf2 =0 mod uP?

forces l1 = plo. The proof that lo > pl3 is similar.

It follows that the condition given by the congruence ajs — u" 2a95 = 0 mod u® is empty
since we already know that both terms have valuation at least 3.

It follows also that the congruences implied by condition (4) become:

ue_(p_l)hcﬁf2 =0 mod u”2| |, ue_(p_l)l2a’2’3 =0 mod uP®

and

l e—(p—1)l1 ,P
(e uais + utEy —u a
apEy —uf (P 1)11a11)3 - pla 12 abs =0 mod uPl3
U

Then, in the tamely ramified case, the parametrisation of models of 1,3 g is much easier:
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5.3.1 Corollary. In the tamely ramified case (e,p) = 1, the models of s over Ok are classified
by three integers 0 < p®l3 < pla < 11 < e/(p—1) and three polynomials ay2,a13, as3 € klu] satisfying:

(i) deg,a12 <lp—1, deg, ai3 <l3—1, deg, as <l3—1,
(ii) we=P=Dhel, =0 mod wP'z, ue=P=Vi2gh, =0 mod w3,

—(p— ufajg+ull By —ue=(P=Di1gP
(ili) a1oFy — ut~ P~ Dhgl, — 202 Lplz 12g0. =0 mod uPs.

5.3.2 Remark. The tamely ramified case seems to be easy to compute in higher dimension. In
Corollary B.2.1], even for n = 3, we can see that ramification intervenes in the computation in a very
delicate way: not only through the coefficient Es of the Eisenstein polynomial but also through the
lifting modulo p? of the parameters via S;(ucaio, ul' Ey).

6 Sekiguchi-Suwa Theory

In this section, we recall and complement some aspects of Sekiguchi-Suwa Theory. The main
definitions and results are given in Subsections [6.1] [6.2] For an extended version, see [MRT].
We also give an interpretation of these results from a matricial point of view: we introduce the set
My, of matrices parametrizing filtered group schemes, and study its basic properties. This is the
topic of Subsection [6.41

6.1 Some definitions about Witt vectors

6.1.1 The maps V,F,T. We recall here some definitions about Witt vectors. We emphasize
that in contrast with Sections § 2 to § Bl we consider Witt vectors with coefficients in an arbitrary
ring, not necessarily perfect of characteristic p. In particular, we need to consider quotients of a
discrete valuation ring of unequal characteristics. For r > 0, we recall the definition of the r-th
Witt polynomial:

O.(Xo,..., X)) =XV 4+ pXP 44X,
Then for each ring A the following maps are defined:
- Verschiebung:
V:W(A) — W(A)

(ao,al,ag,...) [ (0,(10,(11,(12,...)

- Frobenius:

F:W(A) — W(A)
a = (ao,al,ag,. . ) [ — (Fo(a),Fl(a),F2(a), .. )

where the polynomials F,.(X) = F,.(Xo,...,X,) € Z[ Xy, ..., X;+1] are defined inductively by

O, (Fo(X), F1(X), ..., Fo(X)) = &1 (Xo, ..., Xy11).
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- T map:

T:W(A) x W(A) — W(A)
(a,x) — Tox = (To(a,x), Ti(a,x), Te(a,x),...)

where the polynomials T, (A, X) = T,.(Ao, ..., Ay, Xo,..., X;) € Z[ Ao, ..., Ar, X0, ..., X,] are
defined inductively by

n

®(To, ..., Tn) = 20" " (Ani)” ®4(Xo, ..., Xi).
=0

Since ®,,(Ty,...,T;,) is linear in the variables ®;(Xy,...,X;), we see that for fixed a the map
Ty is a morphism of additive groups. Moreover, it is easy to see that for any ring A and Witt
vectors a,z € W(A) with @ = (ag,...,an,...) we have explicitly Toz = D7, V*([ar]z) (see
[SS1], Lemma 4.2). For instance if @ = [ag] is a Teichmiiller element then T}, is nothing else than
left multiplication by [ag], and in particular 77 is the identity. If @ = [z¢] is Teichmiiller then
To([zo]) = (apzo, @10, azxo, ... ). For each ring A an element \ € A, we set

Aa ¥ (Nag, Aar, has, ... ) = Ta([N]).
Clearly A\i.(A2.a) = (A1 A2).a which will usually be written A\;A\2.a. The ideal A.W(A) is the kernel
of the morphism of rings W(A) — W(A/AA). If two vectors a, b are congruent modulo \.W (A),

we sometimes write simply a = b mod . We will also have to consider the following type of Witt
vectors with coefficients in the ring A[1/A]:

a
A
The notations %a or a/\ may also be used when it is convenient.
6.1.2 Definition. For any ring A, we define the subfunctor of finite Witt vectors by
W/(A) = {(ap,a1,a2,...) € W(A); a; = 0 for i » 0}
and the completion of W(A) by

—

W(A) = {(ao,a1,a2,...) € W(A) ; a; =0 for i » 0 and q; is nilpotent for all i}.

Note that W/ (A) is not a subgroup of W (A), but I//I\/(A) is an ideal in W (A) which is stable
under F' and V (see [MRT], 2.2.1, 2.2.3, 2.2.4).

6.1.3 The T-multiplication. We shall define a new product between matrices whose entries are
Witt vectors. We need to start with some elementary properties of the map T" when one of the
variables is fixed.

6.1.4 Lemma. Let A be a ring and a = (ag,a1,as,...) € W(A) with ag not a zero divisor. Then
the morphism Ty, is injective. If agy is invertible then it is an isomorphism.
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Proof: Let us suppose that ag is not a zero divisor and that Tox = 0 with = (29, x1,...) € W(A).
We prove, by induction, that x,, = 0 for any n. Since ®¢(T,x) = apro = 0 and since ag is not a
zero divisor then zg = 0. We now suppose that z; = 0 for ¢ < n. This means that £ = V"*y with
Y= (Tpi1y.--,Tp,...) € W(A). Therefore

T,z = Z Vk Vn+1 Vn+1 i ”*1 )) = 0.

In particular we have agnﬂxnﬂ = 0. Since ag is not a zero divisor then x,,1 = 0.

Let us now suppose that ag is invertible. Let y € W(A). Let p, : W(A) —» W,(A) and
Pkt Wn(A) = Wi(A), if n > k, the natural projections. We now prove that for any n € N there
exist ©, € Wp(A) such that T}, (q)Tn = pn(y) and pypn-1(Tn) = @n—1. This clearly implies that
there exists & € W(A) such that T,z = y.

We prove the above statement by induction. Clearly xg = (zg) = (g—g) € A. Let us suppose
that there exists @, = (zg,...,2,) such that Ty(a)Tn = pn(y). The required @, is given by
(2o, .-, Tnt1) With z,41 such that

n+1

V"  agzns1] = pnsa(y) — Z Vi([ai](zo, . .., 2n,0)) — [ao)(0, . .., Tn,0).
i=1

The existence of x,,11 is ensured by the fact that ag is invertible and by the fact that the projection
of the right hand side on W, is zero by induction. OJ

6.1.5 Lemma. For any x = (xg,x1,%2,...) € W(A) with xo not a zero divisor, the map Tex is
injective. If xg is invertible then it is bijective.

Proof: Let a = (ag,a1,as2,...) and b = (bg, b1, ba,...) as above. We will prove by induction that
an = by for any n. If Tox = Tpx in particular agxg = byxzg. Since xg is not a zero divisor them
ag = byg. Now let us suppose that a; = b; for ¢ < n. We prove a,, = b,,. By hypothesis, we have

Tox —Tyz = Toz = ) V¥(([ar] = [biD)z) = 3 VF(([ar] — [br])z) = 0
k=0 k=n+1

In particular we have a, 1129 = byr129 which implies a,,+1 = b, 41 since xq is not a zero divisor. To
prove the surjectivity when xg is invertible one proceeds in a similar way as in the previous lemma
and it is even simpler. O

We now introduce a new, nonassociative product between matrices with Witt vector entries.

6.1.6 Definition. Let M = (mf) and N be two matrices belonging to M, (W (A)). We define the
T-multiplication by
M * N := TM (N )

where T); is the matrix of operators (ij)1<i7j<n.

%

Endowed with this composition law, M, (W (A)) is a magma and the identity matrix is a two-
sided unit element. We will now consider the set ¢, (W (A)) < M, (W(A)) of upper triangular
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matrices of the form

1 .2 3 n
ay ay a; a;
2 3 n
0 a3 aj aj
n—1 n
0 a’nfl anfl
n
0 a;
with a! = (aly,al;,aly,...) and al, not a zero divisor. We refer to B.24] for the definition of

the operators U and £, taking a square matrix to its upper left and lower right codimension 1
submatrices.

6.1.7 Lemma. The set 7;,(W(A)) is a submagma of M,(W (A)) and the cancellation laws hold,
t.e. if M xp N = M' «p N then M = M’ and if M »p N = M 7 N’ then N = N'. Moreover if A
is a field then ,(W (A)) is a loop.

Proof: It is easy to prove that .77, (W (A)) is stable under »7. We now prove that the cancellation
laws hold by induction on n. For n = 1 this is just lemmas [6.1.4] and [6.1.5l Let us suppose that
the cancellation laws hold in 77,(W(A)) and prove them for /7,1 (W (A)). We observe that for
any M, N € #,11(W(A)) we have

U(M %7 N) = U(M) +p U(N)

and
L(M »p N) = L(M) «p L(N).

Therefore if M »p N = M’ »p N we have, by induction, that UW(M) = U(M') and L(M) = L(M').
Similarly if M xp N = M *p N’ then UW(N) = U(N’) and L(N) = L(N'). Tt remains to prove that
m"t = m/" and n7 = 07T We begin with the first. From

(M »p N)PH = (M +p N)PH!

it follows that

n+1 n+1
Ll A+l
2 ijl n; = Tm’{ -
Jj=1 Jj=1
Since mj = m/] for j =1,...,n it follows that

n+1l _ n+1
Tm?+1 'n,nJrl - Tm,'iH»l 'n,nJrl
which implies m?“ =m/ 1"+1 by Lemma [6.1.4] Now from
n+1 nn+1
(M x7 N)IT = (M »p N}

it follows that

n+1 n+1
a1l m+l
Tmi n; = ijln j
Jj=1 Jj=1
Since n{ = n'J for j = 1,...,n it follows that
m+1

n+1 _
Tping ™ =Tpiny
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which implies n?™! = n 1 by Lemma
To prove the fact that 7, (W,,(A)) is a loop if A is a field one proceeds similarly, using the
second part of Lemmas [6.1.4] and [6.] ]

6.2 Deformed Artin-Hasse exponentials

In this section we introduce some deformations of Artin-Hasse exponentials which we will need in
the following.

6.2.1 Definition. Given indeterminates A, U and T, we define a formal power series in T with
coefficients in Q[A, U] by

x A
E,(U,A,T) = 1+AT%H 1+ AP TP" ok

It satisfies basic properties such as E,(0,A,T) = 1 and E,(MU,MA,T) = E,(U, A, MT),
where M is another indeterminate. It is a deformation of the classical Artin-Hasse exponential
E,(T) = TTito exp(T?" /p¥) in the sense that E,(1,0,T) = E,(T). To see this it is sufficient to

1-AP
1 &

1 (.1 . oL
observe that, for any k, the series (1 + AP*TP")#* (AP Apkfl) is equal to ((1 + Akapk)APk> o

and this gives exp(T? /pk) for A = 0.

6.2.2 Definition. Given a vector of indeterminates U = (Uy, Uy, ... ), we define a power series
in T with coefficients in Q[A, Uy, Uy, ... ]| by

o0
»(UAT) =[] E, (U, AP, TP).
=0

We have the following fundamental lemma.

6.2.3 Lemma. The series E,(U,A,T) and E,(U,A,T) are integral at p, that is, they have their
coefficients in Z ) [A, U] and Zgy[A, U, Uy, . .. | respectively.

Proof: See [SS2], Corollary 2.5. O

It follows from this lemma that given a Z,)-algebra A, elements \,a € A and a = (ag, a1, - - . ) €
AN we have specializations E,(a, A\, T) and E,(a, \, T) which are power series in T with coefficients
in A. We usually consider a as a Witt vector, i.e. as an element in W (A).

6.2.4 Remark. Let A' = Spec(Z,)[A]) be the affine line over the ring of p-integers Z,, with
coordinate A, and write Wy1 for the scheme of Witt vectors over Al. We remark (see [SS2],
Corollary 2.9.1) that, generalizing what happens for the Artin-Hasse exponential, the deformed
exponential of Definition gives a homomorphism

WAl I AAl

where Ay1 = Spec(Z,)[A, X1,..., Xp,...]) is the Al-group scheme whose group of R-points, for
any Z) [A]-algebra R, is the abelian multiplicative group 1+ T R[[T]]. (We hope that the difference
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between the symbols A and A is visible enough.) The above homomorphism is in fact a closed
immersion. We also note that there is an isomorphism:

H WAI =~ AAI
ik

which works as follows. With any Z,-algebra R, any element A € R, and any family of Witt
vectors ay = (ao,ag1,ak2,...) € W(A) indexed by the prime-to-p integers k, this isomorphism
associates the series F'(T) =[] Ep(ak, A, T*) (see [MRT], Lemma 3.1.2). O

Here are a couple more definitions which will be useful in the sequel. We set
ﬁEp([Uv A7 T) = EP(V(U(I))7 Uf) N ')7 A7 T)

where V' is the Verschiebung. Using the isomorphism HkaAl ~ A1 described above, one
extends this definition to any element of 1 + TZ,)[Uy,..., Uy, AJ[[T]]. The result is a group
scheme endomorphism

ﬁ: AAl I AAl .
In [SS1] this operator is called [p], but we prefer p to avoid confusion with Teichmiiller represen-

tatives. Also, we define an additive endomorphism F* := F — [AP~!] : W1 — Wy1. For each
element A in a Z,-algebra R, this gives an endomorphism F' A Wgr — Wg. When R is a discrete

valuation ring with uniformizer 7 and A = 7! for some I > 0, we will sometimes write F(!) instead
of F™ (see e.g. the statement of Theorem B3.4)).

6.2.5 Definition. Let Ay be another indeterminate. For any H in 1+ TZ,)[Us, ..., Uy, AJ[[T]]
we define the series

EP(W, Ao, H) = H% ﬁ (ﬁH)ﬁgrfbrfl(FAQ(W))‘ 1)
r=1
From the definition, one sees that Ep (W, A, H) gives a bilinear group scheme homomorphism
Wyt x Ay — Apr.
With some quite simple computations one shows the following lemma.
6.2.6 Lemma. In the group 1 + TZ)[W, [%,A,Ag][[T]], we have
Ey(W, Ao, Ep(U,A;T)) = Ey(Tyya, W, A; T).
Proof: See [SS1], Proposition 4.11. O

In particular, we have EP(W, A1+ AT) = E,(W,A;T). Finally we define the following series.

6.2.7 Definition. For any H as above, we define

€1+ TQIW, U, A, Ay, - ][[7]].

E (L (H = )P g o)
As

Gp(W, Ay, H) = [ | 5H

r=1
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Using [SS2], Lemma 2.8, one sees immediately that

EP(W7 A27 HA—_Ql)
E,(W, Ay, H)

GP(FA2 (W)’AQ’H) =

We remark that for any H as above we have

G (W, Ag, H) Gy (W', Ag, H) = G (W + W', Ao, H) € 1 + TQ[W, W, U, A, Ao—][[T]]  (3)

A
where W + W is the sum of Witt vectors. We finally have the following lemma.
6.2.8 Lemma. We have G,(W, Ay, E,(U, Ag; T)) € Z,, [W, 15, A, Ao][[T]].
Proof: See [SS1], Proposition 4.12. O
It is quite simple to verify the following equality.
6.2.9 Lemma. We have E,(W, A3, Gy(U, Ag; H)) = Gp(Tyyp, W, Ao; H).
Proof: See [SS1], Proposition 4.13. ]

6.3 Main theorems of Sekiguchi-Suwa Theory

In this section, we briefly recall the main results of Sekiguchi-Suwa Theory, stated in [SS1]. One
can also find a summary of this theory in wider generality in [MRT]. From now on, we denote by
R a discrete valuation ring of unequal characteristics. We stress that, in contrast with Sections §[2
to § Bl we do not assume that R is complete and neither that its residue field is perfect. We will
denote by 7 a fixed uniformizer of R and by v the valuation of R.

6.3.1 Definition. Let [,l1,...,[, be integers.

(1) We let G be the group scheme Spec(R[T,1/(x'T +1)]) with group law T'+T" = T+ T’ +7'TT",
the unique group law such that the morphism « : Spec(R[T,1/(n'T+1)]) — G,,, = Spec(R[T,1/T])
given by T — 1 + 7T is a group scheme homomorphism.

(2) Let € be a flat R-group scheme. If there exist exact sequences of flat R-group schemes
0— Gl & —¢& 1 —0
for 1 <i<n, with g =0 and &, = &, we call the sequence of flat R-group schemes
& =60 g, .8, =¢
or, sometimes, simply &, a filtered R-group scheme of type (I1,...,1,).

6.3.2 Remark. One can define a group scheme G for each A € R, in such a way that () := 9(7rl)
is just the group scheme defined in [6.3.1] In this article, we care only about the isomorphism class
of ™ which depends only on A up to units, so we prefer to adopt the more compact notation.
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6.3.3 Theorem. Let & = (€4,...,&,) be a filtered group scheme of type (li,...,l,), with l; > 0
for each i. Then there are compatible open immersions of & — A and elements

Die H(A%R, 0y ) = R[Th,..., T}]

such that, for each 1 < i < n, the Hopf algebra of &; is given by

1 1 1
R[E; :R[T,...,T-, : ]
[&] ! Y1+ 7Ty Dy(Th) + w2 Ty D 1(Ty,...,Ti—1) + 7hT;

The group law of &; is the one which makes the morphism

ag, 1 & — (Gm,R)i
(Ty,...,T;) — (1 + 7Ty, D1(TY) + 72Ty, ..., Di_1(Th,..., Tj_1) + 7T})

a group-scheme homomorphism and the reduction modulo 7'+1 of the function D; : Aﬁé — A}%

. . ) . 1
factors into a group scheme homomorphism Dje, Ez‘,R/nliHR - Gm,R/w’HlR c AR/nliHR'

Moreover if I, 11 is a positive integer and Dy, : Ay — A}z is a function whose reduction modulo
nin+1 factors into a group scheme homomorphism

. 1
Dn|€n : 8n,R/7rl"+1R - Gm7R/7rln+1R = AR/ﬂln+1R

then
R[€n11] i= RIE] | o1, 1/(Da(Ths o To) + 77 ) |

is the Hopf algebra of a filtered group scheme E,.1 of type (l1,...,l,+1), where the group scheme
structure is the only one which turns into a group scheme homomorphism the morphism ag
Eni1 — ((Grm,R)"Jrl which extends ae, and sends Ty,+1 to Dyp(Th,...,T,) + 1T,

Finally, a polynomial D!, € R[TY,...,T,] with the same reduction modulo ©'»+1 as D, gives the
same filtered group scheme up to isomorphism.

n+1l °

Proof: See [SS1], Theorem 3.2 and Theorem 3.3. O

In fact one can describe very explicitly the polynomials which appear in the above theorem. In
the next statement and in the rest of the article, we sometimes write f : X O foramap f: X — X
from some set to itself.

6.3.4 Theorem. Let € be a filtered group scheme of type (ly,...,l,) with I; > 0 for each i.
Then there exist elements a € WI(R) with 1 < i < j < n, whose reductions modulo 7' are in

I//[\/(R/ﬂ'lj R), such that
e one can take, for any j =1,...,n—1, D;j(T1,...,T;) as the truncation of

Ep((ag+l)1<i<ja (" )1<k<ss Ths - 1)

in degree r, where Ep((agﬂ)lgigj, (Wlk)lgkgj;Tl, ... ,T]) is the series defined by induction

J :
HE a Tt ali : L >
il P < ¢ T Ep((al)i<s<io1, (M )1<k<io1; Ths -, Tic)

and 1 is the degree of the reduction of this series modulo whi+1, which is a polynomial;
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e the reduction modulo i of each (a‘g)lgigj_l is in the kernel of the operator
Uitt. W(R/leR)j_l ©

defined as follows: U' is defined as F") := F — [x®=D1] and we define

FB) Ty —Ty .. Ty

0 Fl) _Ty ... Ty
Ur = : 0

0 0 ~Ty

0 o ... 0 FW)

e for any l € N, we have an isomorphism
ker (U" : W(R/WIR)" O) —> Homp i p-r(i°€, Gy, gniR),
given by
c"— Ep<cn7 (ﬂ—lj)lﬁjﬁn7 T17 s 7Tn)7

where i is the closed immersion Spec(R/m'R) — Spec(R).
Proof: See [SS1], Theorem 5.1 and Theorem 5.2. O

6.4 Sekiguchi-Suwa Theory from a matricial point of view

Our purpose here is to introduce ”simple” matrices parametrizing filtered group schemes (G.4.1])
and to translate in matricial terms the main operations on group schemes: quotients and subgroups
(6-45]) and model maps (6.4.7). In the following, we always suppose that the parameters [; of the
filtered group schemes we are considering are positive (I; > 0).

Let ¢, (W (K)) be the loop constructed in [6.1.71 For matrices A, B € 7, (W (K)) we will make
use of the notations A/B and A\B as defined in B2l In a similar way as in we will say that
a matrix A in s, (W (K)) is positive, and we will write A > 0, if it belongs to J#, (W (R)).

6.4.1 The set .#,. To start with, we need a technical remark allowing to reformulate the con-
gruences in Theorem [6.3.4l We consider an upper triangular matrix of the following form:

[x'] a2 a} ... a’l
[x'2] a}

A= : e M,(W/(R)) , all l; > 0.

[wt=1] ahi_

1
0 mln]
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6.4.2 Lemma. For each matriz A as above, let F'(A) be the matriz obtained by applying Frobenius
to all entries. Then the following conditions are equivalent:

(1) for each j € {1,...,n}, the reduction of (ag) belongs to T//[\/(R/wliR)j*1 and

I<igy—1
j—1 j _ L
U] (ag)lgigj_l =0 mod ¥

where UL is defined by induction in Theorem [6.3.7).
(2) F(A)/A=0.

Note that the operator U7~! in (1) depends only on the vectors a* € W(R)* with 1 < k < j—1.

Proof: In fact, we have

[ﬂ'(p_l)ll] b% bif . 717,
0 [r(P=Diz] b3 ... n
F(A)/A = € (W (K))
[W(pfl)lnfl] b,
0 . . 0 [w(P=1in]

where the bg are defined as in By the definition of bg , this matrix is in 42, (W (R)) if and
only if the congruences in (1) are satisfied. It remains to prove that if F(A4)/A > 0 then for each
‘ |<i<j_1 Delongs to I//I\/(R/WlfR)jfl. We prove this by induction on n. We
observe that since the entries of A are in W7/ (A), then this condition simply means that the entries
of A are congruent to 0 modulo 7, i.e. A/[r]Id is positive. For n = 1 there is nothing to prove.
Let us suppose the statement true for n and prove it for n + 1. Then one has

j the reduction of (a?)

UF(A)/UA F((a7* Y 1<i<n)~Tar(ayun (@21 <icn

F(A)/A = (4)
0 e 0 [r(P=Din+1]
and _ .
[W(p—l)lnﬂ] F((ajl)2<j<n+1)_T(;lI;(A)/LA) (al)2<j<nt1
F(A)/A = 0
: LF(A)/LA
0

where we use the notation Ty (N) from Definition [.1.6l By the inductive hypothesis, the matrices
UA/[7]1d and £LA/[r]1d are positive. Therefore it remains to prove that a?™' =0 mod 7. Since
F(A)/A is positive and l,+1 > 0 then from (@) we derive

F(a?™) = Turayua (@l )i<icn  mod .

Since by induction a?™! = 0 mod 7+t for i = 2,...,n and U"F(A)/U"A = ([#P~D1]) with
{1 > 0, then we have
F(a™) = [P~ D1]a" 1 =0 mod 7.
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This implies that a’f“ =0 mod 7. O

Theorems [6.3.3] and imply that to any matrix satisfying the equivalent conditions of
Lemma one can attach a unique filtered group scheme E(A). Conversely, for any filtered
group scheme & one can find a matrix A satisfying these conditions such that & = £(A). This leads
us to introduce the relevant set of matrices. Note that if € is given, then a matrix A such that
€ = &(A) is not unique. So we have to identify the equivalence relation saying that two matrices
define the same filtered group; this will be done in

6.4.3 Definition. Let ne N and I = (I1,...,0,) € (N5o)". We define
ML= {A= (ag) e M, (W/(R)), upper triangular, a! = [7%] for 1 <i < n and F(A)/A > 0}
and ., := | J.#!, the union being over all I € (N5g)".

6.4.4 Remark. If A € #,, then it is not necessarily the case that F(A) € .#,. There are
counterexamples already for n = 2, with Iy » ;.

By Theorems [6.3.3], and Lemma [B.42] one can associate with any A € .Z! a filtered group
scheme E(A) of type (l,...,1,). It is constructed by successive extensions defined by deformed
exponentials D;(Ty,...,T};) equal to the truncation of Ep((ag+1)1<i<j, (m%)1<k<ji Ty - ., Ty) in
degree 7, where r = 7; is the degree of the reduction modulo 7'+ of this series. We call D;
the truncated exponential associated with (a{ H)Kig. (Note that similar truncated exponentials
appear in the work |[GrCh].) With the vocabulary introduced in the article [MRT] (see especially
3.2 and 4.3 there), the vectors a’ are frames for the filtered group &(A), and the matrix A may be
called a matriz of frames.

6.4.5 Operators U and £ versus quotients and subgroups. It is clear that for each A € .,
and i € {1,...,n} we have U" ‘A € .#; and L'A € .#,_;. Here is the precise meaning of the
operators U and £ for filtered group schemes.

6.4.6 Proposition. Let & = (&1,...,E&,) be a filtered group scheme of type l = (Iy,...,1,), and
Ae //4{ For 1 <i<n-—1 consider the exact sequence 0 — 8,,_; — &, — Q; — 0 where Q; := &,
(quotient of dimension i) and 8, —; := ker(&,, — &;) (subgroup of codimension i). Then:

(1) Q; is a filtered group scheme of type (I1,...,1;). If & = E(A) then Q; = E(UA).
(2) 8,_; is a filtered group scheme of type (lis1,...,ln). If &€ = E(A) then 8,_; = E(LPA).

Proof: Assertion (1) comes from the inductive construction of &,. For the proof of (2), we set
Kq =ker(Eg — &;) for each d =i+ 1. First, we show by induction on d that X, is a filtered group
scheme of type (lj41,...,lq). The initialization at d = i+ 1 is clear and the inductive step is verified
since the morphism vy : €441 — &g with kernel GUa+1) induces an exact sequence:

0_)9(ld+1)_>g<d+1ﬁ>g<d_)0_

In order to prove that 8, ; = E(L'A) if € = &(A), we examine more closely the way these
extensions are built. The extension €441 is constructed from €4 using a morphism Dy : &5 — .Gy,
where i : Spec(R/m'¢+1R) — Spec(R) is the closed immersion. This morphism is the deformed
exponential defined by the coefficients af“ in the (d 4+ 1)-th column of A. The extension Kz
is constructed from X, using the morphism Dy|x, : Kg — i+Gy,. In the coordinates T1,...,Tqy
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of 634l the closed subgroup scheme Xy < &4 is defined by the vanishing of the coordinates
Ti,...,T;. It follows that Dg|x, is obtained from the deformed Artin-Hasse exponential Dy by
setting aclHl = agH = ... = a?“ = 0. Hence the matrix of coefficients that defines K, is the
boxed middle matrix:

* *
7]
[wli+1]
A= 0 *
[n']

[ﬂ-ldﬂ]

0 0

In symbols, Kg = E(U"ULIA). For d = n, we get 8,,_; = K, = E(LTA). ]

6.4.7 Positive matrices versus model maps. We use the word unitriangular as a synonym for
upper triangular unipotent.

6.4.8 Proposition. Let & = E(A) and &' = E(A") be two filtered group schemes, with A, A’ € M,,.

e There exists a (unique) model map & — & which commutes with cg and g if and only if
AJ/A" = 0. In particular, the relation > in M, given by A > A" if and only if AJA" =0, is
transitive. Moreover & and & are isomorphic if and only if A/A’ is positive and unitriangular.

o Ifp:E& — & issuch a model map, the morphism of groups
©* : Homp) - ar(i*E, Gy, rmir) — Homp g ("€, Gy, gynig)
is given, using the isomorphism of Theorem by the operator Taar.
Proof: We prove by induction on the dimension n the following more precise statements:

e There exists a (unique) model map & — &' which commutes with a¢ and ag: if and only if
A/A" = 0.

e Let Dy,...,D,q (vesp. Df,..., D! ;) be the truncated polynomials determined by A (resp.
A"). If a model map " : € — &' exists then it is given by ¢"™ = (¢;)1<i<n, Where ¢1(T}) =

mli=l and
D, ((Ty,...,T;_1) — D T),...,0i1(Th,...,T;_ /
(... 1y = 2T T Z—l(f:l,_( i@ Tia)) | e,
for all 7 > 1.

o Write A = (a) and A’ = (@) in .4, with ai = [7%] and a}' = [7%] for 1 <i < n. Let
(w™)1<i<n € W(R)™ be a vector whose reduction modulo 7! belongs to

ker (U™ : W(R/7'R)" ©).

Let H; = 1 + 71Ty and

Ui Ly T
EP((G’?)léKn*lv () 1<i<n-1, T) (1 T Ep((a?)lgignJ,L(Wli)mignﬂf]l"))

" Ey((a'})1<i<n—1, (M) 1<i<n, ¢™(T))




for n > 1. Then

E,(w", (7?11, e ,7Tl"), ©"(T)) = Ep(TA/A/(w"), (7?11 .. ,7Tl"),T)

<[] @), ' H,) (5)
2<r<n
where U;" is the r-th row of U™, and
" By (@M 1<icn—1 — Tuapa (@7 )1<isn—1, (7, ... 7=1); T)
n - !
[ Locr<n Gp(Up(w™), wlr; Hy ) (6)

T
x By, <[7Tl"],7'('l"; - > .

Ep(<a/i J1<i<n—1, (Wli)lsiSn—la ¢"(T))

Note that (B) implies that ¢* is given by the operator T4, 4/, as asserted in the statement of the
proposition.

If n = 1 we have & = §!) and & = G for some positive integers I1,1,. In this case A/A’ >0
simply means [; > [} and the above statement is known: see [SOS], Proposition 1.4 for the first
part and second part and [SS2], Remark 3.8 for the third part.

We now suppose that the three statements hold true for some n > 1 and we prove them for
n + 1. We have

l;L+1)1<i<n)

UA/'L(A' (a?ﬂ)lsisn—TuA/uA,((a

7
T n+tl

A/A =
0 . 0 [ﬂl"H’ZInH]
Let Dy,...,Dp4q (resp. Dj,..., D)) be the truncated exponentials that define £ (resp. €’). The

model map ¢,+1 which we are looking for should commute with ag and ag/, so if it exists it is
unique. So one sees immediately that it exists if and only if there exists a model map &, — &/,

and, if we write " ! = (¢;)1<i<n+1, the polynomial
Dy(Ti,....Ty) — D' (o1(T1), ..., on(Th, ... T, i
(Pn+1(T17 L 7Tn+1) _ n( 1 n) n(@}/(+11) @n( 1 N)) + ﬂ_ln+1 ln+1Tn+l
7'['7L

belongs to R[T1,...,T,]. Therefore, by the inductive hypothesis, there exists a model map between
€ and &' if and only if UA/UA’ is positive, l,4+1 > 1], and

Dyp(Ty,...,T) = D\ (o1 (1), ..., on(Th, ..., T)) mod zlnst, (7)
By induction we have that
¢* : Homp g (1" E(WA)), Gy gynt ) — Hompmip e (i*E(W(A)), Gy rymi 7)
is given by the operator Ty 4/4/- This means that the equation (7)) is equivalent to

n+1 n+1)

(@i i<icn = Tuapa (@ )1<icn)  mod wlos,

Thus we have proved the first and second part of the statement for n + 1.
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It remains to prove the formulas (B) and (6) for n 4+ 1. But the second one clearly follows from
the first one, so we just have to prove (B)). Let us suppose that () is true for n and prove it for
n + 1. We clearly have

Ep((w:}Jrl)léTénJrlv (ﬂ-ll7 L) 77Tln+1)7 ('anrl(’]I‘)) =
Spn—i-l(T)
B, ()1 crn (7 7). (D)) By (w)t] e, )
PATT e P Ep((a7 ) 1cizn, (1) 1<in, 9"(T))

Moreover, by induction

Ep((w! ) 1<icn, (7", ..., 7),0™(T)) = Ep(Tiapar (w] ™ i<icn, (7., 7). T)
< [T Ui icicn), n" " Hey). )
2<r<n
Now
/ T) H,—1
E (wn+177_‘_ln+1’ (lpn‘i‘l( > - E (wn+177_‘_ln+1’ n/ >
PATH Ep((a/?+1)1<i<m (Wli)lsism o™ (T)) PATA mlne

EP<WZ+177T +17Hn) GP<F H"”ZH,W +17H7l>

o TLJrl ll ln .
= Ep (T(a?+1)1<i<n*TuA/uA’(a/;L+1)1<i<n W1 (7 T)
ﬂ.ln+1
1 1 Tn+1
x B <T , w™ L gpint1.
P Int1— 41 n+1» ) n+1 )
[wn T ] Ep((ai™ 1<iscn—1, (1) 1<i<n, ©™(T))

n
n+l I . l n+l 1
X | | GP( —Tup@r)icicny Wni1H T nH?H?“—l) Gp (F "y, nH?Hn)
r=2

ﬂ-ln+1

where in the last equality we have used Equation (@), Lemma [6.2.6] Lemma [6.20] Equation (3))
and the fact that EP(W,A, H) gives a bilinear group scheme homomorphism Wi x Ay — Ay,
Now using (8)) and (@) one gets the result.

Finally we remark that if A/A" > 0 and A’/A > 0 then necessarily A/A’" and A’/A are unitri-
angular, as it is very easy to verify. ]

The order relation > from the previous proposition induces an equivalence relation on .#,:

6.4.9 Definition. For any A, A" € ., we write A ~ A’ if and only if A/A’ is positive and
unitriangular.

This relation characterizes when two matrices in .4, define the same filtered group scheme:

6.4.10 Corollary. The map A — E(A) induces an increasing bijection between the set M,/ ~
ordered by the relation > and the set of isomorphism classes of filtered group schemes of dimension
n ordered by the existence of a model map.
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7 Kummer group schemes

In this section, following Sekiguchi and Suwa’s approach, we specify Theorem [6.3.4] for filtered
R-group schemes containing a model of pipn. The main result (ZI1] below) is a generalization
of Theorem 9.4 of [SS1], which covers the particular case where the finite flat subgroup is the
constant group scheme (Z/p"Z)g. As it turns out, the main difficulty is to find the statement of
the generalized theorem, for then the proof of [SS1] carries over smoothly.

We point out an important fact: the computation of successive extensions by groups 61 which
is the essence of the existence of filtered group schemes, proceeds differently when [ > 0 and when
[ = 0. The former case is treated by Theorem [T.I.T] and we indicate in Remark [I.T.4lhow to handle
the easier case [ = 0.

7.1 Finiteness of closures of finite flat subgroups

Let & = &,, be a filtered group scheme of type (I1,...,0,). Let a: & — (G;,)" be a morphism of
filtered R-group schemes which is an isomorphism on the generic fibre. Let ©" : (G,,)" — (G,)"
be the morphism defined by
eM(T,...,T,) = (TP, TYT Y, ... TET, 1).

The kernel of ©" is a subgroup isomorphic to j,» g which we call the Kummer u,» of G},. Via the
map «, we can see the Kummer p,» i as a closed subscheme of £x. We define the pre-Kummer
subgroup Gy, as the scheme-theoretic closure of p,»  in €, and we call it the Kummer subgroup
when it is finite over R. In spite of the notation, G,, depends on the choice of o (see Theorem [6.3.3]).
If G,, is finite, then the quotient &, is a filtered group scheme and the quotient map ¥" : €, — &,
is an isogeny. In this case, for each u € R we have a pullback map

(\Iln)* : HomR/uR— Gr (f}'n, Gm) - HomR/uR— Gr(‘gTw Gm)

We know by Theorem that using the deformed Artin-Hasse exponentials, the groups on both
sides may be identified with suitable kernels of additive operators U™ on Witt vector groups. Once
this is done, Sekiguchi and Suwa express (¥")* by a matrix called Y". Let us give some details in
the case n = 1 that initiates the induction. Then we have & ~ §!1) and the closure of i, i is finite
flat if and only if v(p) = (p — 1)l1, see e.g. [MRT], Lemma 5.1.1. Moreover F; = &;/Gy ~ GPh)
and one may check that the pullback (U!)* is expressed by the one-term matrix T! = (Tp[Al] /)\zf).
Note that the operator Ty /AP indeed takes the kernel of F(*'1) into the kernel of () see [MRT],
Lemma 5.2.8. Let us come back to an arbitrary dimension n.

In this setting, we can characterize the situation where the pre-Kummer group scheme G, 11
inside a filtered group scheme &, 1 is finite and flat. In the statement below, we will denote by U*
the matrices involved in the construction of &,, like in Theorem [6.3.4] and U*? the matrices involved
in the construction of &, (this is the notation of [SS1]). Note that the inductive construction of
U™ is included in the statement of the theorem via the vectors u”.

7.1.1 Theorem. Letn > 1, 1l = (Iy,...,l,4+1) with l; > O for each i, and A € //l,fﬂ. Let
& =¢&A) = (&1,...,&nt1) be the filtered group scheme of type l defined by A. Assume that
G, < &, is finite flat. Then, the following conditions are equivalent:

(i) Gpy1 is finite flat,
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(ii) v(p) = (p — Vlyt1 and there exist vectors u**' and v**1 in W/ (R)", with the reduction of
w1 modulo TP+ lying in ker(U™ : W (R/aPl»+1 R)™ ©), such that

n+1 n+1 n,n+l\ _ _plpt1 ,n+1
pa; — T — (YU = aPr

for all 1 <i < n, where ¢ = ¢ = [t1] e W(R), ¢"*! = (a”, [7!"]) € W(R)" for n > 2, with

a" = (azn)1<i<n-

In this case, the filtered group scheme Fpi1 = Ent1/Gns1 1S obtained from E,/G, using the de-
formed Artin-Hasse exponential defined by . Moreover, if U"+! : &,.1 — Fpi1 is the induced
morphism and if p € R\{0} then the morphism

(\Ianrl)* : HomR/,uR- Gr(gjnJrly Gm) - HomR/uR— Gr(8n+17 Gm)
is given by

Tn+1 = Tn T,vn+1
0 e 0 Tp[ﬂ-ln+1]/7-(pln+1

Proof: We make an induction on n. It is convenient to set £y = {1} and to start the induction at
n = 0, in which case the result is known (see e.g. [MRT], Lemma 5.1.1). For the last statement
we will prove something more precise. Write &,41 = &(A) and F,41 = €(B) with A = (a]) and
B = (ul) in My with a! = [7%] and ul = [7P5] for i = 1,...,n + 1. Let

Ko = (1+a"T)P = E,(p[r"], 7", T})
and for r > 1 let

(Ep(ar+17 (ﬂ-li)1<i<7‘7 T) + 7TIT+ITT+1)p
K= - € R[Ty,...,Thi1].
" (Bp(an, (mh)i<icr—1, T) + 7 T) Byp(w 1, (7l ) 1<icr, ¥7(T)) = el

Given w" € W(R)™ whose reduction belongs to ker(T™ : W (R/uR)" ©), we will prove that

Ey(w", (.. 7Ph+1), w7 (T)) =
Ep(Y" (w"), (x1, ... 7), 1) [ Gp@r(w™), 7 Kooy), (10)

1<r<n

where U™ is the r-th row of U". Since G,,(U™(w"),7P!"; K,_1) € 1+ TR[[T]] for each r > 1 ([SSII,
Prop. 9.3), Equation (I0) implies

) T,
K 7 Ep(paT _ CT _ T""u,ra (7'('117 e ,ﬂlr); T) Ep<p[ﬂ-lr+1]7 7Tl'”+1; Ep(ar+1’(7rz_1)1gi<rﬂ‘) (11)
' ngl GP(UZ(ur)aﬂplrJrl;Ki_l) .

For n =1 the formula (0] follows from and (2). We now suppose that the theorem and the
formula (I0) are true for n — 1 and we prove them for n. We do this in three steps (a)-(b)-(c).

(a) We prove that (i) is equivalent to (ii). Among the objects constructed inductively at the same
time as the filtered groups &,,%,, we consider the polynomials D,, D] (truncated exponentials
associated respectively to €, and F,,) and the isogenies ¥ : £, — F,, for 1 <7 <n —1. We also
introduce the notation:

Cn+1 = Cn+1<T17 cee 7Tn+l) = (Dn(le cee 7Tn) + 7Tln+1Tn+1)p(Dn—1(T17 cee 7Tn—1) + WlnTn)il'
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We have K[Gp11] = K[Gp][Thn+1]/(Cnt1 — 1). Assume that G4 is finite over R; then it is finite
over Gy,. It follows ([Ei], Prop. 4.1) that C,, 11 — 1 =0 mod #P»+! and

Cri1—1 1). (12)

7TPI7L+1

R[Guia] = RIGu [T/ (

In particular Cj41, seen as an element of Hom , /bl 1 r(Gn,Gp), is the trivial morphism. If we
apply the functor Hom, T r(—>Gn) to the short exact sequence

0—G, e, Yy, o0,

we obtain a long exact sequence
(rm)* i
0— HomR/sznHR(EFn, Gpm) — HomR/sznHR(En, Gm) — HomR/sznHR(Gn, Gm) — ...
As we noticed before, the element C), 41 lives in ker(i}) and hence is equal to (¥")*(D),) for some
D;, € Hom, P (Fr+1,Gy). Now we use the description of groups of homomorphisms from a
filtered group scheme to G,, in terms of vectors, as given by the third point of Theorem [6.3.4l Let
w1l e W(R)" be a lift in W (R)™ of a vector corresponding to D/,. The equality

Cn1 = (¥")*(Dy)

translates to n equalities pa?™! — ¢t = (Y?u" 1), in W(R/7Pl»+1R)", for 1 < i < n. Lifting this
to W(R)™ shows that (ii) holds. Conversely, if (ii) holds then C),+; is of the form (¥™)*(D),) for
some D!, hence it has trivial image under i*. Thus C,,;1 =1 mod 7P»+1 and the expression (I2)
defines a finite flat group scheme G, 41 over R.

(b) Let Fpy1 = Eng1/Gny1. Now we prove that F, 41 = F7,,; where I, is the filtered group
scheme obtained from J,, using the vector u™!. The R-algebra of F/,_, is

R[f}'n] [Tn+1, 1/(D;z + ﬂ-panrlTnJrl)]'

where D;, € R[Ty,...,Ty] is the truncation of E,(u"*")[Tj_, Ep(u;-”l,ﬂlf, i/ Ep(ui (7h), T))
as defined in Theorem [6.3.4] Let Wq,..., ¥, be the polynomials defining the isogeny ¥" : £, — F,,.
Let

1 ((Dn(Tl, ooy Ty) A+ w1 T )P

— D' (U(T LU, (T .
oy s o R AL A O <>0

7Tpln+1

Then the morphism R[F,41] — R[Ens1], Ti — V(Th, ..., T;) defines an isogeny €,41 — F7, | with
kernel Gy41. Therefore &, is isomorphic to F),,; as a filtered group scheme.

(¢c) We now prove the formula (I0). We have

By (w07, (80, 7, () =

Ep ((w:ﬁ_l)lSTSm (ﬂ-pll7 s 77Tpln)7 \II"(’]I‘)) Ep <wZi%7 Wpanrl?
By the induction hypothesis we have
By (w0} 1cran, (77, 71), W7(T)) =

EP (annH’ (ﬂ-lly s 77Tln)v T) H G;D (Uﬁ((wngl)lésén)’ 7Tpln+1yKr71) .

1<r<n

(14)
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Moreover we have

B wrtt ﬂ.Pln+1 \IJ”JFl(T - B | w*t? ﬂ.plnﬂ Kn—1
p\ Wnits Y. . p n+1 ? rplnt

@ = (. n+1_pl l n+1l _pl
=2 E, wn+177.rp nt K, Gp jalt n+1)wn+177.rp nt K,
_ E T n+1 I In r]r
= Lp (pan—cn—1_rnyntl) wn+1, (ﬂ' geeey T ),
ﬂ-panrl

< E T ; ,wn+ intl.
P rln+1 +1» ’ '
( plrntl] Fn Ey(a™, (r!)1<i<n, T)

.,rpln+1

1 6o~ Tup izt teisc )

1<r<n xPin+1

X Gp <F(ln+1)w2117 wpln+1 : Kn>
where in the last equality we have used Equation (L)), Lemma (.26, Lemma .29, Equation (3]
and the bilinearity of E,(W,A, H) : W1 x Ay1 — Ay, see 6251 Now using Equations (I3]) and
(I4) one gets the result. O

7.1.2 Definition. Let £(A) = (€1,...,&,) be a filtered group scheme. We say that A satisfies
the integrality conditions if for any 1 < i < n, the upper left square submatrix U™ *A of A satisfies
the conditions (ii) in Theorem [.T.T] applied to an i-dimensional matrix.

In other words, A satisfies the integrality conditions if and only if the pre-Kummer subgroups
G; are finite flat in &;, for 1 < i < n. From the proof of Theorem [T.1.J] we deduce an explicit
formula for these models of pyn g

7.1.3 Corollary. Let &, = E(A) be a filtered group scheme given by a family of parameters
A = (a]) satisfying the integrality conditions. Let D1(T1) € R[Ti] be any lifting of E,(a?, 7, T)
mod 72,..., and D, _1(T1,...,T_1) € R[T1,...,Tn_1] be any lifting of

E,(a", (wlt, ..., 7l»1),Ty,..., T,—1) mod ntr

as defined in Theorem [6.3.4} Then G,, is a finite flat R-group scheme, defined in affine n-space in
coordinates 11, ...,T, by the n equations:

(1+7hT)P -1 (D +7l2T)P(1+ahTy) "t -1

)

Pl Pl »oe
(Dp_1 4+ 7 Tp)P(Dyy_g + wln1T, )71 — 1

7'('pl n

A
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Proof: This is a translation of Theorem [.1.1l O

7.1.4 Remark. In the statement of Theorem [.T.1], it is assumed that I; > 0 for all 7. Here is what
to do so as to obtain a description of all Kummer group schemes, including the case where some [;
vanish. We make some preliminary observations. First, as it is easy to see from the case n = 2, the
type of a Kummer group is necessarily ordered: Iy =l > ... > [, (see R2.5]). Second, there are no
nontrivial extensions of a filtered group scheme by G, (see [SS1], Prop. 3.1). Third, it is easy to see
that the only Kummer group scheme of (G,,,)" with type (0,...,0) is y,n. After these preliminaries,
it remains to see how to describe Kummer groups of type L with iy > ... =2, >, =--- =1, =0.
Such a Kummer group G lies in a filtered group & = G, " x &'(A’) where &'(A’) is filtered of type
U'=(l,...,1;). We define £(A) := & when
A0
A=
0o Vv

with V unipotent in M,,_.(W7(R)) (therefore equivalent to the identity, since invertible: use Lemma
B.1.4). Moreover, G is an extension of a finite flat Kummer group G’ of € by pi,n-r. Using the
same argument as in [To2], Prop. 3.6 there is an exact sequence:

0 — Z/p"Z —> Ext™(G’, pyn—r) — H'(S,(G)Y) — 0

where S = Spec(R) and (G’)Y is the Cartier dual of G’. Then with the same proof as in [To2],
Cor. 3.20 we see that the Kummer subgroups of € are given by the image of 1 € Z/p"Z. They have
the following ring of functions:

R[G'|[T;41]
(Dp_y + 7 T)~1 — 1)

R[G] =

n—r
(T7

7.2 Matricial translation of the integrality conditions

We translate the previous results on Kummer group schemes in terms of matrices, in order to
emphasize the formal similarities with the classification of models of p,» by their Breuil-Kisin
lattices in Up to now in Sections §0l and 7l we followed Sekiguchi and Suwa’s notation ag
for the entries of matrices. However, in order to compare the parameters with those of the Breuil-
Kisin classification, we will henceforth write a;;. In the statement of the following result, we use
the operator P introduced in [£.1.41

7.2.1 Theorem. Let G be a Kummer group scheme. Then there exists L= (l1,...,l,) € (N)" and
upper triangular matrices

[71] a1 a3 ... ain, [7P] by b3 . b1y,
[72]  as3 azn, [7P'2]  bys ban,
A— . B-
[7" 1] an-1n i I
0 [ ] 0 [Pin]

with entries in W/(R), satisfying
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(1) F(A)/A >0, F(B)/B >0,
(2) (pA —PUA)/B > 0,

such that G is the kernel of an isogeny E(A) —> E(B). Moreover when A is chosen, B is unique
up to the equivalence relation ~.
If there exists A and B as above then E(A) contains a finite and flat Kummer subgroup scheme

G and £/G ~ E(B).

Proof: Let us first suppose that (l1,...,0,) = (0,...,0). Then the unique Kummer scheme of
type (0,...,0) is p1pn. In this case any matrix as in the statement is unipotent and so is equivalent
to the identity, since it is invertible. Therefore such a matrix gives rise to the group scheme ji,n.
Conversely A = B = Id satisty the conditions of the theorem.

We will now suppose that all the I; are all strictly positive. The case with some I; equal to zero
can be deduced form this one using Remark [[.T.41

By definition of a Kummer subgroup, it is embedded in a filtered group scheme £(A), for some
A e M, of type l. Moreover by [.TT] it is easy to see that

pA—PUA =V, »r B,

where the matrices B,,,V,, are defined by induction:

B un+1
By = "
0 0 [7rpln+1]
and
V. ,Un+1
Va1 = "
0o ... 0 p[ﬂl7l+1]/ﬂ-pln+1

with w1 and v™*! as in the statement of Theorem [[.1.1. It follows from the same theorem that
E(A)/G ~ &(B). Similar argument for the converse. O

7.2.2 Remark. One significant difference between this theorem and Theorem is that here
we do not provide a normal form, or distinguished choice, for a matrix A defining a Kummer group
scheme. Theorem suggests that maybe one could choose a pair (4, B) of the form (A, F'(A4)).
This is true for instance for n = 2 and at least in some cases for n = 3, as we will see in the next
section.

This theorem should be seen as the analogue in Sekiguchi-Suwa Theory of Theorem [L.2.2] in
Breuil-Kisin Theory.

8 Computation of Kummer group schemes for n = 3

In this section, we apply the general theory to compute some Kummer group schemes for n = 3,
that is to say, those models of p,3 constructed using Sekiguchi-Suwa Theory. From the start, we
see that the complexity of the computations with Witt vectors is a serious obstacle. In fact, the
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difficulty increases with the number of nonzero coefficients of the vectors. It is therefore interesting
to know if in Theorem [[.2.1] we can choose matrices A and B with ”short” Witt vector entries.
The results of [To2] show that in the case n = 2, any Kummer group scheme may be described
by matrices A, B such that A has Teichmiiller entries. We could not settle the question whether
this is possible for all n, but in our opinion it is not very likely. It is much more plausible that A
may be chosen with entries of bounded length; more precisely, it seems reasonable to hope that
each Kummer model of p,» may be defined by a matrix A all whose entries are Witt vectors of
length at most n — 1. However, it is probably impossible to make simple choices simultaneously
for A and B, which means that one should not make a priori assumptions on B. Because of these
remarks, here we compute the Kummer groups defined by matrices A, B € .#3 such that A has
Teichmiiller entries and B is arbitrary.

Even though this is not essential, it will simplify matters to assume throughout that p > 3.
Recall that R is a discrete valuation ring of characteristic 0, residue characteristic p, uniformizer ,
valuation v and v(p) = e. For [ > 1, we denote again by v the induced valuation on R/7'R.
Whenever the context does not allow confusions, we keep the same notation for a Witt vector
a = (ap,a1,...,a;...) € W(R) and its image in W(R/n'R). Following the comments at the
beginning of and the notation in [Z.21] in this section we will write a;; the entries of the
matrices.

8.1 Two lemmas

We collect two easy lemmas for future reference.

8.1.1 Lemma. Letl =1 be an integer. Then the following statements hold.

(1) If pe = (p — 1)l, then for any a € ker(F : I//[\/(R/ﬂ'lR) ) we have v(a;) = 1/p for alli = 0.

(2) For all a,be W(R/x'R) such that v(a;) = 1/p and v(b;) = I/p for all i =0, we have a+ b =
(ao + by, a1 +b1,...).

Proof: This is Lemma 2.4 of [To2]. More precisely, (1) and (2) are proven in the proof of loc. cit.
and the assertion of Lemma 2.4 itself is a combination of these statements. O

8.1.2 Lemma. Let X = (X, X1, Xo,...) and Y = (Y, Y7,Ya,...) be sequences of indeterminates
and So, S1,S2, ... the polynomials giving Witt vector addition (see[3.1).

(1) If the variables X;,Y; are given the weight p, then the polynomial S,(X,Y) € Z[X,Y] is homo-
geneous of degree p™.

(2) We have So(X,Y) = Xo + Y,

Xg + Yop — (Xo+ Yp)P

S1(X,Y) = So(X1, Y1) + 01(Xo, Yo) with o1(Xo,Yo) = »

and
So(X,Y) = So(X2,Y2) + 01(X1,Y1) + 01 <X1 + Y1,01(X0,Y0)) + 02(Xo, Yo)
with , ) ,
XV + Yy — (Xo + Yo)? — poy(Xo, Yp)P
5 )
p
(3) We have 0;(X,-Y) = 0;(X,Y — X) and 0;(X,-Y) = 0;(X, Y — X).

0-2(X07 YYO) =
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(4) For anyl>=1, a,be R/m'R and i = 1,2 we have:
v(0i(a,b)) > min ((ﬂ‘ — 1)v(a) + v(b), (o — D)w(b) + v(a)).
(5) If p = 3, then in the ring W (Z) we have
p=p1—p" L ep’ L eap" aph )

where €3, €3, €4, ... are principal p-adic units.

Proof: (1) is obvious and well-known, (2) is a simple computation, (3) is proven in[3.1.4] (4) follows
from (2) with the help of the binomial theorem, and (5) is proven for example in Lemma 5.2.1
of [MRT]. O

8.2 Computations for n = 2

As already said, the case n = 1 is well-known (see for instance [MRT] Lemma 5.1.1). All the models
of up i are given by certain group schemes, called G ; with [ € N such that p%l =10 Ifl=0
we obtain the group scheme p, p  G,,. One proves (see [To2] § 1) that there exists a model map
between G 1 and Grm 1 if and only if [ > m. Using Lemma [L.1.8] this implies that for models of
Iip, K, the covariant equivalence of Kisin described in § ZTlis given by G, — u'k[[u]]. We recall
that the matrix associated to the Breuil-Kisin module u'k[[u]] is the 1 x 1 matrix (u').

We now consider the case n = 2. First we recall the following lemma.
8.2.1 Lemma. If G is a Kummer group scheme of type (l1,12) then 1y = Is.

Proof: If G is of type (I1,12), it is an extension of G, ; by G, ; so the result follows from [To2],
Lemma 3.2. Another way to see this is to argue that by [2.3.3] there is a model map G 1, 1 — G, 4
and this forces [; > [y, as recalled above. Finally, in the case l1,ls > 0 one can also obtain the
lemma using Theorem [7.2.1] OJ

Now fix 1,13 > 0. We consider a matrix

A [7]  an ;
= e Ma(W/(R)).

0 [x%]

8.2.2 Lemma. The condition A € M, that is to say F(A)/A = 0, is equivalent to the congruence
F)(a15) =0 mod 2. Moreover let

[x"']  aly

0 [x*]

A= e My(W/(R)).

Then djy = ar2 mod 7'2 if and only if A' € My and E(A) ~ E(A").

Proof: By definition we have F'(A)/A > 0 if and only if there exists a positive matrix

[ﬂ(pfl)ll] 612

0 [W(p_l)lz]

C =
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such that F(A) = C+7 A. The equality of entries in position (1,2) gives F(1)(a12) = 72.c2. This
is equivalent to F(1)(ay5) = 0 in W(R/x"2R), which is the first assertion. In order to prove the
second assertion, let A’ € My(W/(R)) be as in the statement. If a}, = a;2 mod 72, then:

(i) F(aly) = F(a19) =0 mod 7’2,
(ii) there exists € W(R) such that a}, = ajz + 7'2.7, s0 A’ = D »p A with D = (0 1)-

By (i) and the first assertion of the lemma we have A" € .#5, and by (ii) and Prop. we
have €(A") ~ &(A). Conversely if A’ € 45 and E(A) ~ E(A’), then by Prop. [6.4.8 there exists a
unitriangular matrix D as above such that A" = D xp A. It follows that a}, = a2 + 72 and
aly = a1z mod 72. O

Now we use Theorem [Z.2.1]in order to tell exactly when A gives rise to a model of y,2, in the
case A is a matrix with Teichmiiller entries.

8.2.3 Proposition. Let

be a matriz with Teichmiiller entries and l1,lo = 0. Then A belongs to Mo and E(A) contains a
finite flat Kummer subgroup G if and only if

(i) p%l =1 =1,
(ii) afy =0 mod 7’2, and

(iii) pajs — 't — —rnr (a12)P =0 mod nPlz,

In such a case, we have E(A)/G ~ E(F(A)). Moreover, if we set Di(T) = > _, Lak, TR k), then

L+ TP — 1 (Dy(Ty) + 72 To)P(1 + 7 Ty)~t =1
7Tl1p ’ 7TPl2 ) ’

G = Spec <R[T1,T2]/<(

Finally G depends only on the reduction of a1y modulo 7*2.

Proof: If [; = 0 or [y = 0, the result comes from the case n = 1 (see [[.I.4]) and is easy so we
suppose that lq,lo > 0. By Theorem [Z.1.1l and Lemmas [R.2.T] and B.2.2] the matrix A gives a finite
flat Kummer group G if and only ~<5 > 11 > Iy, F®)([a12]) =0 mod 7*2 and there exists a vector

u = uio € W/(R) with reduction in ker(F®h) : W(R/WPIQR) ©) such that:

plarz] — [71] = Trir)jmria (w)  mod Ptz (15)

Since Iy = Iy, the congruence F")([a12]) = 0 mod 7' is equivalent to a}, = 0 mod 7'2. Tt remains
only to prove that (IH]) and (iii) are equivalent equations.

First, let us consider the left hand side of the congruence (iii). Using the expression p =
(p, 1 —pP~L,...) € W(R) recalled in BI.2(5) and the minoration v(ai2) > la/p, we find:

plaiz] = (par2, (1 — p*~")(a12)",0,0,...) € W(R/7"2R).
Since p = 3, we have v(pP~!) = (p — 1)e = (p — 1)l > ply. Thus in fact:

plai2] = (paiz, (a12)?,0,0,...) mod 7Pl2,
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Using Lemma [BT.T(2) we obtain
plaiz] — [7"] = (pais — 7', (a12),0,0,...) mod 7P (16)

Now let us turn to the right hand side. We set w := ﬁ. In the same way as before, we obtain

plr"]
ﬂ'pll

— (w,1,0,0,...) mod 7Pz,

It follows that Ty i/ v = [w]u + Vu in W (R/mP"2R). Now note that in W (R/P2R) we have
ker(F(®h)) = ker(F), so it follows from Lemma BII(1) that

w=0 mod 7,

hence also
[wlu=Vu=0 mod ™.

Thus by Lemma BII|(2), their sum in W (R/7P"2R) is computed componentwise:

T - Puy + g, ug + ur, WP ug +
p[ﬂ_ll]/ﬂ.pllu Wup, W uUq Up, W U9 Ui, W us Uy |«

Since u has finitely many nonzero coefficients, we may call uy the last of them. It follows from the
above that

(paia — 7l (a12)?,0,...) = (wuo,wpul + uo,wp2u2 + U1, . ..wpguk + Up_1, U, - ) .
This is possible only if k£ = 0, hence u = (ug,0,...) = [ug] in W(R/7P2R). Now if we identify
Tp[ﬂ.ll]/ﬂ_pllu = (qu,’LL(], 0,0, e ) = (palg - 7Tll, (alg)p,o, NN ),

we obtain ug = (a12)? mod 7P2 and the congruence

p
paiz — 't — o (a12)? =0 mod 7P,

This finishes the proof of the first assertion of the proposition. As a bonus, we see that u = F([a12])
is a solution to (I5]). Then Theorem [[.2.1] shows that £(A)/G ~ E(F(A)). The final expression for
the function ring of G follows from the general theory, which of course provides also the group law.
The final statement follows from the above lemma. O

8.2.4 Remarks. (1) In the set of conditions (i)-(ii)-(iii) of the proposition, the inequality [; > Iy
is a consequence of the rest. Indeed, if we assume the three conditions satisfied except that I; < o,
it is clear that (iii) has no solution.

(2) We recover, with essentially the same proof, all the group schemes exhibited in Tossici’s paper
[To2]. In loc. cit. it is also proven with some more work that if (11,12, a12) and (I1,l2, a’5) give rise
to isomorphic group schemes then ajp = a}, mod 72 and that all models of pp2 are obtained in
this way. Moreover Proposition 3.34 in loc. cit. can be complemented by saying that the existence
of model maps corresponds to the divisibility between their matrices (with Teichmiiller entries).
All these things works also in characteristic 2.

The following remark is the equivalent of f.2.3
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8.2.5 Remark. The above results for n = 2 have consequences for general n. Let G be a finite
flat Kummer group scheme in a filtered group scheme €(A) of type (l1,...,l,) € N*. Then

(1) =& > 1,

(2) h=la=...=l,,
(3) if @jit1 = (a?’iﬂ,ail’iﬂ, . ,aﬁiﬂ, ...) then v(aﬁiﬂ) > lj4q/p for all i, k.

In fact point (1) is already known (first sentences of B2)). For n = 2, point (2) follows from
Lemma 82T and point (3) follows from Lemmas and B1.T[(1). The statement for arbitrary n
follows simply by considering the n — 1 subquotients of G' of order p?, whose matrices are the
diagonal blocks of size (2,2) of the matrix A (see Proposition [G.4.1)]).

8.2.6 Comparison Sekiguchi-Suwa Theory / Breuil-Kisin Theory for n = 2. The existence
of a link between these two theories was already known in [To2], Appendix A but in a less precise
way. Explaining it in details using our formalism will give an idea of what the problems are for
n > 2. We shall construct an explicit bijection between the set of matrices parametrizing models of
pp2 viewed as Kummer group schemes, and the set of matrices parametrizing Breuil-Kisin lattices.

We recall the setting: R is a complete discrete valuation ring with perfect residue field k, totally
ramified over W (k). We fix a uniformizer 7 € R and we call E(u) its minimal polynomial over K,
so that u — 7 induces an isomorphism W (k)[u]/(E(u)) ~ R. Note that since FE(u) is Eisenstein,
we have E(u) = u® + p[E1(u)] mod p? with Ej(u) € k[u], deg(F1(u)) < e and E;(0) # 0.

The central point in the dictionary between the two theories is the map (—)* : k[[u]] — R
sending a power series ¢ = Y.~ cu’ to ¢* = > 77 [¢;]7’. It is an isometry for the u-adic distance
on the domain and the m-adic distance on the target, which means simply that f = ¢ mod u! if
and only if f* = ¢* mod «!, for all I > 0. Moreover, we have the property (u"c)* = 7"c*. For
each [ > 1, the map ¢+ c* induces a map k[u]/u'k[u] ~ R/7'R which for | < e is an isomorphism
of rings but is neither additive nor multiplicative in general. Now, using (—)* we map any matrix

A= ) e g((w)

0

to the matrix
A [71] [af,] e My(W(R)).
0 [r'2]

We claim that A is a y-matrix if and only if A* gives rise to a model of ji,2. In order to prove this,
we just have to check that the congruences in the two columns correspond to each other:

Breuil-Kisin (¢f(.2.) Sekiguchi-Suwa (cfB23])
ﬁ?ll>lg p%l?ll?lg
(a12)? =0 mod u” (a%y)? =0 mod 72

utais + By (u)uht —ut~P=Dh(g19)P =0 mod uP2 | pal, — 7l — 7r(pf'%l)ll(afz)f” =0 mod 7PP
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Since s < e, the equivalence between the congruences in the second line comes from the
isomorphism k[u]/u'k[u] ~ R/7'R. Tt remains only to prove the equivalence of the congruences in
the third line: this is not immediate since R/7P2 R is not isomorphic to k[u]/uP* if ply > e. So we
look at the image under ¢ — ¢* of the Breuil-Kisin congruence

uaiz + E4 (u)ul1 = e~ (=Dl (a12)?  mod P2, (17)

We compute the image of both sides. Since, for a, 5 € k, the difference [a + 3] — [a] — [8] € W (k)
is a multiple of p, one sees that the difference between (u®aio + Ey(u)u't)* and n¢a¥, + [Fy](7)n"
is a multiple of pm¢. Hence using the fact that 2e > pls we see that

(uayy + By (w)ul)* = 7ty + [E1](7)7""  mod nP'2,

where [E1](m) is the evaluation of the polynomial [E1] at u = m. Now using val,(a12) = lo/p and
557 = l2, one sees using the binomial theorem that ((a12)P)* = (af,)? mod 7Pz Putting things
together, it follows that the image of the congruence (I7)) is:

mafy + [B](m)n" = 7o =Dl (af,)P mod wPl.

Since F vanishes at u = 7, we have 7° + p[E1](7) = 0 mod p? (beware that [E;(u)] evaluated at
u = 7 is [F1](7)). Given that p?> =0 mod 72, we may replace 7¢ by —p[FE1](n) in the previous
congruence and obtain:

b
7T(p_1)l1

p[Ei](m)afy — [Ex](m)7" + [E1](m)(afz)? =0 mod =2,
Since [F1](n) is invertible mod 7P%2, this is indeed equivalent to the equation on the Sekiguchi-Suwa
side in the third line. Our claim is thus proved.

As we noticed in 8224(2), the results of [To2] imply that in fact the matrices with Teichmiiller
coefficients that we are considering above on the Sekiguchi-Suwa side are in one-one correspondence
with the models of ji,2 k. Since the map A — A* also preserves divisibility between matrices, it
follows that we have set up a covariant equivalence between the category of u-matrices and the
category of models of pi,2 . We have not proven that this equivalence is the covariant equivalence
constructed by Kisin, but it seems natural to conjecture that they are indeed the same.

8.3 Computations for n = 3

Fix l1,15,l3 > 0. We consider a matrix:

(1] a2 a3
A=| 0 [r2] axn |eBWI(R)).

8.3.1 Lemma. The condition A € M3, i.e. F(A)/A =0, is equivalent to the congruences:

(1) FW(a;5) =0 mod n'2, F2)(ay3) =0 mod 7%, and
(2) F"W(a3) =T

FU1) (a15)
wl2

(023) mod 7Tl3 .
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Moreover if A" = (d);;) € M3 then E(A") ~ E(A) as filtered group schemes if and only if a1 =
az € W(R/m2R), das = az3 € W(R/73R) and

di3=a13+ Twyu, (a23) mod 7’3, (18)
w2

If A has Teichmiiller entries [a;j] and ly = ly = I3 then F(A)/A = 0 is equivalent to the congruences:

(1) @}y =0 mod 72, ab; =0 mod 7’2, and

(2) 724l = agzal, mod wl2tls.

Moreover if A" = ([ai;]) € (W' (R)) with a'; = 7%, then A" € M5 and E(A) ~ E(A) as filtered
group schemes if and only if a5 = a12 mod 72’93 = ass mod 7 and

(a'12 — a12)asgs

> ] mod 3. (19)

[a'13] — [a13] = |
8.3.2 Remark. Here is a remark for later use. Let us suppose that pe > (p — 1)l3 and l3,ls > I3.
Let a;3 = (agg, allg, e ,af?), ...) fori=1,2. Then, if a;3 and a3 satisfy the congruences of the first
part of the above lemma then v(a13) = I3/p®. To prove this we first observe that since F(aa3) =0
mod 73 it follows from Lemma BII(1) that v(aks) > I3/p, for any k. Hence from

F"W(a13) = Ty gy, (@23) mod 7
wl2

it follows that all the components of F'(a13) have valuation at least l3/p. Again by Lemma [BT.T|(1)

we obtain v(a%;) = I3/p? for any k.

Proof: We begin with the general case. By definition we have F'(A)/A > 0 if and only if there
exists a positive matrix

[r(P=Dh] c12 ci3
C = 0 [ﬁ(p_l)lz] Co3
0 0 [r(P—Dis]

such that F'(A) = C »p A. By the case n = 2, this gives the congruences in (i). The equality of
entries in position (1,3) gives:

F(ll)(a’13) = T812(a23) + 7rl3-613-

The coefficient ¢j2 is determined by the equality of entries in position (1,2), namely it is equal to

(1)
%[2‘“2]).012. This gives the congruence (ii).

Let A’ be another matrix in .#5. Then by [6.4.7] we have E(A) ~ E(A’) as filtered group schemes
if and only if there exist Witt vectors 7/, s’, ¢/ such that

[7Tll] a’12 a’13 1 r ¢ [7Tll] a9 ais
A= 0 [a®] a3 [=] 0 1 & |*r| 0 [72] ax
0 0 [xb] 0 0 1 0 0 [x®3]

It is easy to see that r' = % and the rest follows.
We now show how things simplify if one supposes that A has Teichmiiller entries and [y > I > [s.
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Formulas in (1) are immediate, under these hypothesis, from the general case, and we already
found them in the case n = 2. Now let us suppose that

F(ll)([al?,]) =T 10 (fay0)) ([a2s]) mod 3.

nl2
Since (p — 1)1 = 2l = Iy + I3, this is equivalent to say

a2
P _ I3
a3 = az mod 7%,

which is equivalent to (2).
We now study when two matrices with Teichmiiller entries are equivalent. The assertions about
a2 and asz clearly come from the general case. Now let us take an upper triangular matrix

A" = ([a};]) € A5. The condition (I8]) reads, in this case,

[a13] = [a13] + Tagy)-fay0 ([a23]) mod s,

2
Since a}y = a1z + 7'2r for some 7 € R, Iy > I3 and v(ay2),v(a3) = % we have
T[a,m];[m] ([ass]) = [(a}, ;le)az’,] mod 73
T2
So we get
[a'13] = [a13] + (@2 ;le)a%] mod 7113,
as desired. 0

We now state our final result for n = 3, and we provide some comments after the statement.

8.3.3 Theorem. Let 0 < I3 < Iy <1 < ¢/(p — 1) be integers and ajz,a23,a13 € R elements
satisfying the congruences:

@y =0 modn? | aby=0 modn’ | n2a; =agal, mod 72",

Let A = ([a;j]) be the matriz with Teichiiwuller entries of M3 defined by these parameters (Lemmal831).
Assume that 1y = pls. Then the pre-Kummer subgroup G < E(A) is finite flat if and only if the
following congruences are satisfied:

lh P __» _ pla

paijp — 1T — mdl2 =0 modm s

lo p P _ pl3

pags —mw™*° — mam =0 modm s

l p
p D P paiz — T — 7r(p£)1ﬂ1 a19 pls
ay3 = Paiz — a12 — Qo mod 7P*3,

=Dl pl2
When this is the case, we have

(1471 (D (T)+rl2Ty)P(1+rhiTy) -1
mhip ’ 7Pl2 )

G = Spec R[Tl,Tg,Tg]/
(Do (T, To)+7'3T3)P (D1 (Th)+7'2Tp) 1 -1
wPl3
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where D1(T) = Ep(a12T) = Zi;é a’fz% and Do(Th,T5) is a lifting of

Ep(alng)Ep<a23%) mod 71-[3’
which under the above congruences is a polynomial. Finally if A" = ([a'sj]) € M3 then the finite
and flat group scheme of E(A') is isomorphic to G if and only if a'1o = a1z € R/T2R, a'93 = ag3 €
R/73R and
(a’12 — a12)ass
ml2

[a13] = [a13] = [ | mod s, (20)
8.3.4 Remark. (1) This result says that we are able to describe completely the congruences
satisfied by matrices with Teichmiiller entries giving rise to Kummer group schemes of order p?,
under the (light) assumption that I; > pl3. Removing this assumption would require more work.
See the final remarks in for more comments on the case l; < pls. However we do not know if
Kummer group schemes of order p? arising from matrices with Teichmiiller entries provide all the
Kummer group schemes of order p3, under the hypothesis I; > pls.

(2) A consequence of the above statement is that in the situation of B33l we may take B = F(A)
in Theorem [.2.1l See also Remark [[.2.2]

(3) In the third congruence of the second set of congruences, one may in fact remove the term pai3
since e = I > pls. But leaving it emphasizes the similarity with the congruences we obtained with
the Breuil-Kisin approach, as we will see in [8.3.5]

Proof: The dependency on the parameters (in the end of the statement) follows from Lemma R3]
The rest is proven by the general theory, except for the precise shape of the congruences. Proposi-
tion R.2.3] gives the congruences for the subgroup and quotient of degree p? in G to be finite flat, and
fills up the upper left and lower right matrices of size 2. More precisely, we have the congruences:

lh

_ P — pl2
pajp — T - (a12)? =0 mod 772,

p
pass — w2 — o (a23)? =0 mod 7.

With the notations of Theorem [.2.1], we have:

[77h] [afy]  wis

B =B; = 0 [«P2] [abs]
0 0 [xPl]
and
p[rh]/mth V12 V13
Vs = 0 p[n'2]/mP* v23
0 0 plt]/am"

where v12 = v? and va3 = v3 are the following vectors of W (R):

1

vi2 = o (P[alz] =[] = Typpta e [a{f?]) ’
1

V23 = iy (p[a23] —[x"] - Toniz) otz [ag?’]) ’
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Thus G is finite flat if and only if the previous congruences are satisfied as well as the following

last one:

plais] = [a12] = Tppptn) ot w13 — Togp[ahs] =0 mod .

It only remains to prove that this is equivalent to:

p h

p
paig — 1t — a =

p
D7 412

P P = _ .
ap—1h 013 = pa1z — d12 — da3 7pl2

This is done in Subsection R.4]

mod 7P'3.

O

8.3.5 Comparison Sekiguchi-Suwa Theory / Breuil-Kisin Theory for n = 3. We proceed
as in to compare the two theories. Since we conducted the computations only under the
additional assumption /1 > pls on the Sekiguchi-Suwa side, we will stay in this restricted setting.
We consider again the map (—)* : k[[u]] — R, X2, ciu’ — Y2 [c;]7" and the induced map on

matrices:
ull a2 ais [7Tl1]
A=| 0 uk ay |€%B(w) — A= o
0 0 ub 0

We want to check that A is a p-matrix if and only if A* gives rise to a model of ji,3. For this we
compare the congruences from Breuil-Kisin Theory (c¢fB.2.1]) on the left, and the congruences from

Sekiguchi-Suwa Theory (¢f[B23]) on the right.

A aly =0 mod u’2, ab; =0 mod u's

at? =0 mod 7’2, af? =0 mod 7!

o a2’ =0 mod 7

P 4xP = pl3
%3 =0 mod 7

777

at,? mod rlztls

B ufajy + Ut By — ue_(p_l)ha]f2 = (0 mod uP2
uagsy + u2Ey — ue*(l’*l)ZQCL‘Z3 =0 mod uP

pajy — wh

pagy — ' —
C a1o — ulr 295 = 0 mod u's
D ul?aly — alyas3 =0 mod ul2ts

m2afs” = al

E ua1s + a12F1 + Si(ufao, ullEl) + ullEQ

warp+ull By —ue~®-Dhgl p pls
T a5 =0 mod u

_uef(pfl)ll ai:lfg —
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® ) p * P
Pajp— Tl —— Ty Ao
B N TNy G pls
oD 13 = Pa13 — A1p — Qg3 s mod 7

One sees immediately that in the Breuil-Kisin side there is one more equation. We will prove
below that in fact this congruence is a consequence of the others, so we do not bother considering
it for the moment.

In fact, only conditions D and E need to be compared, since the previous ones match by the
case n = 2. The equivalence between the congruences in D is immediate since the operator (—)*
induces an isomorphism on the truncations of level Iy + I3, given that e > [ + I3. We pass to E.
Taking into account our assumption that /1 > pls, on the Breuil-Kisin side we have

uh By = Sl(uealg,uhEl) =0 mod uP.

With what remains, we can see that the two equations are equivalent in the same way as in
It is still true that p> =0 mod 7. So we have 7€ + p[F1](7) =0 mod p? (beware that [E(u)]
evaluated at u = 7 is [E1](7)). With no more difficulty than in the case n = 2 one shows, using
ly = pl, that (af3)* = (af3)? mod 73, (ab;)* = (a3;)? mod 7'* and

. uajs + u By — ue_(p_l)lla’f2 Pk
(’LL a3 + a1 — Pl a23) =

Tay + h [Eq](m) — We_(p_l)lla%
o 71'10[2

waly + afy[Er](r) (afs)” mod 775,
This gives the result.
We now prove that the congruence ajo = u'' 2a93 mod u'3, in the Breuil-Kisin side, is implied
by the others. We first observe that by the Breuil Kisin congruence in E, and since ab; = 0
mod u!3, we have
alpFy = —ue_(p_l)ha‘?3 mod u'3.

D
So, using afy = agg% mod u'3, it follows that

p
—(p— a
a1pBy = —ut® l)llagg—g mod u’. (21)
U
But if we divide ufas — ut Ey = ue_(i”_l)lla‘?2 mod u/?P by u!2, and we consider what we obtain
modulo u’3, we get

p

_ —(p— a )

—ultTl g =@ 1)l1—}22 mod /3.
U

Putting this congruence inside (21I]) one gets the claim. Finally the sets of congruences on the left
is equivalent to the set of congruences on the right.

8.4 Five lemmas

The lemmas in this subsection complete the proof of Theorem B.3.3l We use all the notations
introduced in the statement and the proof of the theorem.

8.4.1 Lemma. Modulo 77", we have:

l p p l l p p
Vg = 1 o a12,01(pa12,—771)—Jl(palg—ﬂl,iam),o,... .

<pa12 T T h 2D

71-Pl2
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Proof: We will compute 7P2v15 = plaja] — [71] — T rta]/mri [(a12)P] modulo mPl2+ls) - Since

v(a12) = la/p, we obtain v(S;([a12], [a12])) = lop'~! for each i € N. For i > 3, we have lpp*~! >
lop? = pla + pl3, hence

plasa] = (para, (1= p"~)(@1a)?, sp" (). ) € W(R/2H0IR), with v(x) > 0.

Note that
0P (ar2)”) = e(p = 1) + pla > ls(p — 1)° + pla > plz + ply
so finally
plara] = (parz, (1 = PP~ H(a12)?,0,...) € W(R/z"2+B) R),
We now compute:

p[alg] — [7Tll] (palg — 7'(' (1 —pp )(alg) + al(palg, —7'('[1),52(])[&12], —[7‘(’11]), .. ) .

Using the minorations v(pai2) = e, v(1—pP~1)(a12)? = Iz, v(7't) = Iy, we obtain S;(p[ai2], —[7"]) =
0 in R/nPl2tB) R,

v(oa(para, —m1)) = (0° = Dl + e = (p° = Dl + (p— Dl = ply + (P> = 2)l1 = plo + ply
so finally
plarz] — [71] = (palg — 7l (1= pP Y (a12)? + o1(parz, —711),0, .. ) )
The last term contributing to vio is

mh

%wwwd@@ﬂ—(iﬂmm G—MIMmem>eWmmWHMm.

We add up and we obtain the lemma. ]

8.4.2 Lemma. In I//I\/(R/ﬁpl3R), we have the equality:
(az3)” p (azs3)?
T, [(a23)"] = ( s (palz — 7l — m(am)p) el (pa12, —7Tll> USSR
Proof: Now we can compute, in W(R/?TPISR) this time:

(az3)? I p
Tolleas?) = (2 (pans —at — 2o

as3)? a93)P D
(wplz) 01 <pa12, _Wll) + (7772)01 <pa12 — 7Tl17 m(alg)p> ,0,.. > .

We simplify a little bit. Using the identity o1(x,y) = o1(x, —y — x), we get

U l

b b
’ 7T(p—l)zl‘(alz)p) =01 (palz -7, -0 (a2)? + 7 — palz) .

01 (pa12 -7

We use the inequality v(01 (a,b)) = min((p—1)v(a) +v(b), (p— 1)v(b) +v(a)) from Lemma[8T2(4).
In our case a = pajs — 7 has valuation /; and b = —ﬁ(alg)p + 7 — payy has valuation at

least plo, and we find

a92 )P .
v <(7r2§23 o1(a, b>> > Iy — plz +min ((p — Dl + pla, b + (p — pla) = pls

so this term vanishes. Finally we obtain the lemma. ]
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8.4.3 Lemma. We have the following equalities in I//[\/(R/WPISR).‘

plais] — [ar2] — Ty, [(a23)"]
= (pa13 — a2, (a13)? + o1(paiz, —a12),0,...)

a0 )P as3 )P
N <( 23) <pa12 _ 7_‘_ll _ Tr(pl_)l)ll (alg)p> 7@01 <pa,12, —ﬂ'll) ,0, .. >

71'10[2 71-10[2
= (cp,c1,C2,...)
with

a23)? l
co = pajz— a2 — (szg <pa12 -7 = ﬁ(alg)l’)

a1 = (a3)?

and ¢; =0, 1 = 2.
Proof: We have
plaiz] — [a12] = (pa13, (a13)",0,...) — (a12,0,...)
= (parz — a1, (a13)P + o1 (pars, —a12), o2 (pars, —a1z), ... ) € W(R/7"3 R).
Recall from LemmaBT.2(4) that v(o2(a,b)) = min ((p* — 1)v(a) + v(b), (p* — 1)v(b) + v(a)). Using
this we see immediately that oy(pais, —aj2) =0 mod 7P13 g0 that
plaiz] — [a12] = (pars — ara, (a13)” + o1 (parz, —aa),0,...) € W(R/mP2R).
So ¢ is as in the statement and

(az3)?

7'('pl 2

c1 = (a13)? + o1(paiz, —ai2) — o1 (palg, —7r11>

(az3)” I p
+ 01 <pa13 — @12, — 2 <pa12 -t = m(am)p) .

Then we have v(o1(pai13, —a12)) = e+ (p—1)la/p = (p — 1)1 = pls,

v<(?ri—33p01 (paiz, —7') ) =2l3—plo+h(p—1)+e+la/p=>pls,

1)(01 (pal?, — aia, —(:ﬁf};p <pa12 —qh — ﬁ(am)p)) ) =>U/p+ (p— 1)z = pls.

8.4.4 Lemma. For uiz = (ug,uy,...), the condition
plars] = [a12] = Tpppinyjmons w13 — Ty [ahs] =0 mod 7',

implies in R/mP5 R:
__>p
€0 = - Yo

» P
ClL —Up = (W) U1

0'1(01, —U()) — Uy = 0.
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1
Proof: Since pg:li] = (W(Pfl)ll , 1,0,...) modulo 7P then

- p Dl
Tp[gil] u13 = [ﬂ-(p—l)h] w13 + Vuiz mod 72,
7Pl

Then by the condition in the statement it follows
[%] U113 = —Vu13 + (C(),Cl,o, A ) = —(O,uo,ul, .. ) + (CQ, 61,0, . )
7T(p iy

Remark that v(cg) = % and v(cy) = l3/p. Also note that by Remark it follows that v(u;) =
l3/p, for all i = 0. We deduce:

[ﬁ] U3 = <Co,(31 —ug, o1(c1, —ug) — U1, —ug, ..., —u,0,.. ) e W(R/m""R)

where wuy, is by definition the last nonzero term in w13 and —uy occurs here at the (k + 1)-th place.
On the other hand,

[ﬁ] U3 = (W(ppml Uo, <7T(p]jl)l1 >p U1, <ﬁ)p2 ug, ..., (ﬁ)pk ug, 0, ... )

where here the term involving uj_occurs at the k-th place. This is not possible if Kk = 2. Hence
k<1 and uiz = (ug,u1,0,...) € W(R/7"3R). And we obtain the expected formulas. O

8.4.5 Lemma. We have u; = 0. Therefore ug = aly and the condition of the previous lemma is
equivalent to the congruence:

Iy p p
bai2 — T = o %12

mod 7P'3.
71-Pl2

Y — p
oDl 13 = P13 — (12 — agg

Proof: We have ug = ¢1— (ﬁ)pal(q, —up). Since ¢; divides oy (c1, —up) € R/TPB R, ug = cyuf
with v(ug) = 0. Write 8 = ¢ (ﬁ) then
p /
co=p- <m)ﬁp01(17u0)
and v(8) = v(c1) = l3/p. We obtain
o b / p /
B =cy + <m>0’1(1,'d0)(60 + <m>ﬁpal(l,u0))p

b
= o+ (gl o1 (L up)ch < B/a" R,

P
Recall that cg = paiz —ais — (:”Tf;; (palg —rh — ﬁ(alg)p). Hence ¢ = —af, € R/7P*R. Now

we come back to the congruence

Lo

paly — T i (a12)P =0 mod P2,

=
If e + v(ai2) < e —li(p — 1) + pv(aia) then v(aiz) =l and afy = 0 € R/7PR.

Ife+wv(az) >e—1li(p—1)+pv(arz), then e—1;(p—1) + pv(ai2) = min(pls, ;) and (ﬁ)a‘% =
0 € R/mPR. Hence 8 = ¢y € R/7PBR. Since 3 = (ﬁ)cl, we obtain the lemma. O
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8.5 Conclusion

The case [1 < plg excluded in Proposition B33 shows the complexity of the ramification. To achieve
this case, we should compute the integrality conditions with matrices with non-Teichmiiller entries
(see the introduction of Section [§). More generally, for n > 4, in order to compute the Breuil-Kisin
modules of Kummer groups, we need to define adapted liftings of parameters to R. In view of
Theorem £.2.2] these choices should be related to E(u) mod p™ in some way.

We have seen that any p-matrix has to satisfy the condition UA/LA > 0. This condition is not
present in the context of the classification of Kummer group schemes. And in the case n = 2 and
n = 3 (with [; > pl3 and matrices with Teichmiiller entries) we have seen that in fact this condition
is consequence of the others. We do not know if we could remove this condition in the classification
of p-matrices.

Let us emphasize that the explicit formulas for Kummer subgroups are relevant not only in the
perpective of classification of Hopf orders of rank p™ ([ChUn|, [GrChl) but also for the computation
of dimension and irreducible components ([Car],[Im]) of Kisin’s variety parametrizing some group
schemes over Ok ([Ki2]). At last, Kummer group schemes could be useful to give an explicit form
for Breuil-Kisin’s equivalence of categories between (Mod /&) and the category of finite flat group
schemes of p-power order.
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