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Abstract. Let q be an integral quadratic form of signature (2,m + 2). We will show that the

Siegel theta functions attached to q satisfies certain symmetries. As an application, we prove

the symmetries for automorphic forms on the orthogonal group of q closely related to Heegener

divisors (Borcherds lifts and automorphic Green functions).

1 Introduction

1.1 The main results

Let (L, q) be a quadratic space over Z of signature (b+, b−) with b− ≥ b+ > 0, and G the

orthogonal group of q. Let Gr(L) be the set of b+-dimensional subspaces v of V = L⊗Z R such

that q|v > 0. The Grassmannian Gr(L) of L is a real analytic manifold on which G(R) acts in

a natural manner. For λ ∈ V and v ∈ Gr(L), we denote by λv and λ⊥
v the projections of λ to v

and v⊥ respectively, where v⊥ is the orthogonal complement of v in V with respect to q. Let L∗

be the dual lattice of L and let H = {τ ∈ C | Im(τ) > 0} be the upper half plane. For α ∈ L∗/L

and (τ, v) ∈ H×Gr(L), we define the Siegel theta function by

Θα(τ, v) =
∑

λ∈α+L

exp
(
2πi

(
τq(λv) + τq(λ⊥

v )
))

.

The Siegel theta function, first introduced by Siegel ([Si]), is of fundamental importance in

number theory. In particular it plays an crucial role in the arithmetic of quadratic forms and

the theory of automorphic forms of several variables.

From now on we assume that b+ = 2, in which case Gr(L) has a structure of hermitian

symmetric domain of type IV. The object of the paper is to show that certain symmetries hold

for the Siegel theta functions. As an application of this result, we obtain similar symmetries for

automorphic forms on Gr(L) closely related to Heegner divisors (Borcherds lifts and automorphic

Green functions).

To state our main results more precisely, let m be a nonnegative integer and S an even

integral positive definite symmetric matrix of degree m. Let L = Zm+4 and q a quadratic form

given by

q(x) =
1

2
txQx (x ∈ L),

1

http://de.arxiv.org/abs/1003.2248v1


where

Q =




1

1

−S

1

1




.

Note that we include the case ofm = 0, in which case q(x) = x1x4+x2x3 for x = t(x1, x2, x3, x4) ∈
Z4.

It is known that Gr(L) is isomorphic to the tube domain D = {(z, w, z′) ∈ H × Cm × H |
2 Im(z)Im(z′)− tIm(w)S Im(w) > 0}. We henceforth consider Θα as a function on H×D. The

main result of the paper is the following additive symmetry for Siegel theta functions.

Theorem 1. For α ∈ L∗/L and a natural number n, we have

∑

a,b,d

Θα

(
τ,

(
az + b

d
,

√
n

d
w, z′

))
=
∑

a,b,d

Θα

(
τ,

(
z,

√
n

d
w,

az′ + b

d

))
,

where (a, b, d) runs over the set Hn = {(a, b, d) ∈ Z3 | a, d > 0, ad = n, 0 ≤ b < d}.

The notion of the additive symmetry was first introduced by the first named author in the

Siegel modular case ([H]). In [HeMu], we defined the additive symmetry for automorphic forms

on O(2,m+ 2) and showed that the Maass space is characterized by the additive symmetry.

To state applications of Theorem 1, we recall the definition of Heegner divisors. For λ ∈ V ,

let D(λ) be the divisor on D corresponding to {v ∈ Gr(L) | Q(λ, v) = 0}. If q(λ) < 0, D(λ) is

isomorphic to a hermitian symmetric domain of type IV associated with q|λ⊥ , where λ⊥ denotes

the orthogonal complement of λ in V with respect to q. For α ∈ L∗/L and n ∈ q(α) + Z with

n < 0, let

H(α, n) =
∑

λ∈α+L, q(λ)=n

D(λ)

be a divisor on D. Then H(α, n) is invariant under the action of Γ∗(L) = {γ ∈ G(R)+ | γL =

L, γ|L∗/L = Id}, and defines an algebraic divisor on Γ∗(L)\D. Here G(R)+ denotes the identity

component of G(R). The Heegner divisor H(α, n) plays an important role in the arithmetic of

Shimura varieties attached to G (for example see [HZ], [GZ], [vdG]).

Borcherds ([Bo2]) constructed a meromorphic automorphic form on Γ∗(L) whose divisor is

a linear combination of Heegner divisors with coefficients in Z. Such an automorphic form

is called a Borcherds lift. A Borcherds lift Ψ is obtained as, essentially, the exponential of

a regularized integral of a weakly holomorphic modular form (for a precise definition, see 5.3)

against the Siegel theta function. Thus Theorem 1 implies the following multiplicative symmetry

for Borcherds lifts:

Corollary 2. Let Ψ be a Borcherds lift. Then we have

∏

a,b,d

Ψ

(
az + b

d
,

√
n

d
w, z′

)
= ǫn(Ψ)

∏

a,b,d

Ψ

(
z,

√
n

d
w,

az′ + b

d

)
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for any natural number n. Here (a, b, d) runs over Hn and ǫn(Ψ) is a complex number of absolute

value 1 depending on n and Ψ.

Finally let Φα,n denote the automorphic Green function associated with the Heegner divisor

H(α, n), which has been introduced and studied by Bruinier ([Br1], [Br2]) and Oda and Tsuzuki

([OT]) independently (for a precise definition of Φα,n, see 6.1). Bruinier ([Br2]) showed that

Φα,n is obtained as a regularized integral of a certain Poincaré series against the Siegel theta

function. Thus, again, Theorem 1 implies

Corollary 3. The automorphic Green function Φα,n satisfies the additive symmetry.

Remark. The above results (Corollaries 2 and 3) suggest that certain symmetries should hold

for Heegner divisors. We hope to study these symmetries in future.

Remark. In this paper, we assume that the Witt index of q is equal to 2 and hence the Q-rank

of G is equal to 2. In the forthcoming paper, we will treat the Hilbert modular case (G = O(2, 2)

of Q-rank 1), which contains some special features.

1.2 The organization of the paper

The paper is organized as follows. In Section 2, after recalling the definition of automorphic

forms on O(2,m+2), we introduce the notions of the additive symmetry and the multiplicative

symmetry. In Section 3, we recall the definition of Siegel theta functions and state the main result

of the paper (Theorem 3.1), the additive symmetry for Siegel theta functions. The definition

of Heegner divisors is recalled in Section 4. In Section 5 and 6, we prove the multiplicative

(respectively additive) symmetry for Borcherds lifts (respectively automorphic Green functions)

assuming Theorem 3.1. Section 7 is devoted to the proof of Theorem 3.1, which relies on a

formula due to Borcherds (Proposition 7.1) and Poisson summation formula. In the final section,

we study several examples of Siegel modular forms of degree 2. In particular, as an application

of the multiplicative symmetry for Borcherds lifts, we show that a holomorphic Siegel cusp form

of weight 12 on Sp2(Z), which is unique up to constant multiples, is not a Borcherds lift.

1.3 Notation

As usual, we denote by N,Z,Q,R and C the set of natural numbers, the ring of rational inte-

gers, the field of rational numbers, the field of real numbers and the field of complex numbers

respectively. For a real symmetric matrix T of degree n, let T (x, y) = txTy and T [x] = T (x, x)

for x, y ∈ Cn. We put e(z) = exp(2πiz) for z ∈ C. Denote by δij the Kronecker’s delta. For a

condition C, we put

δ(C) =




1 if C holds,

0 otherwise.
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2 Automorphic forms on O(2, m+ 2) and the symmetry

Throughout the paper, we fix a positive definite even integral symmetric matrix S of degree

m ≥ 0. For ν ∈ Z≥0, put

Qν =




0 0 Jν

0 −S 0

Jν 0 0


 ,

where Jν = (δi,ν−j+1)1≤i,j≤ν ∈ GLν . Then Qν is an even integral symmetric matrix of signature

(ν,m+ν). Let Lν = Zm+2ν , L∗
ν = Q−1

ν Lν , Vν = Lν ⊗ZR = Rm+2ν and Vν,C = Vν ⊗RC = Cm+2ν .

We often write Q,L,L∗ and V for Q2, L2, L
∗
2 and V2 respectively. Thus

Q =




1

1

−S

1

1




, L = Zm+4, L∗ = Q−1L, V = Rm+4.

We often write (x1, x2, x3) for




x1

x2

x3


 ∈ V1,C (x1, x3 ∈ C, x2 ∈ V0,C = Cm)

if there is no fear of confusion. Let q be a quadratic form on V defined by q(X) = 2−1Q[X] for

X ∈ V .

Denote by G = O(Q) the orthogonal group of Q. Let G(R)+ be the identity component of

G(R) and

D =
{
Z = (z, w, z′) ∈ V1,C | z, z′ ∈ H, w ∈ Cm, Q1[Im(Z)] = 2 Im(z)Im(z′)− S[Im(w)] > 0

}
.

As is well-known, D is a hermitian symmetric domain of type IV. Define an action of G(R)+ on

D and an automorphic factor J : G(R)+ ×D → C× as follows: For Z ∈ D, put

Z̃ =




−Q1[Z]/2

Z

1


 ∈ VC.

Note that Q[Z̃] = 0 and Q(Z̃, Z̃) = 2Q1[Im(Z)] > 0. For g ∈ G(R)+ and Z ∈ D, we define

g〈Z〉 ∈ D and J(g, Z) ∈ C× by

gZ̃ = g̃〈Z〉 J(g, Z).

Let k be an integer and F a function on D. For g ∈ G(R)+, we define the Petersson slash

operator by (F |kg)(Z) = J(g, Z)−kF (g〈Z〉).

4



Let Γ(L) = {γ ∈ G(R)+ | γL = L}. For an index finite subgroup Γ of Γ(L), a unitary

character χ of Γ and k ∈ Z, denote by Ck(Γ, χ) the space of smooth functions F on D satisfying

F |kγ = χ(γ)F for any γ ∈ Γ.

Define two embeddings of SL2 into G by

ι↑(h) =




a −b

a b

1m

−c d

c d




, ι↓(h) =




a −b

−c d

1m

a b

c d




for h =

(
a b

c d

)
∈ SL2. These embeddings commute with each other, and ι↑(SL2(R)) and

ι↓(SL2(R)) are contained in G(R)+.

For F ∈ Ck(Γ, χ) and n ∈ N, we define

F |kT ↑
n(Z) = nk/2−1

∑

a,b,d

F |kι↑
(
√
n
−1

(
a b

0 d

))
(Z)

=
1

n

∑

a,b,d

(n
d

)k
F

(
az + b

d
,

√
n

d
w, z′

)
,

F |kT ↓
n(Z) = nk/2−1

∑

a,b,d

F |kι↓
(
√
n
−1

(
a b

0 d

))
(Z)

=
1

n

∑

a,b,d

(n
d

)k
F

(
τ,

(
z,

√
n

d
w,

az′ + b

d

))
,

where Z = (z, w, z′) ∈ D and (a, b, d) runs over

Hn = {(a, b, d) ∈ Z3 | a, d > 0, ad = n, 0 ≤ b < d}.

Note that F |kT ↑
n and F |kT ↓

n are not in Ck(Γ, χ) in general. For a prime p, we have

F |kT ↑
p (z, w, z

′) = pk−1F
(
pz,

√
pw, z′

)
+ p−1

p−1∑

a=0

F
(
p−1(z + a),

√
p−1w, z′

)

and

F |kT ↓
p

(
z, w, z′

)
= pk−1F

(
z,
√
pw, pz′

)
+ p−1

p−1∑

a=0

F
(
z,
√
p−1w, p−1(z′ + a)

)
.

We say that F ∈ Ck(Γ, χ) satisfies the additive symmetry if the equality

(2.1) F |kT ↑
n = F |kT ↓

n

holds for any n ≥ 1. It is easily seen that F satisfies the additive symmetry if and only if F

satisfies (2.1) for n = p, p any prime number.
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We also define

F |T ↑
n (Z) =

∏

a,b,d

F

(
ι↑

(
√
n
−1

(
a b

0 d

))
〈Z〉
)

=
∏

a,b,d

F

(
az + b

d
,

√
n

d
w, z′

)
,

F |T ↓
n (Z) =

∏

a,b,d

F

(
ι↓

(
√
n
−1

(
a b

0 d

))
〈Z〉
)

=
∏

a,b,d

F

(
z,

√
n

d
w,

az′ + b

d

)
,

where Z = (z, w, z′) ∈ D and (a, b, d) runs over Hn. We say that F satisfies the multiplicative

symmetry if

(2.2) F |T ↑
n = ǫn(F )F |T ↓

n

holds for any n ≥ 1 with a complex number ǫn(F ) of absolute value 1 depending on n and F .

Similarly as above, F satisfies the multiplicative symmetry if and only if F satisfies (2.2) for

n = p, p any prime number.

3 Siegel theta functions

3.1 The Grassmannian

Recall that the Grassmannian Gr(L) of L is the set consisting of 2-dimensional subspaces of

V on which q is positive definite. Then Gr(L) is a hermitian symmetric domain of type IV on

which G(R)+ acts transitively in a natural manner, and isomorphic to D. The isomorphism

from D to Gr(L) is given by Z ∈ D 7→ vZ , the subspace of V generated by Re(Z̃) and Im(Z̃).

3.2 Siegel theta functions

For λ ∈ V and v ∈ Gr(L), let λv and λ⊥
v be the projections of λ to v and v⊥ respectively, where

v⊥ denotes the orthogonal complement of v in V with respect to q. Then q(λ) = q(λv)+ q(λ⊥
v ).

For α ∈ L∗/L, the Siegel theta function Θα is defined by

Θα(τ, v) =
∑

λ∈α+L

e
(
τq(λv) + τq(λ⊥

v )
)

(3.1)

=
∑

λ∈α+L

e

(
i Im(τ)Q[λv ] +

τ

2
Q[λ]

)

for τ ∈ H and v ∈ Gr(L). As a function of v, Θα(τ, v) is invariant under

(3.2) Γ∗(L) = {γ ∈ Γ(L) | γλ ≡ λ (mod L) for any λ ∈ L∗},
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the discriminant group of L. For the automorphy of Θα(τ, v) with respect to τ , see 5.2. By

abuse of notation, we often write Θα(τ, Z) for Θα(τ, vZ). Note that Θα(τ, Z) ∈ C0(Γ∗(L),1) as

a function of Z ∈ D, where 1 stands for the trivial character of Γ∗(L). We easily see that

Θα(τ, Z) =
∑

λ∈α+L

e

(
i Im(τ)

|Q(λ, Z̃)|2
Q1[Im(Z)]

+
τ

2
Q[λ]

)
.

The main result of the paper is stated as follows.

Theorem 3.1. Let α ∈ L∗/L and τ ∈ H. Then Z 7→ Θα(τ, Z) satisfies the additive symmetry.

Namely, for any n ∈ N, we have

∑

a,b,d

Θα

(
τ,

(
az + b

d
,

√
n

d
w, z′

))
=
∑

a,b,d

Θα

(
τ,

(
z,

√
n

d
w,

az′ + b

d

))
,

where (a, b, d) runs over Hn.

We postpone the proof of the theorem until Section 7.

4 Heegner divisors

The quotient XL = Γ∗(L)\D is a quasi-projective algebraic variety over C of dimension m+ 2.

For λ ∈ V with q(λ) < 0, let

D(λ) = {Z ∈ D | Q(λ, Z̃) = 0}

be a complex analytic divisor on D. For α ∈ L∗/L and n ∈ q(α) + Z with n < 0, define

H(α, n) =
∑

λ∈L+α, q(α)=n

D(λ).

Then H(α, n) is a Γ∗(L)-invariant divisor on D, called the Heegner divisor of discriminant

(α, n). It is known that H(α, n) is the inverse image under the canonical projection of an

algebraic divisor on XL, also denoted by H(α, n) (for example see [Br2], 2.2).

5 Borcherds lifts

In this section, we recall the definition of Borcherds lifts after [Bo2] and [Br2], and prove the

multiplicative symmetry for Borcherds lifts assuming Theorem 3.1.

5.1 Metaplectic representations

Let Mp2(R) be the metaplectic group. By definition, Mp2(R) consists of (M,φ), where M ∈
SL2(R) and φ is a holomorphic function on H satisfying φ(τ)2 = j(M, τ), and the product is

given by (M1, φ1(τ))(M2, φ2(τ)) = (M1M2, φ1(M2〈τ〉)φ2(τ)). Here

M〈τ〉 = aτ + b

cτ + d
, j(M, τ) = cτ + d

(
M =

(
a b

c d

)
∈ SL2(R), τ ∈ H

)

7



as usual. Let Mp2(Z) be the inverse image of SL2(Z) under the natural projection Mp2(R) →
SL2(R). It is known that Mp2(Z) is generated by

T =

((
1 1

0 1

)
, 1

)
, S =

((
0 −1

1 0

)
,
√
τ

)
.

Let {eα}α∈L∗/L be the standard basis of the group ring C[L∗/L] with eαeα′ = eα+α′ . Let 〈, 〉
denote the inner product on C[L∗/L] defined by 〈∑α xαeα,

∑
α yαeα〉 =

∑
α xαyα, where α runs

over L∗/L. There exists a unitary representation ρL of Mp2(Z) on C[L∗/L] defined by

ρL(T )eα = e(q(α))eα,

ρL(S)eα =

exp

(
πi

4
m

)

√
|L∗/L|

∑

β∈L∗/L

e(−Q(α, β))eβ

(see [Bo2], §2 and [Br2], 1.1).

For a function f on H with values in C[L∗/L], k ∈ 2−1Z and (M,φ) ∈ Mp2(Z), we put

f |k(M,φ)(τ) = φ(τ)−2kρL(M,φ)−1f(M〈τ〉).

5.2 Automorphy of Siegel theta functions

Set

(5.1) ΘL(τ, Z) =
∑

α∈L∗/L

eαΘα(τ, Z).

For (M,φ) ∈ Mp2(Z), we have

(5.2) ΘL(M〈τ〉, Z) = φ(τ)2 φ(τ)
m+2

ρL(M,φ)ΘL(τ, Z)

(see [Bo2], Theorem 4.1).

5.3 Weakly holomorphic modular forms

For k ∈ 2−1Z, let Mk(ρL) be the space of holomorphic functions f on H with values in C[L∗/L]

satisfying the following two conditions:

(i) For (M,φ) ∈ Mp2(Z), we have f |k(M,φ) = f .

(ii) Let

f(τ) =
∑

α∈L∗/L, n∈q(α)+Z

c(α, n)eα(nτ)

be the Fourier expansion of f , where we put eα(z) = e(z) eα for z ∈ C. For every α ∈ L∗/L,

we have c(α, n) = 0 if n ≪ 0.

We call Mk(ρL) the space of weakly holomorphic modular forms of weight k with respect to ρL.
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5.4

Let f ∈ M−m/2(ρL). For N > 1 and s ∈ C, we put

(5.3) ΦN (Z, f, s) =

∫

FN

〈f(τ),ΘL(τ, Z)〉 Im(τ)−1−sdRe(τ)dIm(τ) (Z ∈ D),

where FN = {τ ∈ H | |Re(τ)| ≤ 1/2, 1 ≤ |τ | ≤ N}. Borcherds ([Bo2]) showed that the limit

(5.4) Φ(Z, f, s) = lim
N→∞

ΦN (Z, f, s)

exists if Re(s) is sufficiently large, and Φ(Z, f, s) is continued to a meromorphic function of s in

C. Denote by Φ(Z, f) the constant term of the Laurent expansion of Φ(Z, f, s) at s = 0. The

following fundamental result is due to Borcherds ([Bo2], Theorem 13.3; see also [Br2], 3.4).

Theorem 5.1. Let f ∈ M−m/2(ρL) and suppose that

(5.5) c(α, n) ∈ Z for α ∈ L∗/L and n ≤ 0.

Then there exists a meromorphic automorphic form Ψf (Z) on Γ∗(L) of weight c(0, 0)/2 and

some multiplier system of Γ∗(L) of finite order satisfying the following properties.

(i) The divisor of Ψf (Z) is given by

1

2

∑

α∈L∗/L

∑

n∈q(α)+Z, n<0

c(α, n)H(α, n).

Here the multiplicities of H(α, n) are 2 (respectively 1) if 2α = 0 (respectively if 2α 6= 0)

in L∗/L.

(ii) We have

log |Ψf (Z)| = −1

4
Φ(Z, f)− c(0, 0)

2

(
logQ1[Im(Z)] + Γ′(1)/2 + log

√
2π
)
.

(iii) For each Weyl chamber W with respect to f , the product expansion

Ψf (Z) = C e(Q1(Z, ρf (W )))×
∏

λ∈L∗

1
,(λ,W )>0

(1− e(Q1(λ,Z)))c(λ̂,Q1[λ]/2)

holds if Q1[Im(Z)] ≫ 0 and Im(Z)/
√

Q1[Im(Z)] ∈ W . Here C is a constant of absolute

value 1, ρf (W ) ∈ V1 is the Weyl vector attached to (f,W ) and λ̂ is the element of L∗/L

whose natural projection to L∗
1/L1 is λ + L1. (For the definitions of Weyl chambers and

Weyl vectors, see [Bo2].)

We also have the following converse theorem due to Bruinier ([Br2], Theorem 5.12).

Theorem 5.2. Let Ψ be a meromorphic automorphic form on Γ∗(L) whose divisor is a Z-

linear combination of Heegner divisors. Then there exists a weakly holomorohic modular form

f ∈ M−m/2(ρL) satisfying (5.5) such that Ψ is a nonzero constant multiple of Ψf .

We call Ψ satisfying the condition of Theorem 5.2 a Borcherds lift on Γ∗(L).
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5.5 Multiplicative symmetry for Borcherds lifts

Theorem 5.3. Let Ψ be a Borcherds lift on Γ∗(L). Then Ψ satisfies the multiplicative symmetry.

Proof. We may suppose that Ψ = Ψf with some f ∈ M−m/2(ρL). By Theorem 3.1 and the

definition of Φ(Z, f), Z 7→ Φ(Z, f) satisfies the additive symmetry. The multiplicative symmetry

for Ψf follows directly from this fact in view of Theorem 5.1 (ii).

6 Automorphic Green functions

6.1 Automorphic Green functions

The automorphic Green functions associated with Heegner divisors have been introduced by

Bruinier ([Br1], [Br2]) and Oda and Tsuzuki ([OT]) independently. Note that the unitary group

case is also studied by Oda and Tsuzuki. The automorphic Green functions are also studied

by Bruinier and Kühn ([BK]) from an arithmetic point of view. In this section, we recall

the definition of the automorphic Green functions mainly after [BK], and show their additive

symmetry assuming Theorem 3.1.

Put κ = (m+ 4)/2. Let α ∈ L∗/L and n ∈ q(α) + Z with n < 0. For Z ∈ D \H(α, n) and

s ∈ C with Re(s) > κ/2, we set

Φα,n(Z, s) = 2
Γ(s+ κ/2− 1)

Γ(2s)

(6.1)

×
∑

λ∈α+L, q(λ)=n

(
n

n− q(λZ)

)s+κ/2−1

F

(
s+

κ

2
− 1, s− κ

2
+ 1, 2s ;

n

n− q(λZ)

)
,

where λZ = λvZ and

F (a, b, c; z) =
∞∑

k=0

(a)k(b)k
(c)k

zk

k!
,

(a)k =
Γ(a+ k)

Γ(a)
.

Note that q(λZ) = (2Q1[Im(Z)])−1|Q(λ, Z̃)|2. The series (6.1) converges locally uniformly for

Z ∈ D \H(α, n) and Re(s) > κ/2. It is easy to see that Φα,n(Z, s) is Γ
∗(L)-invariant in Z.

Theorem 6.1 ([Br1], [Br2], [OT]). (i) The function Φα,n(Z, s) has a meromorphic continu-

ation in s to a neighborhood of κ/2 with a simple pole at s = κ/2.

(ii) As a function of Z, Φα,n(Z, s) is real analytic on D \ H(α, n) and has a logarithmic

singularity along H(α, n). Namely, if U is a compact neighborhood of any Z0 ∈ D, there

exists a finite set S(U) of λ ∈ α+ L with q(λ) = n such that

Φα,n(Z, s) = −4
∑

λ∈S(U)

log q(λZ) +O(1)
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on U .

(iii) Let ∆ denote the G(R)-invariant Laplace operator on D induced by the Casimir element

of the Lie algebra of G(R) normalized as in [Br2], page 72. Then we have

∆Φα,n(Z, s) = Λ(s)Φα,n(Z, s),

where

Λ(s) =
1

2

(
s− κ

2

)(
s+

κ

2
− 1
)
.

(iv) Suppose that Re(s) > κ/2. Then Φα,n(Z, s) ∈ L1(XL). If f is a smooth bounded function

on XL with ∆f = Λff , then

∫

XL

Φα,n(Z, s) f(Z)Ωm+2 = − m+ 2

2Γ(s− κ/2 + 1)

1

Λf − Λ(s)

∫

H(α,n)
f(Z)Ωm+1.

Here Ω = −ddc logQ(Z̃, Z̃).

We call Φα,n(Z, s) the automorphic Green function associated with the Heegner divisor

H(α, n).

6.2 The additive symmetry for automorphic Green functions

Theorem 6.2. For α ∈ L∗/L and n ∈ q(α) + Z with n < 0, the automorphic Green function

Φα,n(Z, s) satisfies the additive symmetry in Z.

Proof. To prove the theorem, we recall the result of Bruinier ([Br2]). Put k = −m/2 and

Ms(y) = ys−k/2e−y/2
∞∑

l=0

(s+ k/2)l
(2s)l l!

yl (y > 0, s ∈ C).

Define the non-holomorphic Poincaré series

Fα,n(τ, s) =
1

2Γ(2s)

∑

(M,φ)∈Γ̃∞\Mp2(Z)

[Ms(4π|n|y)eα(nx)] |k(M,φ),

where τ = x + iy ∈ H, s ∈ C with Re(s) > 1 and Γ̃∞ is the subgroup of Mp2(Z) generated by

T . Then we have

Φα,n(Z, s) = lim
u→∞

∫

Fu

〈Fα,n(τ, s),ΘL(τ, Z)〉 ydxdy
y2

,

where Fu = {τ = x + iy | |τ | ≥ 1, |x| ≥ 1/2, y ≤ u} if Re(s) is sufficiently large ([Br2], 2.2 and

2.3). The additive symmetry for Φα,n(Z, s) follows directly from that of ΘL(τ, Z).

11



7 Proof of Theorem 3.1

7.1 Reduction

First note that, to prove Theorem 3.1, it suffices to show

Θα

(
τ,
(
pz,

√
pw, z′

))
+

p−1∑

a=0

Θα

(
τ,
(
p−1(z + a),

√
p−1w, z′

))
(7.1)

= Θα

(
τ,
(
z,
√
pw, pz′

))
+

p−1∑

a=0

Θα

(
τ,
(
z,
√
p−1w, p−1(z′ + a)

))

for any α ∈ L∗/L and any prime p. Thrroughout this section, we fix an α ∈ L∗/L and a prime

p. Take an α0 ∈ L∗
0 such that

α ≡




0

0

α0

0

0




(mod L)

and put

α1 = (0, α0, 0) ∈ L∗
1.

Let Y = {Y = t(y1, . . . , ym+2) ∈ V1 | Q1[Y ] > 0, y1 > 0}. Note that Im(Z) ∈ Y for Z ∈ D,

and that Y is naturally identified with the Grassmannian of L1. For τ ∈ H, Y ∈ Y, r, t ∈ V1, we

define the generalized Siegel theta function θα1
for L1 by

(7.2) θα1
(τ, Y ; r, t) =

∑

λ∈α1+L1

e

(
i Im(τ)

Q1(λ+ t, Y )2

Q1[Y ]
+

τ

2
Q1[λ+ t]−Q1

(
λ+

t

2
, r

))
.

The following formula due to Borcherds ([Bo2], Theorem 5.2; see also [Br], Theorem 2.4)

plays a crucial role in the proof of Theorem 3.1.

Proposition 7.1. We have

Θα(τ, Z) =

√
Q1[YZ ]

2 Im(τ)

∑

c,d∈Z

e

(
i |cτ + d|2 Q1[YZ ]

4 Im(τ)

)
θα1

(τ, YZ ; dXZ ,−cXZ),

where XZ = Re(Z) and YZ = Im(Z), and α1 as defined above.

From now on we fix τ ∈ H and Z ∈ D. Let

X = XZ = (x,X0, x
′), Y = YZ = (y, Y0, y

′) (x, x′ ∈ R, y, y′ ∈ R>0,X0, Y0 ∈ V0 = Rm)

and put

X↑
+ = (px,

√
pX0, x

′), Y ↑
+ = (py,

√
pY0, y

′),

X↑
−(a) = (p−1(x+ a),

√
p−1X0, x

′), Y ↑
− = (p−1y,

√
p−1Y0, y

′),

X↓
+ = (x,

√
pX0, px

′), Y ↓
+ = (y,

√
pY0, py

′),

X↓
−(a) = (x,

√
p−1X0, p

−1(x′ + a)), Y ↓
− = (y,

√
p−1Y0, p

−1y′)
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for a ∈ Z. We set

I↑+(c, d) = θα1
(τ, Y ↑

+; dX
↑
+,−cX↑

+),

I↑−(c, d) =

p−1∑

a=0

θα1
(τ, Y ↑

−; dX
↑
−(a),−cX↑

−(a)),

I↓+(c, d) = θα1
(τ, Y ↓

+; dX
↓
+,−cX↓

+),

I↓−(c, d) =

p−1∑

a=0

θα1
(τ, Y ↓

−; dX
↓
−(a),−cX↓

−(a))

for c, d ∈ Z. Observe that Q1[Y
↑
+] = Q1[Y

↓
+] = pQ1[Y ] and Q1[Y

↑
−] = Q1[Y

↓
−] = p−1Q1[Y ]. In

view of Proposition 7.1, the proof of (7.1) is reduced to the following equality:

∑

c,d∈Z

e

(
p
i |cτ + d|2 Q1[YZ ]

4 Im(τ)

)
I↑+(c, d) + p−1

∑

c,d∈Z

e

(
p−1 i |cτ + d|2 Q1[YZ ]

4 Im(τ)

)
I↑−(c, d)(7.3)

=
∑

c,d∈Z

e

(
p
i |cτ + d|2 Q1[YZ ]

4 Im(τ)

)
I↓+(c, d) + p−1

∑

c,d∈Z

e

(
p−1 i |cτ + d|2 Q1[YZ ]

4 Im(τ)

)
I↓−(c, d)

Theorem 7.2. (i) If p ∤ m or p ∤ n, we have

(7.4) I↑−(c, d) = I↓−(c, d).

(ii) If p|m and p|n, we have

(7.5) I↑−(c, d) = p I↓+(p
−1c, p−1d)

and

(7.6) I↓−(c, d) = p I↑+(p
−1c, p−1d).

We now show that Theorem 7.2 implies the equality (7.3) and hence Theorem 3.1. By (7.4),

the left-hand side of (7.3) is equal to

∑

c,d∈Z

e

(
p
i |cτ + d|2 Q1[Y ]

4 Im(τ)

)
I↑+(c, d) +

∑

c,d∈Z

e

(
p
i |cτ + d|2 Q1[Y ]

4 Im(τ)

)
I↓+(c, d)

+ p−1
∑

(c,d)∈Λp

e

(
p−1 i |cτ + d|2 Q1[Y ]

4 Im(τ)

)
I↑−(c, d),

where Λp = {(c, d) ∈ Z2 | p ∤ m or p ∤ n}. Similarly, by (7.6), the right-hand side of (7.3) is equal

to

∑

c,d∈Z

e

(
p
i |cτ + d|2 Q1[Y ]

4 Im(τ)

)
I↓+(c, d) +

∑

c,d∈Z

e

(
p
i |cτ + d|2 Q1[Y ]

4 Im(τ)

)
I↑+(c, d)

+ p−1
∑

(c,d)∈Λp

e

(
p−1 i |cτ + d|2 Q1[Y ]

4 Im(τ)

)
I↓−(c, d).

The equality (7.3) now follows from (7.4).
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7.2 Generalized Siegel theta functions

To prove Theorem 7.2, we need the following formulas for generalized Siegel theta functions.

Lemma 7.3. Let X = (x,X0, x
′) ∈ V1 and Y = (y, Y0, y

′) ∈ Y.

(i) We have

θα1
(τ, Y ; dX,−cX)(7.7)

= e

(
cd

2
(2xx′ − S[X0])

)

×
∑

l, l′∈Z
λ0∈α0+L0

e

(
i Im(τ)

Q1[Y ]

{
(l − cx)y′ + (l′ − cx′)y − S(λ0 − cX0, Y0)

}2

+
τ

2

(
2(l − cx)(l′ − cx′)− S[λ0 − cX0]

)
− d

(
lx′ + l′x− S(λ0,X0)

))
.

(ii) We have

θα1
(τ, Y ; dX,−cX)(7.8)

=

√
Q1[Y ]

2y2Im(τ)
e

(
cd

2
(2xx′ − S[X0])

)

×
∑

l∈Z
λ0∈α0+L0

e

(
i Im(τ)

Q1[Y ]

{
(l − cx)y′ − cx′y − S(λ0 − cX0, Y0)

}2

+
τ

2

(
−2cx′(l − cx)− S[λ0 − cX0]

)
− d

(
lx′ − S(λ0,X0)

))

∑

l′∈Z

e

(
iQ1[Y ]

4y2Im(τ)

{
l′ +

2iyIm(τ)

Q1[Y ]

(
(l − cx)y′ − cx′y − S(λ0 − cX0, Y0)

)

+ τ(l − cx)− dx
}2
)

and

θα1
(τ, Y ; dX,−cX)(7.9)

=

√
Q1[Y ]

2(y′)2Im(τ)
e

(
cd

2
(2xx′ − S[X0])

)

×
∑

l′∈Z
λ0∈α0+L0

e

(
i Im(τ)

Q1[Y ]

{
−cxy′ + (l′ − cx′)y − S(λ0 − cX0, Y0)

}2

+
τ

2

(
−2cx(l′ − cx′)− S[λ0 − cX0]

)
− d

(
l′x− S(λ0,X0)

))

∑

l∈Z

e

(
iQ1[Y ]

4(y′)2Im(τ)

{
l +

2iy′Im(τ)

Q1[Y ]

(
−cxy′ + (l′ − cx′)y − S(λ0 − cX0, Y0)

)

+ τ(l′ − cx′)− dx′
}2
)
.
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Proof. The first assertion is immediate from (7.2). The equality (7.8) (respectively (7.9)) is

obtained by applying the Poisson summation formula to the sum over l′ ∈ Z (respectively l ∈ Z)

in the right-hand side of (7.7).

7.3 Proof of Theorem 7.2 (i)

In this and the next subsections, we keep the notation of 7.1. In view of (7.7), we have

I↑−(c, d)

(7.10)

=
∑

l, l′∈Z
λ0∈α0+L0

p−1∑

a=0

e

(
cd

2

(
2p−1(x+ a)x′ − p−1S[X0]

)

+p
i Im(τ)

Q1[Y ]

{(
l − p−1c(x+ a)

)
y′ + p−1(l′ − cx′)y − S(λ0 − c

√
p−1X0,

√
p−1Y0)

}2

+
τ

2

(
2
(
l − p−1c(x+ a)

)
(l′ − cx′)− S[λ0 − c

√
p−1X0]

)

−d
(
lx′ + p−1l′(x+ a)− S(λ0,

√
p−1X0)

))

and

I↓−(c, d)

(7.11)

=
∑

l, l′∈Z
λ0∈α0+L0

p−1∑

a=0

e

(
cd

2

(
2p−1x(x′ + a)− p−1S[X0]

)

+p
i Im(τ)

Q1[Y ]

{
p−1(l − cx)y′ +

(
l′ − p−1c(x′ + a)

)
y − S(λ0 − c

√
p−1X0,

√
p−1Y0)

}2

+
τ

2

(
2(l − cx)

(
l′ − p−1c(x′ + a)

)
− S[λ0 − c

√
p−1X0]

)

−d
(
p−1l(x′ + a) + l′x− S(λ0,

√
p−1X0)

))
.

First suppose that p|c and p ∤ d. Changing l into l + p−1ca in the sum (7.10), we obtain

I↑−(c, d)

= e

(
cd

2p
(2xx′ − S[X0])

)

∑

l,l′∈Z
λ0∈α0+L0

e

(
p
i Im(τ)

Q1[Y ]

{
(l − p−1cx)y′ + p−1(l′ − cx′)y − S(λ0 − c

√
p−1X0,

√
p−1Y0)

}2

+
τ

2

(
2(l − p−1cx)(l′ − cx′)− S[λ0 − c

√
p−1X0]

)
− d
(
lx′ + p−1l′x− S(λ0,

√
p−1X0)

))

×
p−1∑

a=0

e

(
−dl′

p
a

)
.
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Since the last sum is equal to p δ(p|l′), we have

I↑−(c, d)

= p e

(
cd

2p
(2xx′ − S[X0])

)

∑

l,l′∈Z
λ0∈α0+L0

e

(
p
i Im(τ)

Q1[Y ]

{
(l − p−1cx)y′ + (l′ − p−1cx′)y − S(λ0 − c

√
p−1X0,

√
p−1Y0)

}2

+
τ

2

(
2p(l − p−1cx)(l′ − p−1cx′)− S[λ0 − c

√
p−1X0]

)
− d
(
lx′ + l′x− S(λ0,

√
p−1X0)

))
.

A similar calculation shows that I↓−(c, d) is equal to the right-hand side of the above equality.

Thus the equality (7.4) has been proved in the case p|c and p ∤ d.

Next suppose that p ∤ c. Then l1 = pl − ca runs over Z as l runs over Z and a over

{0, 1, . . . , p − 1}. Take an integer c0 such that cc0 ≡ 1 (mod p). Then a ≡ −c0l1 (mod p). In

view of (7.10), we have

I↑−(c, d)

= e

(
cd

2p
(2xx′ − S[X0])

)

∑

l1,l′∈Z
λ0∈α0+L0

e

(
p
i Im(τ)

Q1[Y ]

{
p−1(l1 − cx)y′ + p−1(l′ − cx′)y − S(λ0 − c

√
p−1X0,

√
p−1Y0)

}2

+
τ

2

(
2p−1(l1 − cx)(l′ − cx′)− S[λ0 − c

√
p−1X0]

)
− d
(
p−1l1x

′ + p−1l′x− S(λ0,
√
p−1X0)

)

+p−1c0dl1l
′
)
.

On the other hand, since l′1 = pl′ − ca runs over Z as l runs over Z and a over {0, 1, . . . , p− 1},
and since a ≡ −c0l

′
1 (mod p), we obtain

I↓−(c, d)

= e

(
cd

2p
(2xx′ − S[X0])

)

∑

l,l′
1
∈Z

λ0∈α0+L0

e

(
p
i Im(τ)

Q1[Y ]

{
p−1(l − cx)y′ + p−1(l′1 − cx′)y − S(λ0 − c

√
p−1X0,

√
p−1Y0)

}2

+
τ

2

(
2p−1(l − cx)(l′1 − cx′)− S[λ0 − c

√
p−1X0]

)
− d
(
p−1lx′ + p−1l′1x− S(λ0,

√
p−1X0)

)

+p−1c0dll
′
1

)
.

Comparing these two expressions, we obtain the equality (7.4) in the case p ∤ c.
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7.4 Proof of Theorem 7.2 (ii)

Suppose that p|c and p|d. By (7.8), we have

I↑−(c, d)

=
√
p

√
Q1[Y ]

2y2Im(τ)

p−1∑

a=0

e

(
cd

2

(
2p−1(x+ a)x′ − p−1S[X0]

))

∑

l∈Z
λ0∈α0+L0

e

(
p
i Im(τ)

Q1[Y ]

{(
l − p−1c(x+ a)

)
y′ − p−1cx′y − S(λ0 − c

√
p−1X0,

√
p−1Y0)

}2

+
τ

2

(
−2cx′

(
l − p−1c(x+ a)

)
− S[λ0 − c

√
p−1X0]

)
− d

(
lx′ − S(λ0,

√
p−1X0)

))

∑

l′∈Z

e

(
p

iQ1[Y ]

4y2Im(τ)

{
l′ +

2iyIm(τ)

Q1[Y ]

((
l − p−1c(x+ a)

)
y′ − p−1cx′y − S(λ0 − c

√
p−1X0,

√
p−1Y0)

)

+τ
(
l − p−1c(x+ a)

)
− p−1d(x+ a)

}2
)
.

Changing l into l + p−1ca and l′ into l′ + p−1da respectively, we see that I↑−(c, d) is equal to

p
√
p

√
Q1[Y ]

2y2Im(τ)
e

(
cd

2p

(
2xx′ − S[X0]

))
(7.12)

×
∑

l∈Z
λ0∈α0+L0

e

(
p
i Im(τ)

Q1[Y ]

{
(l − p−1cx)y′ − p−1cx′y − S(λ0 − c

√
p−1X0,

√
p−1Y0)

}2

+
τ

2

(
−2cx′(l − p−1cx)− S[λ0 − c

√
p−1X0]

)
− d

(
lx′ − S(λ0,

√
p−1X0)

))

∑

l′∈Z

e

(
p

iQ1[Y ]

4y2Im(τ)

{
l′ + p−1 2iyIm(τ)

Q1[Y ]

(
p(l − p−1cx)y′ − cx′y − S(λ0 − c

√
p−1X0,

√
pY0)

)

+τ(l − p−1cx)− p−1dx
}2
)
.
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Using again (7.8), we see that pI↓+(p
−1c, p−1d) is equal to

p
√
p

√
Q1[Y ]

2y2Im(τ)
e

(
cd

2p

(
2xx′ − S[X0]

))
(7.13)

×
∑

l∈Z
λ0∈α0+L0

e

(
p−1 i Im(τ)

Q1[Y ]

{(
l − (p−1c)x

)
py′ − (p−1c)px′y − S(λ0 − (p−1c)

√
pX0,

√
pY0)

}2

+
τ

2

(
−2(p−1c)px′

(
l − (p−1c)x

)
− S[λ0 − (p−1c)

√
pX0]

)
− p−1d

(
lpx′ − S(λ0,

√
pX0)

))

∑

l′∈Z

e

(
p

iQ1[Y ]

4y2Im(τ)

{
l′ + p−1 2iyIm(τ)

Q1[Y ]

((
l − (p−1c)x

)
py′ − (p−1c)px′y

−S(λ0 − (p−1c)
√
pX0,

√
pY0)

)
+ τ

(
l − (p−1c)x

)
− (p−1d)x

}2
)
.

Comparing (7.12) and (7.13), we obtain the equality (7.5). The equality (7.6) is proved in a

similar manner. Then the proof of Theorem 7.2 has been completed.

8 Examples

8.1 Siegel modular forms of degree two

In this section, we consider the case where m = 1 and S = (2). In this case, D is isomorphic to

the Siegel upper half space H2 of degree 2, and the space of holomorphic automorphic forms on

Γ∗(L) of weight k is naturally identified with the space Mk(Γ2) of holomorphic Siegel modular

forms on Γ2 = Sp2(Z) of weight k. We denote by Sk(Γ2) the space of cusp forms in Mk(Γ2).

It is known that S10(Γ2) and S12(Γ2) are one dimensional. Let χ10 and χ12 be nonzero

elements of S10(Γ2) and S12(Γ2) respectively. Then χ10 is a Borcherds lift ([GN]) and hence

satisfies the multiplicative symmetry. We will show that, on the other hand, χ12 does not satisfy

the multiplicative symmetry and hence is not a Borcherds lift.

8.2 The Saito-Kurokawa lifting

To calculate the Fourier coefficients of χ10 and χ12, it is convenient to express them as Saito-

Kurokawa lifts (see [EZ]). Let k,m ∈ N. For a holomorphic function φ on H× C, we put

(φ|k.mγ)(τ, z) = (cτ + d)−ke

(
m

−cz2

cτ + d

)
φ

(
aτ + b

cτ + d
,

z

cτ + d

) (
γ =

(
a b

c d

)
∈ SL2(R)

)
,

(φ|m[λ, µ])(τ, z) = e
(
−m(λ2τ + 2λz)

)
φ(τ, z + λτ + µ) (λ, µ ∈ R).

Let Jk,m be the space of holomorphic functions φ on H× C satifying

φ|k,mγ = φ (γ ∈ SL2(Z)),

φ|m[λ, µ] = φ (λ, µ ∈ Z)
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and cφ(n, r) = 0 unless 4nm ≥ r2, where φ(τ, z) =
∑

n,r∈Z cφ(n, r)e(nτ + rz) is the Fourier

expansion of φ. We call Jk,m the space of holomorphic Jacobi forms of weight k and index m.

Let Jcusp
k,1 = {φ ∈ Jk,m | cφ(n, r) = 0 unless 4nm > r2} be the space of Jacobi cusp forms of

weight k and index m. For φ ∈ Jcusp
k,1 and m ∈ Z>0, we put

(φ|Vm)(τ, z) = mk−1
∑

ξ

(cτ + d)−ke

(
m

−cz2

cτ + d

)
φ

(
aτ + b

cτ + d
,

z

cτ + d

)
,

where ξ =

(
a b

c d

)
runs over SL2(Z)\M2(Z) with det ξ = m. Then φ|Vm ∈ Jcusp

k,m . In what

follows, we write (τ, z, τ ′) for

(
τ z

z τ ′

)
∈ H2. Define

V(φ)(τ, z, τ ′) =
∞∑

m=1

(φ|Vm)(τ, z)e(mτ ′) ((τ, z, τ ′) ∈ H2).

The Saito-Kurokawa lift V(φ) belongs to Sk(Γ2) and its Fourier expansion is given by

V(φ)(τ, z, τ ′) =
∑

n,r,m∈Z, 4nm>r2, n>0

A(n, r,m)e(nτ + rz +mτ ′),

where

A(n, r,m) =
∑

0<d|(n,r,m)

dk−1cφ
(
nm/d2, r/d

)

(see [EZ] §3).

8.3 The Siegel modular forms χ10 and χ12

For k ∈ Z with k ≥ 4, put

Ek(τ) =
1

2

∑

c,d∈Z,(c,d)=1

(cτ + d)−k (τ ∈ H),

Ek,1(τ, z) =
1

2

∑

c,d∈Z,(c,d)=1

∑

λ∈Z

(cτ + d)−ke

(
λ2 aτ + b

cτ + d
+ 2λ

z

cτ + d
− cz2

cτ + d

)
((τ, z) ∈ H×C).

Then Ek ∈ Mk(SL2(Z)) and Ek,1 ∈ Jk,1. Set

φ10,1 =
1

144
(E6(τ)E4,1(τ, z) − E4(τ)E6,1(τ, z))

=
(
ζ − 2 + ζ−1

)
q +

(
−2ζ2 − 16ζ + 36− 16ζ−1 − 2ζ−2

)
q2

+
(
ζ3 + 36ζ2 + 99ζ − 272 + 99ζ−1 + 36ζ−2 + ζ−3

)
q3 + · · · ,

φ12,1 =
1

144

(
E4(τ)

2E4,1(τ, z)− E6(τ)E6,1(τ, z)
)

=
(
ζ + 10 + ζ−1

)
q +

(
10ζ2 − 88ζ − 132− 88ζ−1 + 10ζ−2

)
q2

+
(
ζ3 − 132ζ2 + 1275ζ + 736 + 1275ζ−1 − 132ζ−2 + ζ−3

)
q3 + · · · ,
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where q = e(τ), ζ = e(z). Then φ10,1 ∈ Jcusp
10,1 and φ12,1 ∈ Jcusp

12,1 . Let χ10 = V(φ10,1) and

χ12 = V(φ12,1) be the Saito-Kurokawa lifts of φ10,1 and φ12,1 respectively. It is known that

S10(Γ2) = Cχ10 and S12(Γ2) = Cχ12, and that χ10 is a Borcherds lift.

8.4 Relations satisfied by Fourier coefficients of Borcherds lifts

Let

F (τ, z, τ ′) =
∑

n,r,m

AF (n, r,m)e(nτ + rz +mτ ′) ∈ Sk(Γ2).

We make a convention that AF (n, r,m) = 0 unless 4nm > r2 and n > 0. Put

F ↑(τ, z, τ ′) = F |T ↑
2 (τ,

√
2z, τ ′)

= F (2τ, 2z, τ ′)F (τ/2, z, τ ′)F ((τ + 1)/2, z, τ ′)

and

F ↓(τ, z, τ ′) = F |T ↓
2 (τ,

√
2z, τ ′)

= F (τ, 2z, 2τ ′)F (τ, z, τ ′/2)F (τ, z, (τ ′ + 1)/2)).

Let

F ↑(τ, z, τ ′) =
∑

n,r,m

A↑
F (n, r,m)e(nτ + rz +mτ ′),

F ↓(τ, z, τ ′) =
∑

n,r,m

A↓
F (n, r,m)e(nτ + rz +mτ ′)

be the Fourier expansions of F ↑ and F ↓ respectively.

Lemma 8.1. Suppose that F is a Borcherds lift. Then there exists a complex number ǫ of

absolute value 1 such that A↑
F (n, r,m) = ǫA↓

F (n, r,m) for every n, r,m.

Proof. This follows from Theorem 5.3.

A straightforward calculation shows the following:

Lemma 8.2. Let F ∈ Sk(Γ2). For r ∈ Z, we have

A↑
F (4, r, 3) =

∑

r1,r2,r3∈Z, 2r1+r2+r3=r

AF (1, r1, 1) {AF (2, r2, 1)AF (2, r3, 1)

−AF (3, r2, 1)AF (1, r3, 1) −AF (1, r2, 1)AF (3, r3, 1)}

and

A↓
F (4, r, 3) =

∑

r1,r2,r3∈Z, 2r1+r2+r3=r

{−AF (2, r1, 1)AF (1, r2, 1)AF (1, r3, 1)

−AF (1, r1, 1)AF (2, r2, 1)AF (1, r3, 1)−AF (1, r1, 1)AF (1, r2, 1)AF (2, r3, 1)} .
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The values of A↑
F (4, r, 3) and A↓

F (4, r, 3) for several r with F = χ10 and F = χ12 are given

as follows.

r 0 1 2 3

A↑
χ10

(4, r, 3) -552 216 222 -212

A↓
χ10

(4, r, 3) -552 216 222 -212

A↑
χ12

(4, r, 3) 143304 -59112 65310 -20396

A↓
χ12

(4, r, 3) 43512 26424 11850 3364

This table together with Lemma 8.1 show the following:

Theorem 8.3. The Siegel cusp form χ12 is not a Borcherds lift.
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