
ar
X

iv
:0

91
1.

51
37

v3
  [

m
at

h.
R

T
] 

 9
 A

pr
 2

01
2

ON DERIVED EQUIVALENCES OF LINES, RECTANGLES

AND TRIANGLES

SEFI LADKANI

Abstract. We present a method to construct new tilting complexes
from existing ones using tensor products, generalizing a result of Rickard.
The endomorphism rings of these complexes are generalized matrix rings
that are “componentwise” tensor products, allowing us to obtain many
derived equivalences that have not been observed by using previous tech-
niques.

Particular examples include algebras generalizing the ADE-chain re-
lated to singularity theory, incidence algebras of posets and certain Aus-
lander algebras or more generally endomorphism algebras of initial pre-
projective modules over path algebras of quivers. Many of these algebras
are fractionally Calabi-Yau and we explicitly compute their CY dimen-
sions. Among the quivers of these algebras one can find shapes of lines,
rectangles and triangles.

Introduction

This work deals with derived equivalences of various rings and algebras.
One could argue that the question of derived equivalence has been settled
by the seminal result of Rickard [24], stating that for two rings R and S, the
derived categories of modules D(R) and D(S) are equivalent as triangulated
categories if and only if there exists a so-called tilting complex T ∈ D(R)
such that EndD(R)(T ) ≃ S.

Nevertheless, when we are faced with two explicit such rings and want
to assess their derived equivalence, it is sometimes notoriously difficult to
decide whether a tilting complex exists, and if so, to construct it explicitly.

It is therefore mostly beneficial to have at our disposal techniques to
construct tilting complexes. Such techniques have been invented in relation
with tilting theory of finite-dimensional algebras and modular representation
theory, see for example the books [2] and [16] and the many references
therein.

We present a systematic way to construct new tilting complexes from ex-
isting ones using tensor products, generalizing a result of Rickard in [25]. In
our variation, the resulting endomorphism rings are no longer tensor prod-
ucts as in [25], but rather generalized matrix rings that are “componentwise”
tensor products. As the class of such rings is much broader, this allows us
to obtain many derived equivalences that have not been observed by using
previous techniques.

As an example of our methods, we consider the following three families
of algebras. The first, visualized pictorially as “lines”, consists of algebras
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2 SEFI LADKANI

denoted A(n, r+1) which arise from the linear quiver An by taking its path
algebra (over some field k) modulo the ideal generated by all the paths of a
given length r + 1. The second, consisting of the tensor products (over k)
kAr ⊗k kAn with r, n ≥ 1, can be visualized as “rectangles”, as their quivers
are rectangles (with fully commutative relations). Members of these two
families have been considered in [21] in connection with derived accessible
algebras and spectral methods.

It will be a consequence of our results that for any value of r and n, the
line A(r · n, r + 1) and the rectangle kAr ⊗k kAn are derived equivalent.
As, for r = 2 and n ≤ 8, each algebra A(n, 3) is derived equivalent to the
corresponding path algebra in the sequence A1, A2, A3,D4,D5, E6, E7, E8

known as the ADE chain [1], one may think of these algebras for r > 2 as
higher ADE-chains.

The relevance of these algebras to other branches of representation theory
is demonstrated by the result of Kussin, Lenzing and Meltzer [18], who have
recently shown a relation between the “lines” and the categories of coherent
sheaves on weighted projective lines, through the notion of the stable cate-
gory of vector bundles [21]. In addition, as shown in the same work, and also
recently in [7], the stable categories of submodules of nilpotent linear maps
studied by Ringel and Schmidmeier [27] are equivalent to bounded derived
categories of certain “rectangles”.

The third family of algebras that we consider arises as the endomorphism
rings of certain initial modules in the preprojective component of path alge-
bras of quivers Q without oriented cycles, in a dual fashion to the terminal
modules introduced by Geiss, Leclerc and Schröer [10, §2], and includes also
many Auslander algebras of Dynkin quivers and their stable analogues. It
will be again a consequence of our results that such algebras are derived
equivalent to the tensor product of the path algebra of Q with the path al-
gebra kAr for a suitable value of r. As the quivers of some of these algebras
have a shape of “triangles” when Q is the linearly oriented diagram An, we
obtain a derived equivalence between them and the “rectangles”.
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Figure 1. Quivers with relations of three derived equivalent
algebras: A(10, 3) (line), the tensor product kA5⊗kkA2 (rec-
tangle) and the stable Auslander algebra of the path algebra
of kA5 (triangle).
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One of the simplest examples of derived equivalence between members of
these three families is shown in Figure 1, corresponding to the case where
n = 5 and r = 2.

The paper is organized as follows. In Section 1 we present, in detail, our
results. The proof of our main Theorem A is given in Section 2. The proofs
of its various consequences are the contents of Section 3.

1. The results

1.1. Tilting complexes for tensor products. Let A be an algebra over
a commutative ring k. As the notion of a tilting complex is central to our
investigations, we recall that a complex T ∈ D(A) is a tilting complex if it
has the following two properties:

• T is exceptional, that is, HomD(A)(T, T [r]) = 0 for all r 6= 0;
• T is a compact generator, i.e. the smallest triangulated subcategory
of D(A) containing T and closed under isomorphisms and direct
summands equals the subcategory of complexes (quasi-)isomorphic
to bounded complexes of finitely generated projective A-modules.

Let B be an algebra over k, which is projective as a k-module. Fix a
tilting complex U of projective B-modules whose endomorphism algebra
is projective as k-module. Then for any tilting complex T of A-modules, a
theorem of Rickard [25, Theorem 2.1] tells us that T⊗kU is a tilting complex
for the tensor product A ⊗k B, with endomorphism algebra which is again
a tensor product, namely EndD(A) T ⊗k EndD(B) U .

Assume that U decomposes as U = U1 ⊕ U2 ⊕ · · · ⊕ Un (the Ui need not
be indecomposable). Obviously,

T ⊗k U = (T ⊗k U1)⊕ (T ⊗k U2)⊕ · · · ⊕ (T ⊗k Un).

Consider now a variation, where instead of taking just one tilting complex
T , we take n of them, say T1, T2, . . . , Tn, and replace each summand T ⊗kUi

by Ti ⊗k Ui. Our following Theorem A gives conditions on the Ti which
guarantee that the resulting complex is tilting, and moreover computes its
endomorphism algebra in terms of those of Ti and Ui.

Theorem A. Let k be a commutative ring and let A and B be two k-
algebras, with B projective as k-module. Let U1, U2, . . . , Un ∈ D(B) be com-
plexes bounded from above satisfying:

(i) U = U1 ⊕ U2 ⊕ · · · ⊕ Un is a tilting complex in D(B);
(ii) The terms U r of the complex U = (U r) are projective as k-modules;
(iii) The endomorphism k-algebra EndD(B)(U) is projective as k-module.

Let T1, T2, . . . , Tn ∈ D(A) be tilting complexes with the property that for
any 1 ≤ i, j ≤ n,

HomD(A)(Ti, Tj [r]) = 0 for any r 6= 0, whenever HomD(B)(Ui, Uj) 6= 0.

Then the complex

(1.1) (T1 ⊗k U1)⊕ (T2 ⊗k U2)⊕ · · · ⊕ (Tn ⊗k Un)
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of (A⊗kB)-modules is a tilting complex in D(A⊗kB), and its endomorphism
ring is given by the matrix algebra

(1.2)




M11 M12 . . . M1n

M21 M22 . . . M2n
...

...
. . .

...
Mn1 Mn2 . . . Mnn




where Mij = HomD(A)(Tj , Ti) ⊗k HomD(B)(Uj , Ui) and the multiplication
maps Mij ⊗k Mjl → Mil are given by the obvious compositions.

Note that in general, the matrix ring (1.2) is not a tensor product of two
algebras, but rather a “componentwise” tensor product. Namely, the (i, j)-
th entry of (1.2) is the tensor product of the corresponding (i, j)-th entries of
the rings EndD(A)(T1⊕· · ·⊕Tn) and EndD(B)(U) = EndD(B)(U1⊕· · ·⊕Un),
both viewed as n-by-n matrix rings whose (i, j)-th entry is HomD(A)(Tj , Ti)
and HomD(B)(Uj , Ui), respectively. Hence the theorem can produce many
algebras which on first sight might look far from being a tensor product, but
nevertheless such a product structure is apparently hidden in their derived
category.

The purpose of the technical conditions (ii) and (iii) is just to ensure
that the functors − ⊗k Ui are well-behaved. For example, when k is a
field, these conditions are automatically satisfied. They are also satisfied
in our main applications, where the ring B, the terms of the complex U

and the endomorphism ring EndD(B)(U) are finitely generated and free as
Z-modules.

Theorem A provides us with a machinery to produce many new derived
equivalences. Namely, by fixing B and the Ui (usually of combinatorial ori-
gin), we obtain for any k-algebra A and tilting complexes T1, . . . , Tn over
A satisfying some compatibility conditions, a derived equivalence between
A⊗k B and an algebra built from the Ti in a prescribed manner depending
only on the Ui. This will be demonstrated in the applications, see Sec-
tions 1.2 and 1.3 below.

1.2. Truncated algebras and ADE chains. For our first application,
recall that the quiver An (n ≥ 1) is the following directed graph on n

vertices

•1 // •2 // . . . // •n ,

and the path algebra kAn can be viewed as the k-algebra of upper triangular
n-by-n matrices with entries in k. For any k-algebra Λ, the k-algebra Λ⊗k

kAn thus consists of upper triangular n-by-n matrices with entries in Λ, and
we denote it by Tn(Λ).

Theorem B. Let Λ be a ring and let T1, . . . , Tn be tilting complexes in D(Λ)
satisfying HomD(Λ)(Ti, Ti+1[r]) = 0 for all 1 ≤ i < n and r 6= 0.
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Then the following matrix ring, with Hom and End computed in D(Λ),



EndT1 0 0 . . . 0

Hom(T1, T2) EndT2 0 . . .
...

0 Hom(T2, T3) EndT3
. . .

...
...

. . .
. . .

. . . 0
0 . . . 0 Hom(Tn−1, Tn) EndTn




is derived equivalent to Tn(Λ).

Recall that a Λ-module is a tilting module if, when viewed as a complex
(concentrated in degree 0), it is a tilting complex. The above theorem can
be reformulated in the language of iterated tilting, as follows.

Corollary 1.1. Let Λ be a ring. Set Λ1 = Λ and define, for 1 ≤ i < n,
Λi+1 = EndΛi

(Qi) where Qi is a tilting Λi-module.
Then the matrix ring

(1.3)




Λ1 0 0 . . . 0

Q1 Λ2 0 . . .
...

0 Q2 Λ3
. . .

...
...

. . .
. . .

. . . 0
0 . . . 0 Qn−1 Λn




is derived equivalent to Tn(Λ).

As an application, we consider the following two families of algebras over
a commutative ring k. The first, consists of algebras denoted A(n,m + 1)
that are the quotient of the path algebra of An by the ideal generated by all
the paths of length m+ 1. The piecewise hereditary such algebras (when k

is an algebraically closed field) have been investigated in [13].
In the spirit of the philosophy of [21], when studying the derived equiva-

lence class of the algebras A(n,m+1), one should not look at a single such
algebra each time, but rather consider them in a sequence, that is, fix m and
let the number of vertices n vary. For m = 1, the algebra A(n, 2) is derived
equivalent to the path algebra of An (without relations), as follows from [12,
(IV, 6.7)]. Fixing m = 2 and setting n = 1, 2, . . . , 8, the algebras A(n, 3) are
derived equivalent to the path algebras of the quivers in the sequence

A1, A2, A3,D4,D5, E6, E7, E8

known as the ADE-chain [1], as observed in [21] using spectral techniques.
The ADE-chain occurs also in our second family, which consists of the

algebras kAm⊗k kAn. These can be viewed as the incidence algebras of the
products Am ×An of two linear orders, or more pictorially as “rectangles”,
since they can be identified with the path algebras of the fully commutative
rectangle with m× n vertices, see Figure 2. When m = 1, we obviously get
back the path algebra kAn. But form = 2, setting n = 1, 2, 3, 4, the algebras
kA2⊗k kAn are derived equivalent to the path algebras of the quivers in the
sequence A2,D4, E6, E8, so that kA2⊗kkAn is derived equivalent to A(2n, 3)
for n ≤ 4. The following result generalizes these equivalences and puts them
into perspective.
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Figure 2. Quivers with relations of the “rectangle” (left)
and the “line” (right) algebras. The dotted lines indicate the
relations.

Corollary 1.2. Let k be a commutative ring and let m,n ≥ 1. Then the k-
algebras A(m·n,m+1) and kAm⊗kkAn are derived equivalent. In particular,
A(m · n,m+ 1) and A(m · n, n+ 1) are derived equivalent.

Furthermore, as the derived equivalence actually holds over arbitrary com-
mutative ring k, it can be considered as “universal”, depending only on the
underlying combinatorics and not on the algebraic data.

For the rest of this subsection, assume that k is a field, and denote by
D = Homk(−, k) the usual duality. If Λ is a finite dimensional algebra
over k, then DΛΛ is an injective co-generator. When it has finite projective
dimension and ΛΛ has finite injective dimension, the algebra Λ is called
Gorenstein.

Corollary 1.3. Let k be a field and let Λ be a finite dimensional k-algebra
which is Gorenstein. Then the triangular matrix algebras Tn(Λ) and




Λ DΛ 0 . . . 0

0 Λ DΛ
. . .

...
... 0 Λ

. . . 0
...

. . .
. . . DΛ

0 . . . . . . 0 Λ




are derived equivalent.

The algebra appearing in the corollary is known as the (n− 1)-replicated
algebra of Λ and it has connections with (n − 1)-cluster-categories, see [3].
It is not clear a-priori why replicated algebras of two derived equivalent
Gorenstein algebras should also be derived equivalent. But, in view of Corol-
lary 1.3, as tensor products behave well with respect to derived equivalences,
this is also the case for replicated algebras:

Corollary 1.4. The n-replicated algebras of two derived equivalent, finite
dimensional, Gorenstein algebras are also derived equivalent.

1.3. Endomorphism algebras. Another application of Theorem A con-
cerns the endomorphism algebras of direct sums of tilting complexes. We



ON DERIVED EQUIVALENCES OF LINES, RECTANGLES AND TRIANGLES 7

start with the following result on “configurations” of tilting complexes ac-
cording to the poset {1 < 2 < · · · < n}. It is possible to formulate analogous
results for general posets, but such generality is not needed for our purposes.

Theorem C. Let Λ be a ring, and let T1, . . . , Tn be tilting complexes in
D(Λ) satisfying HomD(Λ)(Ti, Tj [r]) = 0 for all 1 ≤ i < j ≤ n and r 6= 0.

Then the matrix ring (with Hom and End computed in D(Λ))



EndT1 0 0 . . . 0
Hom(T1, T2) EndT2 0 . . . 0
Hom(T1, T3) Hom(T2, T3) EndT3 . . . 0

...
...

...
. . .

...
Hom(T1, Tn) Hom(T2, Tn) Hom(T3, Tn) . . . EndTn




is derived equivalent to Tn(Λ).

Remark 1.5. When n = 2, Theorems B and C coincide, and in view of the
equivalent Corollary 1.1, they state that when Λ is a ring and T is a tilting
Λ-module, the two rings

(
Λ Λ
0 Λ

)
and

(
Λ 0

EndTTΛ EndT

)

are derived equivalent. This is a special case of Theorem 4.5 in [20].

If T is a tilting complex for a ring Λ, then its endomorphism ring is derived
equivalent to Λ = T1(Λ). The next corollary shows that more generally,
under certain compatibility conditions, if T1, . . . , Tn are tilting complexes,
then the endomorphism ring of their sum is derived equivalent to Tn(Λ).

Corollary 1.6. Let Λ be a ring and let T1, . . . , Tn be tilting complexes in
D(Λ) such that:

(i) HomD(Λ)(Ti, Tj [r]) = 0 for all i < j and r 6= 0,
(ii) HomD(Λ)(Tj , Ti) = 0 for all i < j.

Then EndD(Λ)(T1 ⊕ · · · ⊕ Tn) and Tn(Λ) are derived equivalent.

We deduce the following result concerning endomorphism algebras arising
from an auto-equivalence of the derived category. Denote by perΛ the full
subcategory of perfect complexes in D(Λ), which consists of all the com-
plexes that are isomorphic in D(Λ) to bounded ones with finitely generated
projective terms.

Corollary 1.7. Let Λ be a ring and F : per Λ
∼
−→ perΛ an auto-equivalence.

Let e1 < e2 < · · · < en be an increasing sequence of integers and denote by
∆ = {ej − ei : 1 ≤ i < j ≤ n} the set of its (positive) differences. Assume
that for any d ∈ ∆,

(i) Hr(F dΛ) = 0 for all r 6= 0;
(ii) H0(F−dΛ) = 0.

Then EndD(Λ)(F
e1Λ⊕ F e2Λ⊕ · · · ⊕ F enΛ) is derived equivalent to Tn(Λ).

In particular, for any sequence of n consecutive integers, the conditions (i)
and (ii) need to be checked for d = 0, 1, . . . , n− 1.
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1.4. Fractionally Calabi-Yau algebras. Throughout this section, k de-
notes a field. Let T be a triangulated k-category with finite dimensional
Hom-sets. Recall that a Serre functor on T is an auto-equivalence ν : T → T
with bifunctorial isomorphisms

HomT (X,Y )
≃
−→ DHomT (Y, νX)

for X,Y ∈ T , see [5].
By a fraction we mean a pair (d, e) of integers with e ≥ 1. By abuse of

notation we write a fraction also in the traditional way as d
e
, but one should

keep in mind that the common factors cannot always be canceled. We say
that a triangulated k-category T with shift functor [1] and Serre functor ν
is fractionally Calabi-Yau of dimension d

e
(or d

e
-CY in short) if νe ≃ [d],

see [17]. Obviously, being d
e
-CY implies being ℓd

ℓe
-CY for any ℓ ≥ 1.

For a finite dimensional algebra Λ over k, denote by modΛ the cate-
gory of finite dimensional right Λ-modules and by Db(modΛ) its bounded
derived category. We say that Λ is fractionally CY if Db(modΛ) is. An
interesting class of such algebras is provided by [23, Theorem 4.1], namely
the path algebra of any Dynkin quiver is h−2

h
-CY, where h is the Coxeter

number of the corresponding Dynkin diagram. In particular, kAn is n−1
n+1 -

CY. More generally, a connection between the fractionally CY property and
n-representation finiteness is outlined in the recent paper [14].

Fractionally CY algebras behave well with respect to tensor products.
Indeed, define the sum of two fractions d1

e1
and d2

e2
as the fraction d

e
, where

e is the least common multiple of e1, e2 and d is set such that d
e
= d1

e1
+ d2

e2
as rational numbers. Now, if A is α-CY and B is β-CY, then A ⊗k B is
(α+ β)-CY, provided that it has finite global dimension. This happens, for
example, when the field k is perfect, or when k is arbitrary and B = kAn.
Thus, starting with two such algebras, Theorem A can be used to construct
many new fractionally CY algebras, all of CY-dimension α+β, which are not
necessarily tensor products of algebras. A particular case is the following:

Corollary 1.8. Let Λ be λ-CY. Then Tn(Λ) is (λ + n−1
n+1)-CY, hence the

algebras in Theorem B, Corollaries 1.1 (and in particular 1.3), 1.6 and 1.7
are all (λ+ n−1

n+1)-CY.

The next corollary is an immediate consequence of Corollary 1.2. For
m = 2, it provides another explanation for the CY-dimensions computed
in [18].

Corollary 1.9. The line A(n ·m,m+ 1) is (m−1
m+1 + n−1

n+1)-CY.

1.5. Path algebras of quivers and Auslander algebras. The results
of Section 1.3 can be applied in particular for preprojective components of
path algebras of quivers, a setting which we now recall, see e.g. [26]. Let
k denote an algebraically closed field throughout this section. Let Q be a
(finite) quiver without oriented cycles with set of vertices Q0, and denote
by kQ the path algebra of Q. The indecomposable projectives of kQ are in
one-to-one correspondence with the vertices x ∈ Q0, and we denote them
by {Px}x∈Q0

.
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Figure 3. Automorphisms of the Dynkin diagrams An,
D2n+1 and E6.

The category Db(mod kQ) admits a Serre functor ν given by ν = −
L

⊗kQ

D(kQ), see [12]. The Auslander-Reiten translation τ on mod kQ can be
written as τ = H0 ◦ ν[−1], giving a bijection between the non-projective
and non-injective indecomposables of mod kQ, with inverse τ− = H0 ◦ν−[1]
where ν− is the inverse of ν.

Corollary 1.10. Let r ≥ 0 such that τ−rPx 6= 0 for all x ∈ Q0. Then the
algebras

EndkQ
(
kQ⊕ τ−1kQ⊕ · · · ⊕ τ−rkQ

)
and kQ⊗k kAr+1 = Tr+1(kQ)

are derived equivalent.

For a finite dimensional k-algebra Λ with a finite number of isomorphism
classes of indecomposables in modΛ (i.e. Λ is of finite representation type),
the Auslander algebra of Λ is defined as Aus(Λ) = EndΛ(M) where M is
the sum of the (non-isomorphic) indecomposable Λ-modules, see [4].

By Gabriel [8], the quivers whose path algebra is of finite representation
type are precisely those whose underlying graph is a Dynkin diagram of type
A, D or E. For such a quiver, let

rx = max
{
r ≥ 0 : τ−rPx 6= 0

}

denote the size of the τ−-orbit of Px in mod kQ. Following [14], we call the
algebra kQ homogeneous if rx = r does not depend on x.

By considering the Auslander-Reiten quiver of kQ, as given in [9, §6.5]
or [26, §2.2], it is known that kQ is homogeneous if and only if the orientation
is invariant under the automorphism of the underlying Dynkin diagram as
drawn in Figure 3. Namely, for An and E6 it is the reflection around the
vertical axis at the middle, forD2n+1 it is the reflection around the horizontal
axis, and for the other diagrams it is the identity, see also [14, Prop 3.2].
These diagram automorphisms appear also in the theory of finite twisted
groups of Lie type, see e.g. [6, §4.4]. We call such invariant orientations
symmetric. Note that there are no symmetric orientations on the diagram
A2n and any orientation on D2n, E7 and E8 is symmetric.

Corollary 1.11. Let Q be a Dynkin quiver with a symmetric orientation.
Then the Auslander algebra Aus(kQ) is derived equivalent to an incidence
algebra of a poset as indicated in the following table,
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Figure 4. Quivers with relations of the Auslander algebras
of the diagram A3 with linear (left) and bipartite (right) ori-
entations.

Derived type of
Diagram Orientation Auslander algebra CY-dimension

A2n+1 symmetric A2n+1 ×An+1
2εn(2n+3)

2ε(n+1)(n+2)=
2n

2n+2 +
n

n+2

D2n any D2n ×A2n−1
(2n−2)(4n−1)

(2n−1)2n =2n−2
2n−1 +

2n−2
2n

D2n+1 symmetric D2n+1 ×A2n
(4n−2)(4n+1)

4n(2n+1) =4n−2
4n + 2n−1

2n+1

E6 symmetric E6 ×A6
130
84 =

10
12 +

5
7

E7 any E7 ×A9
152
90 =

8
9 +

8
10

E8 any E8 ×A15
434
240=

14
15 +

14
16

where in the first row ε is 0 when n is even and 1 otherwise. In particular,
all these Auslander algebras are fractionally Calabi-Yau.

One should keep in mind that while the derived category Db(mod kQ) is
independent on the orientation of Q, this is no longer true for the derived
category Db(modAus(kQ)). Indeed, even in the simplest example of the
diagram A3, the Auslander algebra corresponding to the linear orientation
is derived equivalent to kD6, while that of the same diagram but with al-
ternating orientation (which is symmetric) is derived equivalent to kE6 (or
equivalently, kA2 ⊗k kA3). The quivers with relations of the two Auslander
algebras are shown in Figure 4, where we used white dots to indicate the
vertices corresponding to the indecomposable projective kQ-modules.

A nicer picture is obtained if, instead of considering Aus(kQ), one con-
siders the stable Auslander algebra, which in our case can be defined as
Aus(kQ) = End(M), where M is the sum of all indecomposable non-
projective kQ-modules. Looking again at Figure 4, we see that while the
Auslander algebras are not derived equivalent, when restricting to the stable
part (the black dots) we get two derived equivalent algebras of type A3.

This holds in general, as shown by the theorem below, which follows from
recent results of [15], see also [11, Prop. A.2]. An alternative approach will
be presented in the forthcoming paper [19].

Theorem. Let Q and Q′ be two orientations of a Dynkin diagram. Then
Aus(kQ) and Aus(kQ′) are derived equivalent.

Using this result, we deduce the following.

Corollary 1.12. Let Q be a Dynkin quiver whose underlying graph is not
A2n. Then the stable Auslander algebra of kQ is derived equivalent to an
incidence algebra of a poset as indicated in the following table.
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Derived type of
Diagram stable Auslander algebra CY-dimension

A2n+1 A2n+1 ×An
4n−2
2n+2=

2n
2n+2 + n−1

n+1

D2n D2n ×A2n−2
4n−5
2n−1=

2n−2
2n−1 + 2n−3

2n−1

D2n+1 D2n+1 ×A2n−1
8n−6
4n =4n−2

4n + 2n−2
2n

E6 E6 ×A5
18
12=

10
12 + 4

6

E7 E7 ×A8
15
9 =

8
9 + 7

9

E8 E8 ×A14
27
15=

14
15 + 13

15

In particular, all these stable Auslander algebras are fractionally Calabi-Yau.

Finally, we obtain the following connection between some “triangles” and
“rectangles”. An example (for n = 3) is shown in Figure 5.
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Figure 5. Quivers with relations of four derived equivalent
algebras. Starting at the upper left and going clockwise: the
triangle Aus(kA7) with linear orientation on A7; Aus(kA7)
with a symmetric orientation on A7; kA7⊗k kA3 with a sym-
metric orientation (on A7); and the rectangle kA7 ⊗k kA3

(with linear orientation).
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Corollary 1.13. The Auslander algebra corresponding to the linear orien-
tation on A2n is derived equivalent to kA2n+1 ⊗k kAn.

Remark 1.14. It turns out that the fractions appearing in Corollaries 1.11
and 1.12 as the CY-dimensions of the corresponding (stable) Auslander al-
gebras are the best possible, i.e. common factors cannot be canceled. This
can be seen for example by considering the Coxeter polynomials of the two
Dynkin quivers comprising the derived type (see [21, §1.1]) and examining
the orders of products of pairs of roots, one from each polynomial.

2. Proof of Theorem A

In this section we prove Theorem A, using calculations involving tensor
products of complexes. For the convenience of the reader, we give a rather
detailed account, see also [16, Chapter 6] for a similar treatment.

Let k be a commutative ring and let A be a k-algebra. Our conventions
are that modules are right modules and ⊗ (without subscript) will always
mean tensor product over k. Denote by ModA the category of all (right)
A-modules, and by ProjA and projA the full subcategories of projective
and finitely-generated projective modules, respectively.

Let B be another k-algebra. If M is an A-module and N is a B-module,
then M ⊗N is a module over the k-algebra A⊗B.

Lemma 2.1. Let P ∈ projA and Q ∈ projB. Then

(a) P ⊗Q ∈ proj(A⊗B).
(b) For any M ∈ ModA and N ∈ ModB, we have a natural isomor-

phism

HomA(P,M)⊗HomB(Q,N) → HomA⊗B(P ⊗Q,M ⊗N).

Proof. Both claims are true for P = A and Q = B, and pass to finite sums
and direct summands. �

For an additive category A, denote by C(A) the category of complexes over
A, by C−(A) its full subcategory consisting of complexes bounded above and
by Cb(A) the subcategory of bounded complexes. We abbreviate C(ModA),
C−(ModA), Cb(ModA) by C(A), C−(A), Cb(A) and denote by D(A), D−(A),
Db(A) the corresponding derived categories.

Recall [22, §V.9] that if K = (Kp) and L = (Lq) are complexes of k-
modules, their tensor product K ⊗ L is the complex whose terms are

(K ⊗ L)n =
⊕

p+q=n

Kp ⊗ Lq

with the differential defined on each piece Kp ⊗ Lq by

dK⊗L(x⊗ y) = dK(x)⊗ y + (−1)px⊗ dL(y).

If X ∈ C(A) and Y ∈ C(B), then X ⊗ Y ∈ C(A ⊗ B). When Y ∈
C−(B) and the terms of Y are projective as k-modules, the functor −⊗ Y :
C(A) → C(A⊗B) is exact, hence induces a triangulated functor from D(A)
to D(A⊗B), which restricts to D−(A) → D−(A⊗B).
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If T and X are complexes of A-modules, the complex Hom•
A(T,X) is

defined by

(2.1) Hom•
A(T,X)n =

∏

p∈Z

HomA(T
p,Xn+p),

with the differential taking f = (fp : T p → Xn+p)p∈Z to df , whose p-th
component is

(df)p = d
n+p
X fp − (−1)nfp+1d

p
T .

We have Hr
(
Hom•

A(T,X)
)
≃ HomK(A)(T,X[r]) whereK(A) is the homotopy

category of complexes.

Lemma 2.2. Let P ∈ Cb(projA), Q ∈ Cb(projB) and X ∈ C−(ModA),
Y ∈ C−(ModB). Then the natural map

(2.2) Hom•
A(P,X) ⊗Hom•

B(Q,Y ) → Hom•
A⊗B(P ⊗Q,X ⊗ Y )

is an isomorphism.

Proof. Since P , Q are bounded and X, Y are bounded above, the complexes
in both sides of (2.2) are bounded above, and the product in (2.1) can be
replaced by a direct sum.

The n-th term of the complex in the left hand side of (2.2) is the sum
⊕

i,j,p,q=n−p

HomA(P
i,Xp+i)⊗HomB(Q

j , Y q+j)

with the differential

d(f ⊗ g) = dXf ⊗ g − (−1)pfdP ⊗ g + (−1)pf ⊗ dY g − (−1)p+qf ⊗ gdQ

for f ∈ HomA(P
i,Xp+i), g ∈ HomB(Q

j, Y q+j).
Similarly, the n-th term of the complex in the right hand side of (2.2) is

the sum ⊕

i,j,p,q=n−p

HomA(P
i ⊗Qj,Xp+i ⊗ Y q+j)

with the differential

d(f ⊗ g) = dX⊗Y (f ⊗ g)− (−1)p+q(f ⊗ g)dP⊗Q

= dXf ⊗ g + (−1)p+if ⊗ dY g − (−1)p+q
(
fdP ⊗ g + (−1)if ⊗ gdQ

)

for f ⊗ g ∈ HomA⊗B(P
i ⊗Qj,Xp+i ⊗ Y q+j).

The two complexes are now isomorphic by using the isomorphism of
Lemma 2.1 and mapping f ⊗ g 7→ (−1)iqf ⊗ g, where f ∈ HomA(P

i,Xp+i)
and g ∈ HomB(Q

j , Y q+j). �

Lemma 2.3. Let K ∈ C−(Mod k), and let g : L′ → L be a map of complexes
in C−(Proj k) which is a quasi-isomorphism. Then

1K ⊗ g : K ⊗ L′ → K ⊗ L

is also a quasi-isomorphism.
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Proof. Choose a projective resolution of K, that is, a quasi-isomorphism
f : K ′ → K with K ′ ∈ C−(Proj k). Then in the following commutative
square

K ′ ⊗ L′
1⊗g //

f⊗1
��

K ′ ⊗ L

f⊗1
��

K ⊗ L′
1⊗g // K ⊗ L

the vertical maps and the top horizontal map are quasi-isomorphisms. It
follows that the bottom horizontal map is also a quasi-isomorphism. �

Corollary 2.4. Let X,X ′ ∈ C−(ModA) and let Y ′ → Y be a map of
complexes in C−(ModB) which is a quasi-isomorphism. Assume that the
terms of Y and Y ′ are projective as k-modules. If X ≃ X ′ in D(A), then
X ⊗ Y ≃ X ′ ⊗ Y ′ in D(A⊗B).

Proof. We have X ′ ⊗ Y ′ ≃ X ⊗ Y ′ ≃
−→ X ⊗ Y , where the first isomorphism

follows from the exactness of −⊗ Y ′ and the second from Lemma 2.3. �

The following lemma is a variation on the Künneth formula [22, §V.10],
relating the cohomology of a tensor product of complexes with the tensor
product of the cohomologies.

Lemma 2.5. Let K ∈ C−(Mod k) and L ∈ C(Proj k). Assume that the
cohomology of L is concentrated in degree 0 and that H0(L) is projective.
Then the natural map

H•(K)⊗H•(L) → H•(K ⊗ L)

is an isomorphism.

Proof. Let dL denote the differential of L. Then from the exact sequence

ker d0L → H0(L) → 0

and the assumption that H0(L) is projective, we deduce the existence of a
map s : H0(L) → ker d0L →֒ L0, such that the map of complexes

L′ : . . . // 0

��

// H0(L)

s

��

// 0

��

// . . .

L : . . . // L−1 // L0 // L1 // . . .

is a quasi-isomorphism.
By Lemma 2.3, the induced map K⊗L′ → K⊗L is a quasi-isomorphism,

hence

H•(K)⊗H•(L) = H•(K)⊗H0(L) ≃ H•(K ⊗H0(L))

= H•(K ⊗ L′) ≃ H•(K ⊗ L)

where the exactness of −⊗H0(L) implies the isomorphism at the first row.
�

Lemma 2.6. Assume that B is projective as a k-module and let Q ∈ projB.
Then:

(a) Q ∈ Proj k.
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(b) HomB(Q,N) ∈ Proj k for any N ∈ ModB which is projective as a
k-module.

Proof. Both claims are true for Q = B. Now the first passes to (arbitrary)
sums and direct summands, while the second passes to finite sums and direct
summands. �

For a complex T ∈ D(A), let 〈addT 〉 denote the smallest triangulated sub-
category of D(A) closed under isomorphisms and taking direct summands.
We say that T generates 〈addT 〉. In particular, A generates perA, the
full subcategory of perfect complexes in D(A), which consists of all the com-
plexes that are isomorphic (in D(A)) to bounded ones with finitely generated
projective terms.

Proposition 2.7. Assume that B is projective as a k-module. Let T ∈
perA, U ∈ perB, T ′ ∈ D−(A) and U ′ ∈ D−(B). Assume that:

(i) HomD(B)(U,U
′[r]) = 0 for all r 6= 0,

(ii) The terms of U and U ′ are projective as k-modules,
(iii) HomD(B)(U,U

′) is projective as k-module,

Then T ⊗ U ∈ per(A⊗B) and for any r ∈ Z,

HomD(A⊗B)

(
T ⊗ U, (T ′ ⊗ U ′)[r]

)
≃ HomD(A)(T, T

′[r])⊗HomD(B)(U,U
′)

Proof. There exist P ∈ Cb(projA) which is isomorphic to T in D(A) and
Q ∈ Cb(projB) which is isomorphic to U in D(B). By Lemma 2.1, P ⊗Q ∈
Cb(proj(A⊗B)). Since the isomorphism between Q and U in D(B) can be
represented by a “roof” of quasi-isomorphisms in C(B)

Q̃

��✂✂
✂✂

��❁
❁❁

❁

Q U

with Q̃ ∈ C−(ProjB), we deduce from Corollary 2.4 that P⊗Q is isomorphic

to T ⊗ U in D(A⊗ B), as Q, Q̃ and U are in C−(Proj k) by Lemma 2.6(a)
and the assumption (ii).

Therefore T ⊗ U is perfect and

HomD(A⊗B)

(
T ⊗ U, (T ′ ⊗ U ′)[r]

)
= HomD(A⊗B)

(
P ⊗Q, (T ′ ⊗ U ′)[r]

)
=

HomK(A⊗B)

(
P ⊗Q, (T ′ ⊗ U ′)[r]

)
= Hr

(
Hom•

A⊗B(P ⊗Q,T ′ ⊗ U ′)
)

where K(A⊗B) is the homotopy category of C(A⊗B).
Now, by Lemma 2.2,

Hom•
A⊗B(P ⊗Q,T ′ ⊗ U ′) ≃ Hom•

A(P, T
′)⊗Hom•

B(Q,U ′).

Consider the complex of k-modules Hom•
B(Q,U ′). By Lemma 2.6(b), its

terms are projective. Moreover, as

Hr
(
Hom•

B(Q,U ′)
)
≃ HomD(B)(U,U

′[r]),

hypotheses (i) and (iii) imply that its cohomology is concentrated in de-
gree zero and the zeroth cohomology is projective as k-module. Thus, by
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Lemma 2.5,

Hr
(
Hom•

A(P, T
′)⊗Hom•

B(Q,U ′)
)
≃ Hr

(
Hom•

A(P, T
′)
)
⊗H0

(
Hom•

B(Q,U ′)
)

≃ HomD(A)(T, T
′[r])⊗HomD(B)(U,U

′)

and the claim follows. �

Lemma 2.8. Assume that B is projective as a k-module. Let U = U1⊕· · ·⊕
Un be a complex in D−(B) that generates perB whose terms are projective
as k-modules, and let T1, . . . , Tn be complexes in perA such that each Ti

generates perA. Then the complex (T1 ⊗ U1)⊕ (T2 ⊗ U2)⊕ · · · ⊕ (Tn ⊗ Un)
generates per(A⊗B).

Proof. Each of the summands Ti ⊗Ui lies in per(A⊗B) by Proposition 2.7.
Moreover, by the argument at the beginning of the proof of that proposition,
we may (and will) assume that Ti and Ui are bounded complexes of finitely
generated projective modules.

Now A ∈ 〈addTi〉, since Ti generates perA, hence A⊗Ui ∈ 〈add(Ti⊗Ui)〉,
as −⊗ Ui is exact and commutes with taking direct summands.

Therefore, it is enough to show that in Kb(proj(A⊗B)),

A⊗B ∈ 〈add(A⊗ U1), . . . , add(A⊗ Un)〉.

This follows from the facts that B ∈ 〈add(U1 ⊕ · · · ⊕ Un)〉, as U generates
perB, and A⊗− : Kb(projB) → Kb(proj(A⊗B)) is an exact functor. �

Now we have all the ingredients to complete the proof of Theorem A.

Proof of Theorem A. Since the terms of Ui are projective as k-modules and
Ti ∈ perA, we may assume that Ti ∈ D−(A) by replacing it with a suitable
quasi-isomorphic complex.

The claim that the complex V =
⊕n

i=1(Ti ⊗ Ui) is perfect, exceptional
and that its endomorphism algebra is isomorphic to the one in (1.2), is a
direct consequence of Proposition 2.7. Finally, by Lemma 2.8, V generates
per(A⊗B). �

3. Proof of Theorems B, C and their applications

3.1. The path algebra of An. We quickly review some relevant facts con-
cerning the quiver An. Let R be a ring, and denote by RAn the ring of
upper-triangular n-by-n matrices with entries in R. More abstractly, it is
the free R-module on the basis {eij}1≤i≤j≤n, with the multiplication given
by the rules reij = eijr for r ∈ R and eijepq equals eiq if p = j and zero
otherwise. When R is commutative, RAn is known as the path algebra of
An over R, and also as the incidence algebra over R of the linearly ordered
poset on {1, 2, . . . , n}.

The category of (right) RAn-modules is equivalent to the category of
diagrams of R-modules of the shape An. In other words, a module M over
RAn can be described as a diagram

M(1) → M(2) → · · · → M(n)

of R-modules, and a morphism of RAn-modules is just a morphism of dia-
grams. Namely, M(i) = Meii and the map M(i) → M(i + 1) is given by
the right action of ei,i+1.
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Consider the following RAn-modules, for 1 ≤ i ≤ n,

Pi : 0 // . . . // 0 // R
1R // R

1R // . . .
1R // R

Si : 0 // . . . // 0 // R // 0 // . . . // 0

Ii : R
1R // . . .

1R // R
1R // R // 0 // . . . // 0

where Si(i) = R. These modules are free as R-modules, and from the
adjunction

(3.1) HomRAn(Pi,M) ≃ HomR(R,M(i)) = M(i)

we see that Pi are projective RAn-modules. In fact, RAn =
⊕n

i=1 Pi. Note
that when R is a field, Pi, Ii and Si are the indecomposable projective,
injective and simple corresponding to the vertex i.

We have Sn = Pn, S1 = I1, In = P1, and there are short exact sequences

0 → Pi+1 → Pi → Si → 0 1 ≤ i < n,

0 → Pi+1 → P1 → Ii → 0 1 ≤ i < n,(3.2)

0 → Si → Ii → Ii−1 → 0 1 < i ≤ n.

Proposition 3.1.

(a) P1 ⊕ · · · ⊕ Pn is a tilting complex in D(RAn) with endomorphism
ring RAn.

(b) I1⊕· · ·⊕ In is a tilting complex in D(RAn) with endomorphism ring
RAn. In particular,

HomD(RAn)(Ii, Ij) ≃ HomD(RAn)(Pi, Pj) =

{
R if j ≤ i,

0 otherwise.

(c) S1 ⊕ S2[1]⊕ · · · ⊕ Sn[n− 1] is a tilting complex in D(RAn) and

HomD(RAn)(Si[i− 1], Sj [j − 1]) =

{
R if j − i ∈ {0, 1},

0 otherwise.

Proof. The first claim is obvious. For the others, note that the short exact
sequences in (3.2) show that

perRAn = 〈add(P1⊕· · ·⊕Pn)〉 = 〈add(S1⊕· · ·⊕Sn)〉 = 〈add(I1⊕· · ·⊕In)〉,

hence each of the complexes is prefect and generates perRAn. The proof
that each complex is exceptional and the computation of the morphism
spaces follow easily from (3.2) and the adjunction (3.1). �

Remark 3.2. It would have been sufficient to have the above discussion
for R = Z. The results for general R would then follow from Theorem 2.1
of [25] (or Theorem A).

3.2. Theorem B and its corollaries.

Proof of Theorem B. Let A = Λ, B = ZAn and set Ui = Si[i − 1] for 1 ≤
i ≤ n. The result now follows from Proposition 3.1(c) and Theorem A. �
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Proof of the equivalence of Theorem B and Corollary 1.1. We first assume
the theorem and prove its corollary. Let Λi and Qi be as in Corollary 1.1.
Set T1 = Λ. For 1 ≤ i < n, let Fi be the equivalence

Fi = −
L

⊗ Λi+1
QiΛi

: D(Λi+1)
∼
−→ D(Λi)

taking Λi+1 to Qi, and set Ti+1 = F1F2 · . . . · Fi(Λi+1). Then T1, . . . , Tn are
tilting complexes in D(Λ),

HomD(Λ)(Ti, Ti+1[r]) = HomD(Λ)(F1 . . . Fi−1Λi, F1 . . . Fi−1FiΛi+1[r])

= HomD(Λi)(Λi, FiΛi+1[r]) = HomD(Λi)(Λi, Qi[r])

=

{
Qi if r = 0,

0 otherwise,

and EndD(Λ)(Ti+1) ≃ EndD(Λi+1)(Λi+1) = Λi+1. The result now follows from
the theorem.

Conversely, assume Corollary 1.1 and let T1, . . . , Tn be as in Theorem B.
Set Λi = EndD(Λ)(Ti) and let Gi be the equivalence

Gi = RHom(Ti,−) : D(Λ)
∼
−→ D(Λi)

taking Ti to Λi. Consider Qi = Gi(Ti+1) ∈ D(Λi) for 1 ≤ i < n. Then Qi is
a tilting complex in D(Λi) with endomorphism ring Λi+1, and from

HomD(Λi)(Λi, Qi[r]) = HomD(Λi)(GiTi, GiTi+1[r]) ≃ HomD(Λ)(Ti, Ti+1[r])

we see that it is isomorphic (in D(Λi)) to a tilting Λi-module. So Corol-
lary 1.1 can be applied to get the required statement. �

Proof of Corollary 1.2. Let m,n ≥ 1, set Λ = kAm and consider the k-
module Q = Homk(Λ, k). It is free with basis elements {ϕji}1≤i≤j≤m de-
fined by ϕji(epq) = δipδjq, and has a natural Λ-bimodule structure given by
(λϕλ′)(x) = ϕ(λ′xλ) for λ, λ′ ∈ Λ and ϕ ∈ Q. Writing this explicitly for the
basis elements, we have
(3.3)

ϕjiepq =

{
ϕjq if p = i and q ≤ j,

0 otherwise,
epqϕji =

{
ϕpi if p ≥ i and q = j,

0 otherwise.

We can identify Ii =
⊕

j≤i kϕij , so that as a right Λ-module, Q =
⊕n

i=1 Ii
is a tilting module by Proposition 3.1(b). Moreover, the left Λ-action on Q

coincides with that via EndΛ(QΛ) ≃ Λ given in that proposition.
The “rectangle” algebra is kAm ⊗ kAn = Λ⊗ kAn. The lower triangular

matrix algebra in (1.3) is isomorphic to the following upper triangular one.




Λn Qn−1 0 . . . 0

0
. . .

. . .
. . .

...
...

. . . Λ3 Q2 0
... . . . 0 Λ2 Q1

0 . . . 0 0 Λ1




.
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Hence, applying Corollary 1.1 with Qi = Q and Λi = Λ, we get that Λ⊗kAn

is derived equivalent to the matrix algebra




Λ Q 0 . . . 0

0
. . .

. . .
. . .

...
...

. . . Λ Q 0
... . . . 0 Λ Q

0 . . . 0 0 Λ




having a basis {e
(s)
ij }1≤i≤j≤n,1≤s≤n ∪ {ϕ

(s)
ji }1≤i≤j≤n,1≤s<n corresponding to

the copies of Λ and Q, where the multiplication e
(s)
ij e

(s)
pq is the usual one,

e
(s)
pq ϕ

(s)
ji and ϕ

(s)
ji e

(s+1)
pq are given by (3.3), and all other products are zero.

Finally, “line” algebra A(n·m,m+1), which is kAnm modulo the ideal gen-
erated by all the paths of length m+1, has a k-basis {εij}1≤i≤j≤min(nm,i+m)

where the product εijεpq equals eiq if p = j and q ≤ i+m, and zero other-
wise. One can then directly verify, using (3.3), that the k-linear map defined
by

e
(s)
ij 7→ ε(s−1)m+i,(s−1)m+j ϕ

(s)
ji 7→ ε(s−1)m+j,sm+i

is an isomorphism of algebras, compare similar calculations in [28] in con-
nection with repetitive algebras. �

Proof of Corollary 1.3. This is immediate from Corollary 1.1, since when Λ
is Gorenstein, DΛ is a tilting module and EndΛ(DΛ) ≃ Λ. �

3.3. Theorem C and its corollaries.

Proof of Theorem C. Let A = Λ, B = ZAn and set Ui = Pn+1−i for 1 ≤ i ≤
n. The result now follows from Proposition 3.1(a) and Theorem A. �

Proof of Corollary 1.6. Observe that EndD(Λ)(T1 ⊕ · · · ⊕ Tn) is isomorphic
to the matrix ring




EndT1 Hom(T2, T1) Hom(T3, T1) . . . Hom(Tn, T1)
Hom(T1, T2) EndT2 Hom(T3, T2) . . . Hom(Tn, T2)
Hom(T1, T3) Hom(T2, T3) EndT3 . . . Hom(Tn, T3)

...
...

...
. . .

...
Hom(T1, Tn) Hom(T2, Tn) Hom(T3, Tn) . . . EndTn




and the condition (ii) guarantees that all the terms above the main diagonal
vanish. The result now follows from Theorem C. �

Proof of Corollary 1.7. Let Ti = F eiΛ for 1 ≤ i ≤ n. Then

HomD(Λ)(Ti, Tj [r]) ≃ HomD(Λ)(Λ, F
ej−eiΛ[r]) ≃ Hr(F ej−eiΛ),

so that conditions (i) and (ii) match the corresponding ones in Corollary 1.6.
The result now follows from that corollary. �
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3.4. Path algebras of quivers and Auslander algebras.

Proof of Corollary 1.10. Consider the autoequivalence F = ν−[1] on the
derived category Db(mod kQ). By our hypotheses, F i(kQ) = τ−ikQ for
0 ≤ i ≤ r are concentrated in degree zero, and moreover H0(F−i(kQ)) =
τ ikQ = 0 for 1 ≤ i ≤ r. The result now follows from Corollary 1.7 with
n = r + 1 and the sequence 0, 1, . . . , r. �

Proof of Corollary 1.11. The corresponding path algebras are homogeneous,
so that their Auslander algebras are of the form EndkQ(kQ⊕ · · · ⊕ τ−rkQ)
for some r determined in [9]. Now apply Corollary 1.10. �

Proof of Corollary 1.12. Each of the diagrams in the table admits at least
one orientation whose path algebra is homogeneous. Now the result follows
from Corollary 1.10 and the fact that the derived equivalence class of the
stable Auslander algebra does not depend on the orientation. �

Proof of Corollary 1.13. The Auslander algebra of the linear orientation on
A2n is isomorphic to the stable Auslander algebra of the linear orientation
on A2n+1. Now use Corollary 1.12. �

References

1. The ADE chain, Workshop at Bielefeld, October 2008.
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3. I. Assem, T. Brüstle, R. Schiffler, and G. Todorov, m-cluster categories and m-

replicated algebras, J. Pure Appl. Algebra 212 (2008), no. 4, 884–901.
4. M. Auslander, Representation dimension of artin algebras, Queen Mary College, Math-

ematics Notes, University of London (1971), 1–179.
5. A. I. Bondal and M. M. Kapranov, Representable functors, Serre functors, and recon-

structions, Izv. Akad. Nauk SSSR Ser. Mat. 53 (1989), no. 6, 1183–1205, 1337.
6. Roger Carter, Graeme Segal, and Ian Macdonald, Lectures on Lie groups and Lie

algebras, London Mathematical Society Student Texts, vol. 32, Cambridge University
Press, Cambridge, 1995, With a foreword by Martin Taylor.

7. Xiao-Wu Chen, The stable monomorphism category of a Frobenius category, Math.
Res. Lett. 18 (2011), no. 1, 125–137.

8. Peter Gabriel, Unzerlegbare Darstellungen. I, Manuscripta Math. 6 (1972), 71–103;
correction, ibid. 6 (1972), 309.

9. , Auslander-Reiten sequences and representation-finite algebras, Representa-
tion theory, I (Proc. Workshop, Carleton Univ., Ottawa, Ont., 1979), Lecture Notes
in Math., vol. 831, Springer, Berlin, 1980, pp. 1–71.

10. Christof Geiss, Bernard Leclerc, and Jan Schröer, Cluster algebra structures and sem-

icanoncial bases for unipotent groups, preprint at arXiv:math/0703039.
11. , Auslander algebras and initial seeds for cluster algebras, J. Lond. Math. Soc.

(2) 75 (2007), no. 3, 718–740.
12. Dieter Happel, Triangulated categories in the representation theory of finite-

dimensional algebras, London Mathematical Society Lecture Note Series, vol. 119,
Cambridge University Press, Cambridge, 1988.

13. Dieter Happel and Uwe Seidel, Piecewise hereditary Nakayama algebras, Algebr. Rep-
resent. Theory 13 (2010), no. 6, 693–704.

14. Martin Herschend and Osamu Iyama, n-representation-finite algebras and twisted frac-

tionally Calabi-Yau algebras, Bull. London Math. Soc. 43 (2011), no. 3, 449–466.
15. Osamu Iyama and Steffen Oppermann, Stable categories of (n+1)-preprojective alge-

bras, preprint at arXiv:0912.3412.



ON DERIVED EQUIVALENCES OF LINES, RECTANGLES AND TRIANGLES 21

16. Steffen König and Alexander Zimmermann, Derived equivalences for group rings,
Lecture Notes in Mathematics, vol. 1685, Springer-Verlag, Berlin, 1998, With con-
tributions by Bernhard Keller, Markus Linckelmann, Jeremy Rickard and Raphaël
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