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Cluster structures on quantum coordinate rings

C. Geiß, B. Leclerc, J. Schröer

Abstract

We show that the quantum coordinate ring of the unipotent subgroupN(w) of a symmetric
Kac-Moody groupG associated with a Weyl group elementw has the structure of a quantum
cluster algebra. This quantum cluster structure arises naturally from a subcategoryCw of the
module category of the corresponding preprojective algebra. An important ingredient of the
proof is a system of quantum determinantal identities whichcan be viewed as aq-analogue
of a T-system. In caseG is a simple algebraic group of typeA,D,E, we deduce from these
results that the quantum coordinate ring of an open cell of a partial flag variety attached toG
also has a cluster structure.
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1 Introduction

Let g be the Kac-Moody algebra associated with a symmetric Cartanmatrix. Motivated by the
theory of integrable systems in statistical mechanics and quantum field theory, Drinfeld and Jimbo
have introduced its quantum enveloping algebraUq(g). Let n denote the nilpotent subalgebra
arising from a triangular decomposition ofg. In the case wheng is finite-dimensional, Ringel [Ri]
showed that the positive partUq(n) of Uq(g) can be realized as the (twisted) Hall algebra of the
category of representations overFq2 of a quiverQ, obtained by orienting the Dynkin diagram ofg.
This was a major inspiration for Lusztig’s geometric realization ofUq(n) in terms of Grothendieck
groups of categories of perverse sheaves over varieties of representations ofQ, which is also valid
wheng is infinite-dimensional [Lu1].

The constructions of Ringel and Lusztig involve the choice of an orientation of the Dynkin
diagram. In an attempt to get rid of this choice, Lusztig replaced the varieties of representations
of Q by the varieties of nilpotent representations of its preprojective algebraΛ = Λ(Q), which
depends only on the underlying unoriented graph. He showed that one can realize the enveloping
algebraU(n) as an algebra ofC-valued constructible functions over these nilpotent varieties [Lu1,
Lu4]. The multiplication ofU(n) is obtained as a convolution-type product similar to the product
of the Ringel-Hall algebra, but using Euler characteristics of complex varieties instead of number
of points of varieties over finite fields. Note that this realization ofU(n) is only available when
the Cartan matrix is symmetric.

One of the motivations of this paper was to find a similar construction of the quantized en-
veloping algebraUq(n), as a kind of Ringel-Hall algebra attached to a category of representations
of Λ. Unfortunately, there seems to be no simple way ofq-deforming Lusztig’s realization of
U(n). In this paper we try to overcome this difficulty by switchingto the dual picture.

The dual ofU(n) as a Hopf algebra can be identified with the algebraC[N] of regular functions
on the pro-unipotent groupN attached ton. Dualizing Lusztig’s construction, one can obtain for
each nilpotent representationX of Λ a distinguished regular functionϕX ∈ C[N], and the product
ϕXϕY can be calculated in terms of varieties of short exact sequences with end-termsX andY
[GLS2]. For each elementw of the Weyl groupW of g, the groupN has a finite-dimensional
subgroupN(w) of dimension equal to the length ofw. In particular, wheng is finite-dimensional,
we haveN = N(w0), wherew0 is the longest element ofW. In [GLS6], we have shown that the
coordinate ringC[N(w)] is spanned by the functionsϕX whereX goes over the objects of a certain
subcategoryCw of mod(Λ). This category was introduced by Buan, Iyama, Reiten and Scott in
[BIRS], and independently in [GLS4] for adaptablew. Moreover, we have proved thatC[N(w)]
has a cluster algebra structure in the sense of Fomin and Zelevinsky [FZ2], for which the cluster
monomials are of the formϕT for rigid objectsT of Cw.

The algebraC[N] has a quantum deformation, which we denote byAq(n) (see below§ 4.2),
and it is well known that the algebrasUq(n) and Aq(n) are in fact isomorphic. By works of
Lusztig and De Concini-Kac-Procesi,Aq(n) has a subalgebraAq(n(w)), which can be regarded as
a quantum deformation ofC[N(w)]. On the other hand, Berenstein and Zelevinsky [BZ2] have
introduced the concept of a quantum cluster algebra. They have conjectured that the quantum
coordinate rings of double Bruhat cells in semisimple algebraic groups should have a quantum
cluster algebra structure.

In this paper, we introduce for everyw an explicit quantum cluster algebraAQ(q)(Cw), defined
in a natural way in terms of the categoryCw. In particular, for every reachable rigid objectT of
Cw there is a corresponding quantum cluster monomialYT ∈ AQ(q)(Cw). Our main result is the
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following quantization of the above theorem of [GLS6].

Theorem 1.1 There is an algebra isomorphismκ : AQ(q)(Cw)
∼
→ Aq(n(w)).

Note that quantizations of coordinate rings and quantizations of cluster algebras are defined
in very different ways. For exampleAq(n) ∼= Uq(n) is given by its Drinfeld-Jimbo presentation,
obtained byq-deforming the Chevalley-Serre-type presentation ofU(n). In contrast, quantum
cluster algebras are defined as subalgebras of a skew field of rational functions inq-commuting
variables, generated by a usually infinite number of elements given by an inductive procedure.

As a matter of fact, there does not seem to be so many examples of “concrete” quantum cluster
algebras in the literature. Grabowski and Launois [GL ] have shown that the quantum coordinate
rings of the Grassmannians Gr(2,n) (n ≥ 2), Gr(3,6), Gr(3,7), and Gr(3,8) have a quantum
cluster algebra structure. Lampe [La1, La2] has proved two particular instances of Theorem 1.1,
namely wheng has typeAn or A(1)

1 andw= c2 is the square of a Coxeter element. Recently, the
existence of a quantum cluster structure on every algebraAq(n(w)) was conjectured by Kimura
[Ki , Conj.1.1].

Now Theorem 1.1 provides a large class of such examples, including all algebrasUq(n) for
g of typeA,D,E. By takingg = sln and some special permutationwk ∈ Sn, one also obtains that
the quantum coordinate ringAq(Mat(k,n−k)) of the space ofk× (n−k)-matrices has a quantum
cluster algebra structure for every 1≤ k ≤ n. This may be regarded as a cluster structure on
the quantum coordinate ring of an open cell of Gr(k,n). More generally, for any simply-laced
simple algebraic groupG, and any parabolic subgroupP of G, we obtain a cluster structure on
the quantum coordinate ring of the unipotent radicalNP of P, which can be regarded as a cluster
structure on the quantum coordinate ring of an open cell of the partial flag varietyG/P.

Note also that, by takingw equal to the square of a Coxeter element, our result gives a Lie
theoretic realization of all quantum cluster algebras associated with an arbitrary acyclic quiver
(but with a particular choice of coefficients).

Our strategy for proving Theorem 1.1 can be summarized as follows.
Let Aq(g) be the quantum analogue of the coordinate ring constructed by Kashiwara [K2].

We first obtain a general quantum determinantal identity inAq(g) (Proposition 3.2). This is a
q-analogue (and an extension to the Kac-Moody case) of a determinantal identity of Fomin and
Zelevinsky [FZ1]. We then transfer this identity toAq(n) (Proposition 5.4). Here a little care must
be taken since the restriction map fromAq(g) to Aq(n) is not a ring homomorphism. Appropriate
specializations of this identity give rise, for everyw ∈W, to a systemΣw of equations (Proposi-
tion 5.5) allowing to calculate certain quantum minors depending onw in a recursive way. This
system is aq-analogue of aT-system arising in various problems of mathematical physics and
combinatorics (see [KNS]), and we believe it could be of independent interest. It will turn out that
all quantum minors involved inΣw belong to the subalgebraAq(n(w)), and that among them we
find a set of algebra generators.

On the other hand, we show that the generalized determinantal identities of [GLS6, Theorem
13.1], which relate a distinguished subset of cluster variables, take exactly the same form as the
quantumT-systemΣw when we lift them to the quantum cluster algebraAQ(q)(Cw). Therefore,
after establishing that the quantum tori consisting of the initial variables of the two systems are
isomorphic, we can construct an injective algebra homomorphism κ from AQ(q)(Cw) to the skew
field of fractionsFq(n(w)) of Aq(n(w)), and show that the image ofκ contains a set of generators
of Aq(n(w)). Finally, using an argument of specializationq → 1 and our result of [GLS6], we
conclude thatκ is an isomorphism fromAQ(q)(Cw) to Aq(n(w)).
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Another motivation of this paper was the open orbit conjecture of [GLS6, §18.3]. This conjec-
ture states that all functionsϕT associated with a rigidΛ-moduleT belong to the dual canonical
basis ofC[N]. It can be seen as a particular instance of the general principle of Fomin and Zelevin-
sky [FZ2] according to which, in every cluster algebra coming from Lie theory, cluster monomials
should belong to the dual canonical basis. Since the dual canonical basis ofC[N] is obtained by
specializing atq= 1 the basisB∗ of Aq(n) dual to Lusztig’s canonical basis ofUq(n), it is natural
to conjecture that, more precisely, every quantum cluster monomialYT of AQ(q)(Cw) is mapped
by κ to an element ofB∗. In fact, it is not too difficult to show thatκ(YT) always satisfies one
of the two characteristic properties ofB∗ (see below§12.3). But unfortunately, the second prop-
erty remains elusive, although Lampe [La1, La2] has proved it for all cluster variables in the two
special cases mentioned above.

Finally we note that it is well known that the algebrasAq(n(w)) are skew polynomial rings.
Therefore, by Theorem 1.1, all quantum cluster algebras of the formAQ(q)(Cw) are also skew
polynomial rings, which is far from obvious from their definition. One may hope that, conversely,
the existence of a cluster structure on many familiar quantum coordinate rings will bring some
new insights for studying their ring-theoretic properties, a very active subject in recent years (see
e.g. [BG, GLL , MC , Y] and references therein).

2 The quantum coordinate ring Aq(g)

2.1 The quantum enveloping algebraUq(g)

Letg be a symmetric Kac-Moody algebra with Cartan subalgebrat. We follow the notation of [K2,
§1]. In particular, we denote byI the indexing set of the simple rootsαi (i ∈ I) of g, by P ⊂ t∗

its weight lattice, byhi(i ∈ I) the elements ofP∗ ⊂ t such that〈hi ,α j〉= ai j are the entries of the
generalized Cartan matrix ofg. Sinceg is assumed to be symmetric, we also have a symmetric
bilinear form(·, ·) on t∗ such that(αi ,α j) = ai j .

The Weyl groupW < GL(t∗) is the Coxeter group generated by the reflectionssi for i ∈ I ,
where

si(γ) := γ −〈hi ,γ〉αi .

The length ofw∈W is denoted byl(w). We will also need the contragradient action ofW onP∗.
Let Uq(g) be the corresponding quantum enveloping algebra, aQ(q)-algebra with generators

ei , fi (i ∈ I),qh (h∈ P∗). We writeti = qhi . We denote byUq(n) (resp. Uq(n−)) the subalgebra of
Uq(g) generated byei (i ∈ I) (resp. fi (i ∈ I)). For i ∈ I , letUq(gi) denote the subalgebra ofUq(g)
generated byei , fi ,qh (h∈ P∗).

LetM be a (left)Uq(g)-module. Forλ ∈P, letMλ = {m∈M | qhm= q〈λ ,h〉m for everyh∈P∗}
be the corresponding weight space ofM. We say thatM is integrableif (i) M =⊕λ∈P Mλ , (ii) for
any i, M is a direct sum of finite-dimensionalUq(gi)-modules, and (iii) for anym∈ M, there exists
l ≥ 0 such thatei1 · · ·eil m= 0 for anyi1, . . . , i l ∈ I . We denote byOint(g) the category of integrable
Uq(g)-modules. This is a semisimple category, with simple objects the irreducible highest weight
modulesV(λ ) with highest weightλ ∈ P+, the monoid of dominant weights.
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2.2 Bimodules

Let ϕ and∗ be theQ(q)-linear anti-automorphisms ofUq(g) defined by

ϕ(ei) = fi, ϕ( fi) = ei , ϕ(qh) = qh, (2.1)

e∗i = ei , f ∗i = fi , (qh)∗ = q−h. (2.2)

A right Uq(g)-moduleN gives rise to a leftUq(g)-moduleNϕ by defining

x·n= n·ϕ(x), (n∈ N, x∈Uq(g)). (2.3)

We say thatN is an integrable right module ifNϕ is an integrable left module. In particular, for
λ ∈ P+, we have an irreducible integrable right moduleVr(λ ) such thatV r(λ )ϕ =V(λ ). Let mλ
be a highest weight vector inV(λ ), i.e. ei mλ = 0 for any i ∈ I . Thenmλ can be regarded as a
vectornλ ∈ V r(λ ), which satisfiesnλ fi = 0 for any i ∈ I . Equivalently,V r(λ ) is isomorphic to
the graded dual ofV(λ ), endowed with the natural right action ofUq(g). It follows that we have a
natural pairing〈·, ·〉λ : V r(λ )×V(λ )→Q(q), which satisfies〈nλ ,mλ 〉λ = 1, and

〈nx, m〉λ = 〈n, xm〉λ , (m∈V(λ ), n∈V r(λ ), x∈Uq(g)). (2.4)

We denote byOint(g
op) the category of integrable rightUq(g)-modules. It is also semisimple, with

simple objectsVr(λ ) (λ ∈ P+).
The tensor product ofQ(q)-vector spacesV r(λ )⊗V(λ ) has the natural structure of aUq(g)-

bimodule, via

x· (n⊗m) ·y= (n·y)⊗ (x·m), (x,y∈Uq(g), m∈V(λ ), n∈V r(λ )). (2.5)

2.3 Dual algebra

LetUq(g)
∗ = HomQ(q)(Uq(g),Q(q)). This is aUq(g)-bimodule, via

(x·ψ ·y)(z) = ψ(yzx), (x,y,z∈Uq(g), ψ ∈Uq(g)
∗). (2.6)

On the other hand,Uq(g) is a Hopf algebra, with comultiplication∆ : Uq(g) → Uq(g)⊗Uq(g)
given by

∆(ei) = ei ⊗1+ ti ⊗ei, ∆( fi) = fi ⊗ t−1
i +1⊗ fi, ∆(qh) = qh⊗qh, (2.7)

with counitε : Uq(g)→Q(q) given by

ε(ei) = ε( fi) = 0, ε(qh) = 1, (2.8)

and with antipodeSgiven by

S(ei) =−t−1
i ei , S( fi) =− fi ti , S(qh) = q−h. (2.9)

Dualizing∆, we obtain a multiplication onUq(g)
∗, defined by

(ψ θ)(x) = (ψ ⊗θ)(∆(x)), (ψ ,θ ∈Uq(g)
∗, x∈Uq(g)). (2.10)

Later on it will often be convenient to use Sweedler’s notation ∆(x) = ∑x(1) ⊗ x(2) for the co-
multiplication. Using this notation, (2.10) reads(ψ θ)(x) = ∑ψ(x(1))θ(x(2)). Combining (2.6)
and (2.10) we obtain

x· (ψ θ) ·y= ∑(x(1) ·ψ ·y(1))(x(2) ·θ ·y(2)). (2.11)
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2.4 Peter-Weyl theorem

Following Kashiwara [K2, §7], we defineAq(g) as the subspace ofUq(g)
∗ consisting of the linear

formsψ such that the left submoduleUq(g)ψ belongs toOint(g), and the right submoduleψUq(g)
belongs toOint(g

op). It follows from the fact that the categoriesOint(g) andOint(g
op) are closed

under tensor product thatAq(g) is a subring ofUq(g)
∗.

The next proposition of Kashiwara can be regarded as aq-analogue of the Peter-Weyl theorem
for the Kac-Moody groupG attached tog (see [KP]). We include a proof for the convenience of
the reader.

Proposition 2.1 ([K2, Proposition 7.2.2]) We have an isomorphismΦ of Uq(g)-bimodules

⊕

λ∈P+

Vr(λ )⊗V(λ ) ∼
−→ Aq(g)

given by
Φ(n⊗m)(x) = 〈nx, m〉λ , (m∈V(λ ), n∈V r(λ ), x∈Uq(g)).

Proof — It follows from (2.5) and (2.6) thatΦ defines a homomorphism ofUq(g)-bimodules from
⊕λ∈P+V r(λ )⊗V(λ ) to Uq(g)

∗. SinceV(λ ) andV r(λ ) are integrable for allλ ∈ P+, we see that
ImΦ ⊆ Aq(g).

Let us show thatΦ is surjective. Letψ ∈ Aq(g). We want to show thatψ ∈ ImΦ. Since
V :=Uq(g)ψ is integrable, it decomposes as a (finite) direct sum of irreducible integrable modules.
Thus, without loss of generality, we may assume thatV is isomorphic toV(λ ) for someλ ∈ P+.
We may also assume thatψ is a weight vector ofV (otherwise we can decompose it as a sum
of weight vectors). SinceV := Uq(g)ψ andW := ψUq(g) are both integrable, we see that there
exist k and l such thatei1 · · ·eik ·ψ = ψ · f j1 · · · f jl = 0 for every i1, . . . , ik, j1, . . . , j l ∈ I . Hence
ψ(xei1 · · ·eik) = ψ( f j1 · · · f jl x) = 0 for everyx ∈ Uq(g). It follows that the linear forma ∈ V∗

defined bya(ϕ) = ϕ(1) takes nonzero values only on a finite number of weight spaces of V.
Hencea is in the graded dual ofV, which we can identify toV r(λ ). Moreover,

Φ(a⊗ψ)(x) = 〈a, xψ〉λ = a(xψ) = xψ(1) = ψ(x)

for everyx∈Uq(g). Thereforeψ = Φ(a⊗ψ) belongs to ImΦ.
Now, Φ is also injective. Indeed, if forn⊗m∈V r(λ )⊗V(λ ) we haveΦ(n⊗m) = 0, then for

everyx ∈ Uq(g), 〈nx, m〉λ = 0. If n 6= 0, since〈·, ·〉λ is a pairing betweenVr(λ ) andV(λ ) and
nUq(g) =Vr(λ ), we get thatm= 0 andn⊗m= 0. Hence the restriction ofΦ toV r(λ )⊗V(λ ) is
injective. Finally, since the bimodulesVr(λ )⊗V(λ ) are simple and pairwise non-isomorphic,Φ
is injective. ✷

In view of Proposition 2.1, we can think ofAq(g) as aq-analogue of the coordinate ring of the
Kac-Moody group attached tog in [KP]. We therefore callAq(g) the quantum coordinate ring.
Wheng is a simple finite-dimensional Lie algebra,Aq(g) is the quantum coordinate ringOq(G) of
the simply-connected simple Lie group with Lie algebrag studied by many authors, seee.g. [J,
§9.1.1].
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2.5 Gradings

Let Q⊂ P be the root lattice. It follows from the defining relations ofUq(g) that it is aQ-graded
algebra:

Uq(g) =
⊕

α∈Q

Uq(g)α , (2.12)

where
Uq(g)α = {x∈Uq(g) | qhxq−h = q〈h,α〉x for all h∈ P∗}. (2.13)

By Proposition 2.1, we have
Aq(g) =

⊕

γ ,δ∈P

Aq(g)γ ,δ , (2.14)

where
Aq(g)γ ,δ = {ψ ∈ Aq(g) | ql ·ψ ·qr = q〈r,γ〉+〈l ,δ 〉ψ for all r, l ∈ P∗}. (2.15)

Lemma 2.2 (a) With the above decomposition Aq(g) is a P×P-graded algebra.

(b) For x∈Uq(g)α , ψ ∈ Aq(g)γ ,δ and y∈Uq(g)β , we have x·ψ ·y∈ Aq(g)γ−β ,δ+α .

(c) For x∈Uq(g)α , ψ ∈ Aq(g)γ ,δ , we haveψ(x) 6= 0 only if α = γ −δ .

3 Determinantal identities for quantum minors

3.1 Quantum minors

For our convenience we reproducemutatis mutandisa part of [BZ2, §9.2]. Using the isomorphism
Φ from Proposition 2.1 we define for eachλ ∈ P+ the element

∆λ := Φ(nλ ⊗mλ ) ∈ Aq(g)λ ,λ . (3.1)

This is aq-analogue of a (generalized) principal minor, in the sense of [FZ1, §1.4]. An easy
calculation shows that

∆λ ( f qh e) = ε( f )q〈h,λ〉ε(e), ( f ∈Uq(n−), h∈ P∗, e∈Uq(n)). (3.2)

For(u,v)∈W×W, we choose reduced expressionsi =(i l(u), . . . , i2, i1) andj =( j l(v), . . . , j2, j1)
so thatu= sil (u) · · ·si2si1 andv= sjl (v) · · ·sj2sj1. Next, we introduce positive roots

βk = si1si2 · · ·sik−1(αik), γl = sj1sj2 · · ·sjl−1(α jl ), (1≤ k≤ l(u), 1≤ l ≤ l(v)). (3.3)

Finally, for λ ∈ P+, we set

bk = (βk,λ ), cl = (γl ,λ ), (1≤ k≤ l(u), 1≤ l ≤ l(v)), (3.4)

and we define the (generalized)quantum minor∆u(λ),v(λ) ∈ Aq(g) by

∆u(λ),v(λ) =
(

f
(cl (v))

jl (v)
· · · f (c1)

j1

)
·∆λ ·

(
e(b1)

i1 · · ·e
(bl (u))

il (u)

)
. (3.5)
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Here, as usual, we denote bye(k)i (resp. f(k)i ) the q-divided powers of the Chevalley generators.
Equivalently, forx∈Uq(g) we have

∆u(λ),v(λ)(x) = ∆λ
(

e(b1)
i1

· · ·e
(bl (u))

il (u)
x f

(cl (v))

jl (v)
· · · f (c1)

j1

)
. (3.6)

It follows from the quantum Verma relations [Lu2, Proposition 39.3.7] that∆u(λ),v(λ) depends
only on the pair of weights(u(λ ),v(λ )), and not on the choice ofu andv, or of their reduced
expressionsi andj . Moreover it is immediate that∆u(λ),v(λ) ∈ Aq(g)u(λ),v(λ).

We have the following direct consequence of the definition ofquantum minors.

Lemma 3.1 If l (siu) = l(u)+1 and l(sjv) = l(v)+1 then

∆siu(λ),sj v(λ) = f (c)j ·∆u(λ),v(λ) ·e
(b)
i ,

where b:= (αi ,u(λ )) ≥ 0 (resp. c := (α j ,v(λ )) ≥ 0) is the maximal natural number such that

∆u(λ),v(λ) ·e
(b)
i 6= 0 (resp. f (c)j ·∆u(λ),v(λ) 6= 0).

It is convenient to identify∆u(λ),v(λ) with an extremal vector of weight(u(λ ),v(λ )) in the
simpleUq(g)⊗Uq(g) highest weight moduleV r(λ )⊗V(λ ). Thus, we have

fi ·∆γ ,δ = 0 if (αi ,δ )≤ 0, ei ·∆γ ,δ = 0 if (αi ,δ )≥ 0, (3.7)

∆γ ,δ ·ei = 0 if (αi ,γ)≤ 0, ∆γ ,δ · fi = 0 if (αi ,γ)≥ 0. (3.8)

In particular, we havef jl (v) ·∆u(λ),v(λ) = 0= ∆u(λ),v(λ) ·ejl (u) .
One may also identify∆u(λ),v(λ) with a matrix coefficient inV(λ ). To do that, let us first denote

by

mv(λ) := f
(cl (v))

jl (v)
· · · f (c1)

j1
mλ (3.9)

the extremal weight vector ofV(λ ) with weight v(λ ). Next, let (·, ·)λ be the nondegenerate
bilinear form onV(λ ) defined by

(xmλ , ymλ )λ := 〈nλ ϕ(x), ymλ 〉λ , (x,y∈Uq(g)). (3.10)

Then, using (3.1) and (3.6) we easily get

∆u(λ),v(λ)(x) = (mu(λ), xmv(λ))λ , (x∈Uq(g)). (3.11)

3.2 A family of identities for quantum minors

Let (ϖi)i∈I be the fundamental weights,i.e.we have〈h j ,ϖi〉 = (α j ,ϖi) = δi j . We note that the
fundamental weights are only determined up to aW-invariant element. Moreover, it is useful to
observe that

si(ϖ j) =

{
ϖ j −α j if i = j,

ϖ j otherwise.
(3.12)

We can now state the main result of this section. This is aq-analogue of [FZ1, Theorem 1.17].
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Proposition 3.2 Suppose that for u,v∈W and i∈ I we have l(usi)= l(u)+1and l(vsi)= l(v)+1.
Then

∆usi(ϖi),vsi (ϖi) ∆u(ϖi),v(ϖi) = q−1∆usi(ϖi),v(ϖi) ∆u(ϖi),vsi (ϖi)+∏
j 6=i

∆−aji

u(ϖ j ),v(ϖ j )
(3.13)

holds in Aq(g).

The proof of this proposition will be given after some preparation in Section 3.3 below, by fol-
lowing essentially the strategy of [FZ1, §2.3]. We first continue to review material from [BZ2,
§9.2].

Lemma 3.3 Let ψ ∈ Aq(g)γ ,δ and ψ ′ ∈ Aq(g)γ ′,δ ′ . For i ∈ I, assume that a= (αi ,δ ) and a′ =

(αi ,δ ′) are the maximal non-negative integers such that fa
i ·ψ 6= 0 and fa

′

i ·ψ ′ 6= 0. Then

( f (a)i ·ψ)( f (a
′)

i ·ψ ′) = f (a+a′)
i · (ψ ψ ′).

This follows from the definition of the comultiplication ofUq(g) and from (2.11). Note that we
have an analogous result wherefi is replaced byei and acts from the right. The next lemma is an
immediate consequence of Lemma 3.1 and Lemma 3.3.

Lemma 3.4 Let λ ′,λ ′′ ∈ P+, u′,v′,u′′,v′′ ∈W, and i, j ∈ I, be such that

l(sjv
′) = l(v′)+1, l(sjv

′′) = l(v′′)+1, l(siu
′) = l(u′)+1, l(siu

′′) = l(u′′)+1.

Then, putting a= (α j , v′(λ ′)+v′′(λ ′′)), and b= (αi , u′(λ ′)+u′′(λ ′′)), we have

f (a)j · (∆u′(λ ′),v′(λ ′)∆u′′(λ ′′),v′′(λ ′′)) = ∆u′(λ ′),sj v′(λ ′)∆u′′(λ ′′),sj v′′(λ ′′),

(∆u′(λ ′),v′(λ ′)∆u′′(λ ′′),v′′(λ ′′)) ·e
(b)
i = ∆siu′(λ ′),v′(λ ′)∆siu′′(λ ′′),v′′(λ ′′).

The next lemma follows easily from Lemma 3.4 by induction on the length ofu andv.

Lemma 3.5 The quantum minors have the following multiplicative property:

∆u(λ),v(λ) ∆u(µ),v(µ) = ∆u(λ+µ),v(λ+µ), (u,v∈W, λ ,µ ∈ P+).

In particular, the factors of the second summand in the righthand side of (3.13) pairwise commute.

The factors of the first summand in the right hand side of (3.13) also commute with each other, as
shown by the following lemma.

Lemma 3.6 Suppose that for u,v∈W and i∈ I we have l(usi) = l(u)+1 and l(vsi) = l(v)+1.
Then

∆usi(ϖi),v(ϖi ) ∆u(ϖi),vsi (ϖi) = ∆u(ϖi),vsi (ϖi) ∆usi(ϖi),v(ϖi ).

Proof — For x∈Uq(n) we have

x·∆si(ϖi),ϖi
= x·∆ϖi ·ei = ε(x)∆ϖi ·ei = ε(x)∆si(ϖi),ϖi

.

Similarly, for y∈Uq(n−) we have

∆ϖi ,si(ϖi) ·y= ε(y)∆ϖi ,si(ϖi).
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By [BZ2, Lemma 10.2] we can then conclude that

∆si(ϖi),ϖi
∆ϖi ,si (ϖi) = ∆ϖi ,si (ϖi) ∆si(ϖi),ϖi

.

(In [BZ2], g is generally assumed to be finite-dimensional, but this assumption plays no role in
the proof of [BZ2, Lemma 10.2].) This proves the lemma foru= v= e. The general case then
follows from successive applications of Lemma 3.4. ✷

3.3 Proof of Proposition 3.2

With the help of Lemma 3.4, we see by an easy induction on the length ofuandv that it is sufficient
to verify the special caseu= v= e, i.e.

∆si(ϖi),si(ϖi) ∆ϖi ,ϖi −q−1∆si(ϖi ),ϖi
∆ϖi ,si (ϖi)

︸ ︷︷ ︸
ψ1

= ∏
j 6=i

∆−aji
ϖ j ,ϖ j

︸ ︷︷ ︸
ψ2

. (3.14)

Note that
γi :=−∑

j 6=i

a ji ϖ j = 2ϖi −αi = ϖi +si(ϖi) ∈ P+.

Thus, by Lemma 3.5 we have
ψ2 = ∆γi = ∆γi ,γi , (3.15)

in particular the factors ofψ2 commute. It follows from the definition of∆γi that

(1) ψ2(1U ) = 1,

(2) ψ2 ∈ Aq(g)γi ,γi ,

(3) ej ·ψ2 = 0= ψ2 · f j for all j ∈ I .

Here 1U stands for the unit ofUq(g). By Proposition 2.1 these properties characterizeψ2 uniquely,
so it is sufficient to verify the properties (1) – (3) forψ1.

Property (1). We use that for anyψ ,φ ∈ Aq(g) we have(ψ φ)(1U ) = ψ(1U )φ(1U ) since
∆(1U )= 1U ⊗1U , and note thatq0 = 1U . Now,∆ϖi ,si(ϖi ) = fi ·∆ϖi , thus∆ϖi ,si(ϖi)(1U )=∆ϖi ( fi) = 0.
Similarly, ∆si(ϖi),ϖi

(1U) = 0 and∆ϖi ,ϖi (1U) = 1. Finally,

∆si(ϖi),si(ϖi)(1U ) = ∆ϖi (ei fi) = ∆ϖi ( fi 1Uei)+∆ϖi

(
qhi −q−hi

q−q−1

)
= 0+1.

Thusψ1(1U) = 1.

Property (2). Recall that∆γ ,δ ∈ Aq(g)γ ,δ . SinceAq(g) is P×P-graded it follows from (3.15)
that both summands ofψ1 belong toAq(g)γi ,γi .

Property (3). Since∆(ej) = ej ⊗1+qhj ⊗ej the operatorej ·− acts onAq(g) as a “graded
q-derivation”, i.e.for ψ ∈ Aq(g)γ ,δ andψ ′ ∈ Aq(g)γ ′,δ ′ we have

ej · (ψ ψ ′) = (ej ·ψ)ψ ′+q〈hj ,δ 〉ψ (ej ·ψ ′). (3.16)
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Similarly,
(ψ ψ ′) · f j = ψ (ψ ′ · f j)+q〈−hj ,γ ′〉(ψ · f j)ψ ′. (3.17)

Now, for j 6= i we have〈h j ,ϖi〉= 0 and〈h j ,si(ϖi)〉= 〈h j ,ϖi −αi〉=−ai j ≥ 0. Thus, by (3.7),
the left multiplication byej annihilates all the minors appearing inψ1, and as a consequence
ej ·ψ1 = 0.

It remains to show thatei ·ψ1 = 0. To this end we observe first thatei ·∆u(ϖi ),si(ϖi) = ∆u(ϖi),ϖi

for anyu∈W. In fact,

ei ·∆u(ϖi),si(ϖi) = (ei fi) ·∆u(ϖi),ϖi
= ( fi ei) ·∆u(ϖi),ϖi

+
qhi −q−hi

q−q−1 ·∆u(ϖi),ϖi

= 0+
q〈hi ,ϖi 〉−q〈−hi ,ϖi〉

q−q−1 ∆u(ϖi),ϖi
= ∆u(ϖi),ϖi

.

So, we can now calculate

ei ·ψ1 = (ei ·∆si(ϖi),si(ϖi))∆ϖi ,ϖi −q−1(ei ·∆si(ϖi),ϖi
)∆ϖi ,si(ϖi)

+q〈hi ,si(ϖ)〉∆si(ϖi),si(ϖi))(ei ·∆ϖi ,ϖi )−q〈hi ,ϖi 〉−1∆si(ϖi ),ϖi
(ei ·∆ϖi ,si(ϖi))

= ∆si(ϖi),ϖi
∆ϖi ,ϖi −q0∆si(ϖi),ϖi

∆ϖi ,ϖi = 0. (3.18)

Finally, we have to show thatψi · f j = 0 for all j ∈ I . Again, for j 6= i we see by (3.8) that
the mapx 7→ x · f j annihilates all the minors occuring inψ1. In order to see thatψ1 · fi = 0, we
note that by Lemma 3.6, we have∆si(ϖi),ϖi

∆ϖi ,si(ϖi) = ∆ϖi ,si(ϖi) ∆si(ϖi),ϖi
. Then we can proceed as

in (3.18). Proposition 3.2 is proved.

4 The quantum coordinate ringsAq(b) and Aq(n)

4.1 The quantum coordinate ringAq(b)

LetUq(b) be the subalgebra ofUq(g) generated byei (i ∈ I) andqh (h∈ P∗). We have

∆(Uq(b))⊂Uq(b)⊗Uq(b), S(Uq(b))⊆Uq(b), (4.1)

henceUq(b) is a Hopf subalgebra. Therefore, as in (2.10),Uq(b)
∗ has a multiplication dual to the

comultiplication ofUq(b). Clearly, the mapρ : Uq(g)
∗ →Uq(b)

∗ given by restricting linear forms
from Uq(g) to Uq(b) is an algebra homomorphism.

We defineAq(b) := ρ(Aq(g)). Let Q+ =
⊕

i∈I Nαi. For γ ,δ ∈ P, let Aq(b)γ ,δ = ρ(Aq(g)γ ,δ ).
SinceUq(b)⊆

⊕
α∈Q+

Uq(g)α , we have by Lemma 2.2,

Aq(b) =
⊕

γ−δ∈Q+

Aq(b)γ ,δ . (4.2)

4.2 The quantum coordinate ringAq(n)

Recall thatUq(n) is the subalgebra ofUq(g) generated byei (i ∈ I). Because of (2.7), this isnot
a Hopf subalgebra. Nevertheless, we can endowUq(n)

∗ with a multiplication as follows. Recall
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that everyy∈Uq(b) can be written as aQ(q)-linear combination of elements of the formxqh with
x∈Uq(n) andh∈ P∗. Givenψ ∈Uq(n)

∗, we define the linear form̃ψ ∈Uq(b)
∗ by

ψ̃(xqh) = ψ(x), (x∈Uq(n), h∈ P∗). (4.3)

Clearly, ι : ψ 7→ ψ̃ is an injective linear map. Moreover, since∆(xqh) = ∑x(1)q
h ⊗ x(2)q

h, it
follows immediately from (2.10) that

(ψ̃ · ϕ̃) (xqh) = (ψ̃ · ϕ̃)(x), (ψ ,ϕ ∈Uq(n)
∗, x∈Uq(n), h∈ P∗). (4.4)

Thereforeι(Uq(n)
∗) is a subalgebra ofUq(b)

∗, and we can define

ψ ·ϕ = ι−1(ψ̃ · ϕ̃). (4.5)

We haveUq(n) =
⊕

α∈Q+
Uq(n)α , whereUq(n)α = Uq(n)∩Uq(g)α is finite-dimensional for

everyα ∈ Q+. Let

Aq(n) =
⊕

α∈Q+

HomQ(q)(Uq(n)α ,Q(q)) =
⊕

α∈Q+

Aq(n)α ⊂Uq(n)
∗ (4.6)

denote the graded dual ofUq(n). It is easy to see thatAq(n) is a subalgebra ofUq(n)
∗ for the

multiplication defined in (4.5). Moreover,ι(Aq(n))⊂ Aq(b), and more precisely (4.3) shows that

ι(Aq(n)α) = Aq(b)α ,0, (α ∈ Q+). (4.7)

To summarize,Aq(n) can be identified with the subalgebraι(Aq(n)) =
⊕

α∈Q+
Aq(b)α ,0 of Aq(b).

4.3 The algebra isomorphism betweenAq(n) and Uq(n)

For i ∈ I , let δi ∈ EndQ(q)(Uq(n)) be theq-derivation defined byδi(ej) = δi j and

δi(xy) = δi(x)y+q〈hi ,α〉xδi(y), (x∈Uq(n)α , y∈Uq(n)). (4.8)

It is well known that there exists a unique nondegenerate symmetric bilinear form onUq(n) such
that(1,1) = 1 and

(δi(x), y) = (x, eiy), (x∈Uq(n), y∈Uq(n), i ∈ I). (4.9)

Denote byψx the linear form onUq(n) given byψx(y) = (x, y). Then, the mapΨ : x 7→ ψx is an
isomorphism of graded vector spaces fromUq(n) to Aq(n).

Proposition 4.1 Let Aq(n) be endowed with the multiplication (4.5). ThenΨ is an isomorphism
of algebras from Uq(n) to Aq(n).

Proof — We need to show that

ψ̃xy(zqh) = (ψ̃x · ψ̃y) (zqh), (x,y,z∈Uq(n), h∈ P∗). (4.10)

By linearity, we can assume thatz= ei1 · · ·eim for somei1, . . . , im ∈ I . By definition,

ψ̃xy(zqh) = (xy, z) = (δim · · ·δi1(xy), 1). (4.11)
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Let us assume, without loss of generality, thatx∈Uq(n)α . It follows from (4.8) that

δim · · ·δi1(xy) = ∑
K

qσ(J,K)δi js
· · ·δi j1

(x)δikr
· · ·δik1

(y) (4.12)

where the sum is over all subsetsK = {k1 < · · ·< kr} of [1,m], J = { j1 < · · ·< js} is the comple-
ment ofK in [1,m], and

σ(J,K) =

〈
hk1, α − ∑

j∈J, j<k1

α j

〉
+ · · ·+

〈
hkr , α − ∑

j∈J, j<kr

α j

〉
.

Moreover, a summand of the r.h.s. of (4.12) can give a nonzerocontribution to (4.11) only if
α = ∑ j∈J α j . In this case we have

σ(J,K) =

〈
hk1, ∑

j∈J, j>k1

α j

〉
+ · · ·+

〈
hkr , ∑

j∈J, j>kr

α j

〉
, (4.13)

and
(xy, z) = ∑

K

qσ(J,K)(ei j1
· · ·ei js

, x)(eik1
· · ·eikr

, y). (4.14)

On the other hand, it is easy to deduce from (2.7) that

∆(z) = ∑
K

qσ(J,K)ei j1
· · ·ei js

tik1
· · · tikr

⊗eik1
· · ·eikr

whereσ(J,K) is again given by (4.13). It then follows from the definition of ψ̃x andψ̃y that

(ψ̃x · ψ̃y) (zqh) = (ψ̃x · ψ̃y) (z) = ∑
K

qσ(J,K)(ei j1
· · ·ei js

, x)(eik1
· · ·eikr

, y) = ψ̃xy(zqh).

✷

5 Determinantal identities for unipotent quantum minors

5.1 Principal quantum minors

Let λ ∈ P+, andu,v∈W. The quantum minor∆u(λ),v(λ) is calledprincipal whenu(λ ) = v(λ ). In
this case we have by Lemma 2.2 (c) that∆v(λ),v(λ)(x) = 0 if x 6∈Uq(g)0. Therefore the restriction
ρ(∆v(λ),v(λ)) ∈ Aq(b) is given by

ρ(∆v(λ),v(λ))(xqh) = ε(x)q〈h,v(λ)〉, (x∈Uq(n), h∈ P∗). (5.1)

Define
∆∗

v(λ),v(λ) := ∆v(λ),v(λ) ◦S∈Uq(g)
∗, (5.2)

whereS is the antipode ofUq(g).

Lemma 5.1 (a) The principal quantum minorsρ(∆v(λ),v(λ)) (v∈W, λ ∈ P+) are invertible in
Aq(b), with inverse equal toρ(∆∗

v(λ),v(λ)).
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(b) The principal quantum minorsρ(∆v(λ),v(λ)) are q-central in Aq(b). More precisely, for
ψ ∈ Aq(b)γ ,δ we have

ρ(∆v(λ),v(λ)) ·ψ = q(v(λ),γ−δ )ψ ·ρ(∆v(λ),v(λ)).

Proof — (a) First, we note thatρ(∆∗
v(λ),v(λ)) belongs toAq(b). Indeed, letUq(b−) be the subalgebra

of Uq(g) generated byfi (i ∈ I) andqh (h∈ P∗), andU0
q the subalgebra generated byqh (h∈ P∗).

SinceS is an anti-automorphism ofUq(g) which stabilizesUq(b), Uq(b−), andU0
q , it is clear that

∆∗
v(λ),v(λ) generates an integrable left (resp.right) submodule ofUq(g)

∗. So∆∗
v(λ),v(λ) ∈Aq(g), and

ρ(∆∗
v(λ),v(λ)) ∈ Aq(b). Now, it follows easily from the definition that

∆∗
v(λ),v(λ)(xqh) = ε(x)q−〈h,v(λ)〉, (x∈Uq(n), h∈ P∗),

so that
(

∆v(λ),v(λ) ·∆∗
v(λ),v(λ)

)
(xqh) = ∑∆v(λ),v(λ)(x(1)q

h)∆∗
v(λ),v(λ)(x(2)q

h) = ε(xqh),

which proves (a).
(b) As for (a), it is enough to evaluate each side of the equation at a typical elementxqh

of Uq(b). Since the equation relates two elements ofAq(b)γ+v(λ),δ+v(λ), we may assume that
x ∈Uγ−δ . By linearity, we may further assume thatx = ei1 · · ·eik , whereαi1 + · · ·+αik = γ − δ ,
without loss of generality. Using (2.7), we have

(
∆v(λ),v(λ) ·ψ

)
(xqh) = ∑∆v(λ),v(λ)(x(1)q

h)ψ(x(2)q
h) = ∆v(λ),v(λ)(ti1 · · · tikq

h)ψ(xqh),

because∆v(λ),v(λ)(x(1)q
h) 6= 0 only if x(1) ∈Uq(g)0. Hence

(
∆v(λ),v(λ) ·ψ

)
(xqh) = q(v(λ),γ−δ )∆v(λ),v(λ)(q

h)ψ(xqh).

On the other hand it also follows from (2.7) that
(
ψ ·∆v(λ),v(λ)

)
(xqh) = ∑ψ(x(1)q

h)∆v(λ),v(λ)(x(2)q
h) = ψ(xqh)∆v(λ),v(λ)(q

h),

hence the result. ✷

5.2 Unipotent quantum minors

The quantum minor∆u(λ),v(λ) belongs toAq(g)u(λ),v(λ), hence its restrictionρ(∆u(λ),v(λ)) belongs
to Aq(b)u(λ),v(λ). Therefore, ifv(λ ) 6= 0, it does not belong toι(Aq(n)). But a slight modification
does, as we shall now see.

We define theunipotent quantum minor Du(λ),v(λ) by

Du(λ),v(λ) = ρ
(

∆u(λ),v(λ) ·∆∗
v(λ),v(λ)

)
. (5.3)

This is an element ofAq(b)u(λ)−v(λ),0 ⊂ ι(Uq(n)
∗). In fact, the same calculation as in the proof of

Lemma 5.1 shows that forx∈Uq(n) andh∈ P∗, we have

Du(λ),v(λ)(xqh) = ∆u(λ),v(λ)(xqh)∆v(λ),v(λ)(q
−h) = ∆u(λ),v(λ)(x) = Du(λ),v(λ)(x). (5.4)
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Thus, we can regardDu(λ),v(λ) as the restriction toUq(n) of the quantum minor∆u(λ),v(λ). But we
should be aware that this restriction isnotan algebra homomorphism. For example, by Lemma 3.5
we have

∆u(λ),v(λ) ·∆u(µ),v(µ) = ∆u(µ),v(µ) ·∆u(λ),v(λ), (u,v∈W, λ ,µ ∈ P+).

The corresponding commutation relation for unipotent quantum minors is given by the following

Lemma 5.2 For u,v∈W andλ ,µ ∈ P+ we have

Du(λ),v(λ) ·Du(µ),v(µ) = q(v(µ),u(λ))−(v(λ),u(µ))Du(µ),v(µ) ·Du(λ),v(λ).

Proof — Let us write for shortρ(∆u(λ),v(λ)) = ∆u(λ),v(λ) andρ(∆∗
v(λ),v(λ)) = ∆∗

v(λ),v(λ). We have,
by Lemma 5.1,

Du(λ),v(λ)Du(µ),v(µ) = ∆u(λ),v(λ)∆∗
v(λ),v(λ)∆u(µ),v(µ)∆∗

v(µ),v(µ)

= q(v(λ),v(µ)−u(µ))∆u(λ),v(λ)∆u(µ),v(µ)∆∗
v(λ),v(λ)∆

∗
v(µ),v(µ)

= q(v(λ),v(µ)−u(µ))∆u(µ),v(µ)∆u(λ),v(λ)∆∗
v(µ),v(µ)∆

∗
v(λ),v(λ)

= q(v(µ),u(λ))−(v(λ),u(µ))∆u(µ),v(µ)∆∗
v(µ),v(µ)∆u(λ),v(λ)∆∗

v(λ),v(λ)

= q(v(µ),u(λ))−(v(λ),u(µ))Du(µ),v(µ)Du(λ),v(λ)

✷

Similarly, Lemma 3.6 implies:

Lemma 5.3 Suppose that for u,v∈W and i∈ I we have l(usi) = l(u)+1 and l(vsi) = l(v)+1.
Then

Dusi(ϖi ),v(ϖi )Du(ϖi),vsi (ϖi) = q(vsi(ϖi),usi (ϖi))−(v(ϖi),u(ϖi))Du(ϖi),vsi (ϖi)Dusi(ϖi),v(ϖi ).

✷

We can also regard the quantum unipotent minors as linear forms onUq(n) given by matrix coef-
ficients of integrable representations. Indeed, using (3.11), we have

Du(λ),v(λ)(x) = (mu(λ), xmv(λ))λ , (x∈Uq(n)). (5.5)

In particular, whenu= ewe get the same quantum flag minors

Dλ ,v(λ)(x) = (mλ , xmv(λ))λ , (x∈Uq(n)). (5.6)

as in [Ki , §6.1] (up to a switch fromUq(n−) to Uq(n)).
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5.3 A family of identities for unipotent quantum minors

We are now in a position to deduce from Proposition 3.2 an algebraic identity satisfied by unipotent
quantum minors. Later on, we will see that particular cases of this identity can be seen as quantum
exchange relations in certain quantum cluster algebras.

As in §3.3, let us writeγi = ϖi +si(ϖi), so that

∆u(γi),v(γi) = ∏
j 6=i

∆−aji

u(ϖ j ),v(ϖ j )
, (5.7)

where, by Lemma 3.5, the order of the factors in the right-hand side is irrelevant.

Proposition 5.4 Suppose that for u,v∈W and i∈ I we have l(usi)= l(u)+1and l(vsi)= l(v)+1.
Then

qADusi(ϖi),vsi (ϖi)Du(ϖi),v(ϖi ) = q−1+BDusi(ϖi ),v(ϖi )Du(ϖi),vsi (ϖi)+Du(γi),v(γi )

holds in Aq(n), where

A= (vsi(ϖi), u(ϖi)−v(ϖi)), B= (v(ϖi), u(ϖi)−vsi(ϖi)).

Proof — Again let us write for shortρ(∆u(λ),v(λ)) = ∆u(λ),v(λ) andρ(∆∗
v(λ),v(λ)) = ∆∗

v(λ),v(λ). We
apply the restriction homomorphismρ to the equality of Proposition 3.2, and we multiply both
sides from the right by

∆∗
v(ϖi),v(ϖi )

∆∗
v(si(ϖi)),v(si(ϖi ))

= ∆∗
v(γi),v(γi )

.

Note that all these minors commute by Lemma 3.5. The result then follows directly from the
definition of unipotent quantum minors, and from Lemma 5.1 (b). ✷

It is sometimes useful to write the second summand of the right-hand side of Proposition 5.4
as a product. It is straightforward to deduce from (5.7) and Lemma 5.1 (b) that we have

Du(γi),v(γi) = qC
−→

∏
j 6=i

(
Du(ϖ j ),v(ϖ j )

)−ai j
, (5.8)

where

C = ∑
j<k

j 6=i 6=k

ai j aik(v(ϖ j), u(ϖk)−v(ϖk))+∑
j 6=i

(
−ai j

2

)
(v(ϖ j), u(ϖ j)−v(ϖ j)). (5.9)

5.4 A quantum T-system

Let i = (i1, . . . , ir) ∈ I r be such thatl(si1 · · ·sir ) = r. We will now deduce from Proposition 5.4 a
system of identities relating the unipotent quantum minors

D(k, l ; j) := Dsi1···sik(ϖ j ), si1···sil (ϖ j ), (0≤ k< l ≤ r, j ∈ I). (5.10)

Here, we use the convention thatD(0, l ; j) = Dϖ j , si1···sil (ϖ j ), a quantum flag minor. This system
can be viewed as aq-analogue of aT-system, (see [KNS]). It will allow us to express every
quantum minorD(k, l ; j) in terms of the flag minorsD(0,m; i).
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Note that, because of (3.12), every quantum minorD(k, l ; j) is equal to a minor of the form
D(b,d; j) whereib = id = j. When this is the case, we can simply writeD(b,d; j) = D(b,d). Note
that in particular,D(b,b) = 1 for everyb. By convention, we writeD(0,b) = Dϖib, si1···sib(ϖib)

. We
will also use the following shorthand notation:

b−( j) := max({s< b | is = j}∪{0}) , (5.11)

b− := max({s< b | is = ib}∪{0}) , (5.12)

µ(b, j) := si1 · · ·sib(ϖ j). (5.13)

In (5.13) we understand thatµ(0, j) = ϖ j . Clearly, we haveD(b,d; j) = D(b−( j),d−( j)).

Proposition 5.5 Let1≤ b< d ≤ r be such that ib = id = i. There holds

qAD(b,d)D(b−,d−) = q−1+BD(b,d−)D(b−,d) + qC
−→

∏
j 6=i

D(b−( j),d−( j))−ai j (5.14)

where
A= (µ(d, i), µ(b−, i)−µ(d−, i)), B= (µ(d−, i), µ(b−, i)−µ(d, i)),

and

C= ∑
j<k

j 6=i 6=k

ai j aik (µ(d, j), µ(b,k)−µ(d,k))+ ∑
j 6=i

(
−ai j

2

)
(µ(d, j), µ(b, j)−µ(d, j)) .

Proof — This follows directly from Proposition 5.4, (5.8), and (5.9), by taking

u= si1 · · ·sib−1, v= si1 · · ·sid−1, i = ib = id.

✷

6 Canonical bases

6.1 The canonical basis ofUq(n)

We briefly review Lusztig’s definition of a canonical basis ofUq(n).
Recall the scalar product(·, ·) onUq(n) defined in§4.3. In [Lu2, Chapter 1], Lusztig defines

a similar scalar product(·, ·)L, using the sameq-derivationδi (denoted byir in [Lu2, 1.2.13]) but
with a different normalization(ei ,ei)L = (1−q−2)−1. It it easy to see that(x,y) = 0 if and only if
(x,y)L = 0, and ifx,y∈Uq(n)β then

(x,y)L = (1−q−2)−degβ (x,y), (6.1)

where, forβ = ∑i ciαi , we set degβ = ∑i ci . This slight difference will not affect the definition of
the canonical basis below, and we will always use(·, ·) instead of(·, ·)L.

Let A = Q[q,q−1]. We introduce theA-subalgebraUA(n) of Uq(n) generated by the divided

powerse(k)i (i ∈ I , k∈ N). We define a ring automorphismx 7→ x of Uq(g) by

q= q−1, ei = ei , fi = fi , (i ∈ I). (6.2)
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This restricts to a ring automorphism ofUq(n).
The canonical basisB is anA-basis ofUA(n) such that

b= b, (b∈ B). (6.3)

Moreover, for everyb,b′ ∈ B the scalar product(b,b′) ∈Q(q) has no pole atq= ∞, and

(b, b′)|q=∞ = δb,b′ . (6.4)

By this we mean that

(b,b′) =
a jq j + · · ·a1q+a0

a′kq
k+ · · ·+a′1q+a′0

, (ai ,a
′
i ∈ Z, a j 6= 0, a′k 6= 0),

with j < k whenb 6= b′, and j = k,a j = a′k whenb= b′. It is easy to see that if anA-basis ofUA(n)
satisfies (6.3) and (6.4), then it is unique up to sign (see [Lu2, 14.2]). The existence ofB is proved
in [Lu2, Part 2], and a consistent choice of signs is provided. Of course,B is also aQ(q)-basis
of Uq(n).

6.2 The dual canonical basis ofUq(n)

Let B∗ be the basis ofUq(n) adjoint toB with respect to the scalar product(·, ·). We call it the
dual canonical basisof Uq(n), since it can be identified viaΨ with the dual basis ofB in Aq(n).

Note thatB∗ is not invariant under the bar automorphismx 7→ x. The property ofB∗ dual to
(6.3) can be stated as follows. Letσ be the composition of the anti-automorphism∗ and the bar
involution, that is,σ is the ringanti-automorphism ofUq(n) such that

σ(q) = q−1, σ(ei) = ei . (6.5)

For β ∈ Q+, define

N(β ) :=
(β , β )

2
−degβ . (6.6)

Then, ifb∈Uq(n)β belongs toB∗, there holds

σ(b) = qN(β) b, (6.7)

(see [Re, Ki ]).

6.3 Specialization atq= 1 of Uq(n) and Aq(n)

Recall thatUA(n) is theA-submodule ofUq(n) spanned by the canonical basisB. If we regardC
as anA-module via the homomorphismq 7→ 1, we can define

U1(n) := C⊗AUA(n). (6.8)

This is aC-algebra isomorphic to the enveloping algebraU(n).
Similarly, letAA(n) be theA-submodule ofAq(n) spanned by the basisΨ(B∗). Define

A1(n) := C⊗A AA(n). (6.9)

This is aC-algebra isomorphic to the graded dualU(n)∗gr. This commutative ring can be identified
with the coordinate ringC[N] of a pro-unipotent pro-groupN with Lie algebra the completion̂n
of n (see [GLS6]).
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6.4 Global bases ofUq(n−)

We shall also use Kashiwara’s lower global basisBlow of Uq(n−), constructed in [K1]. It was
proved by Grojnowski and Lusztig thatϕ(B) = Blow, whereϕ is the anti-automorphism of (2.1).

For i ∈ I , we introduce theq-derivationse′i andie′ of Uq(n−), defined bye′i( f j) = ie′( f j) = δi j

and, for homogeneous elementsx,y∈Uq(n−),

e′i(xy) = e′i(x)y+q〈hi ,wt(x)〉xe′i(y), (6.10)

ie
′(xy) = q〈hi ,wt(y)〉

ie
′(x)y+x ie

′(y). (6.11)

Note thatie′ = ∗◦e′i ◦∗. Let us denote by(·, ·)K the Kashiwara scalar product onUq(n−). It is the
unique symmetric bilinear form such that(1, 1)K = 1, and

( fix, y)K = (x, e′i(y))K , (x∈Uq(n−), y∈Uq(n−), i ∈ I). (6.12)

It also satisfies

(x fi , y)K = (x, ie
′(y))K , (x∈Uq(n−), y∈Uq(n−), i ∈ I). (6.13)

Let ϕ be the composition ofϕ and the bar involution, that is,ϕ is the ringanti-automorphism of
Uq(g) such that

ϕ(q) = q−1, ϕ(ei) = fi , ϕ( fi) = ei , ϕ(qh) = q−h. (6.14)

The following lemma expresses the compatibility between the scalar products andq-derivations
onUq(n) andUq(n−).

Lemma 6.1 (a) For i ∈ I, we haveie′ ◦ϕ = ϕ ◦δi .

(b) For x,y∈Uq(n) we have(x, y) = (ϕ(x), ϕ(y))K .

Proof — As ie′ ◦ϕ andϕ ◦ δi are both linear, it is enough to prove thatie′ ◦ϕ(z) = ϕ ◦ δi(z) for
any homogeneous elementzof Uq(n). We prove this by induction on the degree ofz. If the degree
is 1, then this follows easily from the definition of all thesemaps. Then assume that the degree of
z is bigger than one. Then, without loss of generality, we can assume thatz= xywith degrees ofx
andy smaller than the degree ofz. Now

ie
′(ϕ(xy)) = ie

′(ϕ(y)ϕ(x)) = q−〈hi ,β〉
ie
′(ϕ(y))ϕ(x)+ϕ(y) ie

′(ϕ(x)).

By induction on the degrees ofx andy we can assume thatie′(ϕ(x)) = ϕ(δi(x)) and ie′(ϕ(y)) =
ϕ(δi(y)), so that

ie
′(ϕ(xy)) = ϕ

(
q〈hi ,β〉xδi(y)+δi(x)y)

)
= ϕ(δi(xy)),

which proves (a). Then

(ϕ(eix),ϕ(y))K = (ϕ(x) fi ,ϕ(y))K = (ϕ(x), ie
′(ϕ(y)))K = (ϕ(x),ϕ(δi(y))K .

By induction on the degrees ofx andy we can assume that(ϕ(x),ϕ(δi(y)))K = (x,δi(y)) = (eix,y),
which proves (b). ✷

Let Bup denote the upper global basis ofUq(n−). This is the basis adjoint toBlow with respect
to (·, ·)K . By Lemma 6.1(b), we also haveBup = ϕ(B∗).
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Let us denote byB(∞) the crystal ofUq(n−), and byb∞ its highest weight element. The
elements ofBlow (resp. Bup) are denoted byGlow(b) (b ∈ B(∞)) (resp. Gup(b)). As usual, for
every i ∈ I , one denotes bỹei and f̃i the Kashiwara crystal operators ofB(∞). We will need the
following well known property of the upper global basis, (see [K2, Lemma 5.1.1], [Ki , Corollary
3.16]):

Lemma 6.2 Let b∈ B(∞), and put k= max{ j ∈ N | (ie′) j(Gup(b)) 6= 0}. Then, denoting by
(ie′)(k) the kth q-divided power ofie′, we have(ie′)(k)(Gup(b)) ∈ Bup. More precisely,

(ie
′)(k)(Gup(b)) = Gup((ẽ∗i )

kb),

whereẽ∗i is the crystal operator obtained from̃ei by conjugating with the involution∗ of (2.2).

The integerk= max{ j ∈N | (e′i)
j(Gup(b)) 6= 0}= max{ j ∈N | (ẽi)

j(b) 6= 0} is denoted byεi(b).
Similarly, the integerk=max{ j ∈N | (ie′) j(Gup(b)) 6= 0}=max{ j ∈N | (ẽ∗i )

j(b) 6= 0} is denoted
by ε∗

i (b).

6.5 Unipotent quantum minors belong to B∗

Using the isomorphismΨ : Uq(n) → Aq(n) of 4.3, we can regard the unipotent quantum minors
Du(λ),v(λ) as elements ofUq(n). More precisely, letdu(λ),v(λ) = Ψ−1(Du(λ),v(λ)) be the element of
Uq(n) such that

Du(λ),v(λ)(x) = (du(λ),v(λ), x), (x∈Uq(n)). (6.15)

By a slight abuse, we shall also calldu(λ),v(λ) a unipotent quantum minor. In this section we show:

Proposition 6.3 For everyλ ∈ P+ and u,v∈W such that u(λ )−v(λ ) ∈ Q+, the unipotent quan-
tum minor du(λ),v(λ) belongs toB∗. More precisely, writing u= sil (u) · · ·si1, v = sjl (v) · · ·sj1 and
defining bk and cl as in (3.4), we have

du(λ),v(λ) = ϕ
(

Gup
(
(ẽ∗il (u))

bl (u) · · ·(ẽ∗i1)
b1 f̃

cl (v)

jl (v)
· · · f̃ c1

j1
b∞

))
.

Proof — We proceed in two steps, and first consider the case whenu= e is the unit ofW, that is,
the case of unipotent quantum flag minorsdλ ,v(λ). By (5.6), we have forx∈Uq(n),

(dλ ,v(λ), x) = (mλ , xmv(λ))λ = (ϕ(x)mλ , mv(λ))λ .

It is well known that the extremal weight vectorsmv(λ) belong to Kashiwara’s lower global basis
of V(λ ), and also to the upper global basis. More precisely, we have

mv(λ) = Glow
(

f̃
cl (v)

jl (v)
· · · f̃ c1

j1
bλ

)
= Gup

(
f̃

cl (v)

jl (v)
· · · f̃ c1

j1
bλ

)
,

wherebλ is the highest weight element of the crystalB(λ ) of V(λ ). Hence we have

(dλ ,v(λ), x) =
(

ϕ(x)mλ , Gup
(

f̃
cl (v)

jl (v)
· · · f̃ c1

j1 bλ

))
λ
. (6.16)
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It follows from (6.16) that(dλ ,v(λ), x) = 1 if ϕ(x) = Glow
(

f̃
cl (v)

jl (v)
· · · f̃ c1

j1 b∞

)
, and(dλ ,v(λ), x) = 0 if

ϕ(x) is any other element ofBlow. Therefore,dλ ,v(λ) is the element ofB∗ given by

dλ ,v(λ) = ϕ
(

Gup
(

f̃
cl (v)

jl (v)
· · · f̃ c1

j1 b∞

))
.

Now let us consider the general case whenu= sil (u) · · ·si1 is non trivial. Fork = 1, . . . , l(u), write
uk = sik · · ·si1. Using Lemma 3.1, we have forx∈Uq(n),

Duk(λ),v(λ)(x) = ∆uk(λ),v(λ)(x) =
(

∆uk−1(λ),v(λ) ·e
(bk)
ik

)
(x)

wherebk = (αik ,uk−1(λ )) = max{ j | ∆uk−1(λ),v(λ) ·e
( j)
ik

6= 0}. Now we can also write

Duk(λ),v(λ)(x) =
(

duk−1(λ),v(λ), e(bk)
ik

x
)
=
(
(δik)

(bk)duk−1(λ),v(λ), x
)
,

hence
duk(λ),v(λ) = (δik)

(bk)duk−1(λ),v(λ),

where(δi)
(b) means thebth q-divided power of theq-derivationδi. Sinceuk(λ )−v(λ ) ∈ Q+, the

restrictionρ(∆uk(λ),v(λ)) is nonzero, hencebk = max{ j | (δik)
(b)duk−1(λ),v(λ) 6= 0}. Applying ϕ and

assuming by induction onk that

duk−1(λ),v(λ) = ϕ
(

Gup
(
(ẽ∗ik−1

)bk−1 · · · (ẽ∗i1)
b1 f̃

cl (v)

jl (v)
· · · f̃ c1

j1 b∞

))

we get by Lemma 6.1(a) that

ϕ(duk(λ),v(λ)) = (ike
′)(bk)

(
Gup

(
(ẽ∗ik−1

)bk−1 · · · (ẽ∗i1)
b1 f̃

cl (v)

jl (v)
· · · f̃ c1

j1
b∞

))

and
bk = ε∗

ik

(
(ẽ∗ik−1

)bk−1 · · ·(ẽ∗i1)
b1 f̃

cl (v)

jl (v)
· · · f̃ c1

j1 b∞)
)
.

Thus, applying Lemma 6.2, we get that

ϕ(duk(λ),v(λ)) = Gup
(
(ẽ∗ik)

bk · · · (ẽ∗i1)
b1 f̃

cl (v)

jl (v)
· · · f̃ c1

j1 b∞

)
,

and the statement follows by induction onk. ✷

7 Quantum unipotent subgroups

In this section we provide a quantum version of the coordinate ringC[N(w)] studied in [GLS6],
following [Lu2, Sa, Ki ].
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7.1 The quantum enveloping algebraUq(n(w))

We fix w∈W, and we denote by∆+
w the subset of positive rootsα of g such thatw(α) is a negative

root. This gives rise to a finite-dimensional Lie subalgebra

n(w) :=
⊕

α∈∆+
w

nα

of n, of dimensionl(w). The graded dualU(n(w))∗gr can be identified with the coordinate ring
C[N(w)] of a unipotent subgroupN(w) of the Kac-Moody groupG with Lie(N(w)) = n(w). (For
more details, see [GLS6].)

In order to define aq-analogue ofU(n(w)), one introduces Lusztig’s braid group operation on
Uq(g) [Lu2]. For i ∈ I , Lusztig has proved the existence of aQ(q)-algebra automorphismTi of
Uq(g) satisfying

Ti(q
h) = qsi (h), (7.1)

Ti(ei) = −t−1
i fi , (7.2)

Ti( fi) = −eiti , (7.3)

Ti(ej) = ∑
r+s=−〈hi,α j 〉

(−1)rq−re(r)i eje
(s)
i ( j 6= i), (7.4)

Ti( f j) = ∑
r+s=−〈hi,α j 〉

(−1)rqr f (s)i f j f (r)i ( j 6= i). (7.5)

(This automorphism is denoted byT ′
i,−1 in [Lu2].) For a fixed reduced decompositionw= sir · · ·si1,

let us set, as in (3.3),
βk = si1 · · ·sik−1(αik), (1≤ k≤ r). (7.6)

Then∆+
w = {β1, . . . ,βr}. We define following Lusztig, the corresponding quantum root vectors:

E(βk) := Ti1 · · ·Tik−1(eik), (1≤ k≤ r). (7.7)

It is known thatE(βk) ∈Uq(n)βk
. Fora= (a1, . . . ,ar) ∈Nr , set

E(a) := E(β1)
(a1) · · ·E(βr)

(ar ), (7.8)

whereE(βk)
(ak) denotes theakthq-divided power ofE(βk). Lusztig has shown that the subspace of

Uq(n) spanned by{E(a) | a∈Nr} is independent of the choice of the reduced wordi = (ir , . . . , i1)
for w. We denote it byUq(n(w)). Moreover,

Pi := {E(a) | a∈ Nr} (7.9)

is a basis ofUq(n(w)), which we call thePBW-basisattached toi.
In fact,Uq(n(w)) is even a subalgebra ofUq(n). This follows from a formula due to Leven-

dorskii-Soibelman (see [Ki , 4.3.3]).
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7.2 The quantum coordinate ringAq(n(w))

Using the algebra isomorphismΨ : Uq(n)→Aq(n) of 4.3, we can defineAq(n(w)) :=Ψ(Uq(n(w)).
This is a subalgebra ofAq(n).

Lusztig [Lu2, 38.2.3] has shown thatPi is orthogonal, that is(E(a),E(b)) = 0 if a 6= b.
Moreover

(E(βk),E(βk)) = (1−q−2)degβk−1, (1≤ k≤ r), (7.10)

and

(E(a),E(a)) =
r

∏
k=1

(E(βk),E(βk))
ak

{ak}!
, (7.11)

where by definition

{a}! =
a

∏
j=1

1−q−2 j

1−q−2 . (7.12)

Denote byP∗
i the basis

E∗(a) =
1

(E(a),E(a))
E(a), (a∈ Nr) (7.13)

of Uq(n(w)) adjoint toPi. We callP∗
i thedual PBW-basisof Uq(n(w)) since it can be identified

via Ψ with the basis ofAq(n(w)) dual toPi . In particular we have the dual PBW generators:

E∗(βk) = (1−q−2)−degβk+1E(βk), (1≤ k≤ r). (7.14)

7.3 Action of Ti on unipotent quantum minors

Proposition 7.1 Let λ ∈ P+, and u,v ∈ W be such that u(λ )− v(λ ) ∈ Q+, and consider the
unipotent quantum minor du(λ),v(λ). Suppose that l(siu) = l(u)+1, and l(siv) = l(v)+1. Then

Ti
(
du(λ),v(λ)

)
= (1−q−2)(αi ,v(λ)−u(λ)) dsiu(λ),siv(λ).

The proof will use Proposition 6.3 and the following lemmas.

Lemma 7.2 We have Ti ◦ϕ = ϕ ◦Ti .

Proof — This follows immediately from the definitions ofϕ and ofTi. ✷

The next lemma is a restatement of a result of Kimura [Ki , Theorem 4.20], based on previous
results of Saito [Sa] and Lusztig [Lu3]. Note that ourTi is denoted byT−1

i in [Ki ].

Lemma 7.3 Let b∈ B(∞) be such thatεi(b) = 0. Then

Ti(G
up(b)) = (1−q2)(αi ,wt(b))Gup

(
f̃ ϕ∗

i (b)
i (ẽ∗i )

ε∗i (b)b
)
,

whereϕ∗
i (b) := ε∗

i (b)+ (αi ,wt(b)).
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Proof of Proposition 7.1 —By Lemma 7.2 and Proposition 6.3, we have

ϕ
(
Ti(du(λ),v(λ))

)
= Ti

(
Gup

(
(ẽ∗il (u))

bl (u) · · · (ẽ∗i1)
b1 f̃

cl (v)

jl (v)
· · · f̃ c1

j1 b∞

))
.

Let us write for shortb := (ẽ∗il (u))
bl (u) · · ·(ẽ∗i1)

b1 f̃
cl (v)

jl (v)
· · · f̃ c1

j1 b∞ ∈ B(∞). Then

εi(b) = max{s | es
i ·∆u(λ),v(λ) 6= 0}.

The assumptionl(siv) = l(v)+1 implies that(αi ,v(λ )) ≥ 0, so by (3.7), we haveεi(b) = 0, and
we are in a position to apply Lemma 7.3. Because of the assumption l(siu) = l(u)+1 we have

ε∗
i (b) = max{s | ∆u(λ),v(λ) ·e

s
i 6= 0}= (αi ,u(λ )),

and
ϕ∗

i (b) = ε∗
i (b)+ (αi ,wt(b)) = (αi ,u(λ ))+ (αi ,v(λ )−u(λ )) = (αi ,v(λ )).

Thus, again by Proposition 6.3, we have

Ti(du(λ),v(λ)) = ϕ (Ti(G
upb))

= ϕ
(
(1−q2)(αi ,v(λ)−u(λ))Gup

(
f̃

ϕ∗
i (b)

i (ẽ∗i )
ε∗i (b)b

))

= (1−q−2)(αi ,v(λ)−u(λ))ϕ
(

Gup
(
(ẽ∗i )

ε∗i (b)(ẽ∗il (u))
bl (u) · · · (ẽ∗i1)

b1 f̃ ϕ∗
i (b)

i f̃
cl (v)

jl (v)
· · · f̃ c1

j1
b∞

))

= (1−q−2)(αi ,v(λ)−u(λ))dsiu(λ),siv(λ).

✷

7.4 Dual PBW generators are unipotent quantum minors

Recall from (7.6) the definition of the rootsβk.

Proposition 7.4 For k= 1, . . . , r, we have

E∗(βk) = dsi1···sik−1(ϖik), si1···sik(ϖik)
.

Proof — We haveeik = dϖik , sik(ϖik)
, hence

E(βk) = Ti1 · · ·Tik−1

(
dϖik , sik(ϖik)

)
.

Applying k−1 times Proposition 7.1, we get

E(βk) = (1−q−2)Ndsi1···sik−1(ϖik), si1···sik(ϖik)
,

where
N =−(αik−1,αik)− (αik−2, sik−1(αik))−·· ·− (αi1, si2 · · ·sik−1(αik)).
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Now,

βk = si1 · · ·sik−1(αik)

= αik +
k−1

∑
n=1

(sin · · ·sik−1(αik)−sin+1 · · ·sik−1(αik))

= αik −
k−1

∑
n=1

(αin, sin+1 · · ·sik−1(αik))αin,

so that degβk = 1+N. Hence,

dsi1 ···sik−1(ϖik), si1···sik(ϖik)
= (1−q−2)1−degβk E(βk) = E∗(βk).

✷

7.5 The skew fieldFq(n(w))

It is well known thatAq(n(w)) is an Ore domain. This follows for example from the fact that it has
polynomial growth (see [BZ2, Appendix]). HenceAq(n(w)) embeds in its skew field of fractions,
which we shall denote byFq(n(w)).

Recall the shorthand notation of§5.4 for unipotent quantum minors.

Proposition 7.5 Let0≤ b< d≤ r be such that ib = id. Then the unipotent quantum minor D(b,d)
belongs to Fq(n(w)). In particular, the quantum flag minors D(0,d) = Dϖid , si1···sid (ϖid)

belong to
Fq(n(w)).

Proof — If b= d−, by Proposition 7.4, we haveD(d−,d) = Ψ(E∗(βd)), so

D(d−,d) ∈ Aq(n(w))⊂ Fq(n(w)).

Recall the determinantal identity (5.14). Arguing as in [GLS6, Corollary 13.3], we can order the
set of minorsD(b,d) (0≤ b< d≤ r) so that (i) the minorsD(d−,d) are the smallest elements, and
(ii) the minorD(b−,d) is strictly bigger than all the other minors occuring in (5.14). This allows
to express, recursivelyD(b−,d) as a rational expression in the minorsD(c−,c) (1 ≤ c≤ r), and
shows thatD(b−,d) ∈ Fq(n(w)). ✷

We will show later (see Corollary 12.4) that, in fact, all quantum minorsD(b,d) arepolyno-
mials in the dual PBW-generatorsD(c−,c). Hence, they belong toAq(n(w)).

7.6 Specialization atq= 1 of Aq(n(w))

Let AA(n(w)) denote the freeA-submodule ofAq(n(w)) with basisΨ(P∗
i ). This integral form

of Aq(n(w)) is anA-algebra, independent of the choice of the reduced wordi. Moreover, if we
regardC as anA-module via the homomorphismq 7→ 1, we can define

A1(n(w)) := C⊗A AA(n(w)). (7.15)

This is aC-algebra isomorphic to the coordinate ringC[N(w)], (see [Ki , Theorem 4.39]). In
particular, ifDu(λ),v(λ) is a unipotent quantum minor inAq(n(w)), the element 1⊗Du(λ),v(λ) can
be identified with the corresponding classical minor inC[N(w)].
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8 Quantum cluster algebras

In this section we recall, following Berenstein and Zelevinsky [BZ2], the definition of a quantum
cluster algebra.

8.1 Based quantum tori

Let L = (λi j ) be a skew-symmetricr × r-matrix with integer entries. Thebased quantum torus
T (L) is theZ[q±1/2]-algebra generated by symbolsX1, . . . ,Xr ,X

−1
1 , . . . ,X−1

r submitted to the re-
lations

XiX
−1
i = X−1

i Xi = 1, XiXj = qλi j XjXi, (1≤ i, j ≤ r). (8.1)

For a= (a1, . . . ,ar) ∈ Zr , set

Xa := q
1
2 ∑i> j aiaj λi j Xa1

1 · · ·Xar
r . (8.2)

Then{Xa | a∈ Zr} is aZ[q±1/2]-basis ofT (L), and we have fora,b ∈ Zr ,

XaXb = q
1
2 ∑i> j (aibj−biaj )λi j Xa+b = q∑i> j (aibj−biaj )λi j XbXa. (8.3)

SinceT (L) is an Ore domain, it can be embedded in its skew field of fractionsF .

8.2 Quantum seeds

Fix a positive integern< r. Let B̃= (bi j ) be anr × (r −n)-matrix with integer coefficients. The
submatrixB consisting of the firstr −n rows ofB̃ is called theprincipal partof B̃. We will require
B to be skew-symmetric. We call̃B anexchange matrix. We say that the pair(L, B̃) is compatible
if we have

r

∑
k=1

bk jλki = δi j d, (1≤ j ≤ r −n, 1≤ i ≤ r) (8.4)

for some positive integerd.
If (L, B̃) is compatible, the datumS = ((X1, . . . ,Xr),L, B̃) is called aquantum seedin F .

The set{X1, . . . ,Xr} is called theclusterof S , and its elements thecluster variables. The cluster
variablesXr−n+1, . . . ,Xr are calledfrozen variables, since they will not be affected by the operation
of mutation to be defined now. The elementsXa with a∈Nr are calledquantum cluster monomials.

8.3 Mutations

For k = 1, . . . , r − n, we define themutationµk(L, B̃) of a compatible pair(L, B̃). Let E be the
r × r-matrix with entries

ei j =





δi j if j 6= k,

−1 if i = j = k,

max(0,−bik) if i 6= j = k.

(8.5)

Let F be the(r −n)× (r −n)-matrix with entries

fi j =





δi j if i 6= k,

−1 if i = j = k,

max(0,bk j) if i = k 6= j.

(8.6)
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Thenµk(L, B̃) = (µk(L),µk(B̃)) where

µk(L) := ETLE, µk(B̃) := EB̃F. (8.7)

Note that the mutationµk(B̃) of the exchange matrix is a reformulation of the classical one defined
in [FZ2]. It is easy to check thatµk(L, B̃) is again a compatible pair, with the same integerd as
in (8.4). Definea′ = (a′1, . . . ,a

′
r) anda′′ = (a′′1, . . . ,a

′′
r ) by

a′i =

{
−1 if i = k,

max(0,bik) if i 6= k,
a′′i =

{
−1 if i = k,

max(0,−bik) if i 6= k.
(8.8)

One then defines

µk(Xi) =

{
Xa′ +Xa′′, if i = k,

Xi if i 6= k.
(8.9)

Berenstein and Zelevinsky show that the elementsX′
i := µk(Xi) satisfy

X′
i X

′
j = qλ ′

i j X′
jX

′
i , (1≤ i, j ≤ r), (8.10)

where µk(L) = (λ ′
i j ). Moreover they form afree generating setof F , that is, one can write

X′
i = θ(Xci

) whereθ is aQ(q1/2)-linear automorphism ofF , and(c1, . . . ,cr) is aZ-basis ofZr .
Therefore

µk(S ) := ((µk(X1), . . . ,µk(Xr)), µk(L), µk(B̃)) (8.11)

is a new quantum seed inF , called themutation ofS in direction k. Moreover, the mutation
operation is involutive, that is,µk(µk(S )) = S .

Definition 8.1 The quantum cluster algebraAq1/2(S ) is theZ[q±1/2]-subalgebra of the skew
fieldF generated by the union of clusters of all quantum seeds obtained fromS by any sequence
of mutations.

The following basic result is called thequantum Laurent phenomenon.

Theorem 8.2 ([BZ2]) The quantum cluster algebraAq1/2(S ) is contained in the based quan-
tum torus generated by the quantum cluster variables of any given quantum seedS ′ mutation
equivalent toS .

In the next sections we are going to construct a class of quantum cluster algebras attached to
some categories of representations of preprojective algebras.

9 The categoryCw

We recall the main facts about the categoryCw and its maximal rigid objects, following [BIRS,
GLS4, GLS6].
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9.1 The preprojective algebra

Let Q be a finite connected quiver without oriented cycles, with vertex setI , and arrow setQ1.
We can associate withQ a symmetric generalized Cartan matrixA = (ai j )i, j∈I , whereai j = 2 if
i = j, and otherwiseai j is minus the number of edges betweeni and j in the underlying unoriented
graph. We will assume thatA is the Cartan matrix attached to the Kac-Moody algebrag, that is,

ai j = 〈hi ,α j〉= (αi ,α j), (i, j ∈ I). (9.1)

LetCQ be the path algebra of thedouble quiverQ of Q, which is obtained fromQ by adding
to each arrowa: i → j in Q1 an arrowa∗ : j → i pointing in the opposite direction. Let(c) be the
two-sided ideal ofCQ generated by the element

c= ∑
a∈Q1

(a∗a−aa∗).

The algebra
Λ := CQ/(c)

is called thepreprojective algebraof Q. Recall that for allX,Y ∈ mod(Λ) we have

dimExt1Λ(X,Y) = dimExt1Λ(Y,X). (9.2)

This follows for example from the following important formula

dimExt1Λ(X,Y) = dimHomΛ(X,Y)+dimHomΛ(Y,X)− (dimX, dimY), (9.3)

where we identify the dimension vector dimX with an element ofQ+ in the standard way.
We denote bŷIi (i ∈ I) the indecomposable injectiveΛ-module with socleSi . Here,Si is the

one-dimensional simpleΛ-module supported on the vertexi of Q. Note that the moduleŝIi are
infinite-dimensional ifQ is not a Dynkin quiver.

For a Λ-moduleM, let soc( j)(M) be the sum of all submodulesU of M with U ∼= Sj . For
( j1, . . . , js) ∈ Is, there is a unique sequence

0= M0 ⊆ M1 ⊆ ·· · ⊆ Ms⊆ M

of submodules ofM such thatMp/Mp−1 = soc( jp)(M/Mp−1). Define soc( j1,..., js)(M) := Ms. (In
this definition, we do not assume thatM is finite-dimensional.)

9.2 The subcategoryCw

Let i = (ir , . . . , i1) be a reduced expression ofw∈W. For 1≤ k≤ r, let

Vk :=Vi,k := soc(ik,...,i1)
(

Îik

)
, (9.4)

and setVi :=V1⊕·· ·⊕Vr . The moduleVi is dual to the cluster-tilting object constructed in [BIRS,
Section II.2]. Define

Ci := Fac(Vi)⊆ mod(Λ).
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This is the full subcategory of mod(Λ) whose objects are quotient modules of a direct sum of a
finite number of copies ofVi . For j ∈ I , let k j := max{1≤ k≤ r | ik = j}. DefineIi, j :=Vi,kj and
set

Ii := Ii,1⊕·· ·⊕ Ii,n.

The categoryCi and the moduleIi depend only onw, and not on the chosen reduced expressioni
of w. Therefore, we define

Cw := Ci, Iw := Ii .

Theorem 9.1 ([BIRS, Theorem II.2.8]) For any w∈W, the following hold:

(a) Cw is a Frobenius category. Its stable categoryC w is a 2-Calabi-Yau category.

(b) The indecomposableCw-projective-injective modules are the indecomposable direct sum-
mands of Iw.

(c) Cw = Fac(Iw).

Note that in the case whenQ is a Dynkin quiver, that is,g is a simple Lie algebra of type
A,D,E, andw= w0 is the longest element inW, thenCw0 = mod(Λ).

9.3 Maximal rigid objects

For aΛ-moduleT, we denote by add(T) the additive closure ofT, that is, the full subcategory of
mod(Λ) whose objects are isomorphic to direct sums of direct summands ofT. A Λ-moduleT is
calledrigid if Ext1

Λ(T,T) = 0. LetT ∈ Cw be rigid. We say that

• T is Cw-maximal rigidif Ext1
Λ(T ⊕X,X) = 0 with X ∈ Cw impliesX ∈ add(T);

• T is aCw-cluster-tilting moduleif Ext1
Λ(T,X) = 0 with X ∈ Cw impliesX ∈ add(T).

Theorem 9.2 ([BIRS, Theorem I.1.8]) For a rigid Λ-module T inCw the following are equiva-
lent:

(a) T has r pairwise non-isomorphic indecomposable direct summands;

(b) T isCw-maximal rigid;

(c) T is aCw-cluster-tilting module.

Note that, given Theorem 9.1, the proof of [GLS1, Theorem 2.2] carries over to this more general
situation (see [GLS4, Theorem 2.2] in the case whenw is adaptable).

9.4 The quiverΓT and the matrix B̃T

Let T = T1 ⊕ ·· · ⊕Tr be aCw-maximal rigid module, with each summandTi indecomposable.
Clearly each indecomposableCw-injective moduleIi, j is isomorphic to one of theTk’s, so, up to
relabelling, we can assume thatTr−n+ j

∼= Ii, j for j = 1, . . . ,n. Consider the endomorphism algebra
AT := EndΛ(T)op. This is a basic algebra, with indecomposable projective modules

PTi := HomΛ(T,Ti) (1≤ i ≤ r). (9.5)

29



The simpleAT-modules are the headsSTi of the projectivesPTi . One defines a quiverΓT with
vertex set{1, . . . , r}, anddi j arrows fromi to j, wheredi j = dimExt1AT

(STi ,STj ). (This is known
as the Gabriel quiver ofAT .) Most of the information contained inΓT can be encoded in an
r × (r −n)-matrix B̃T = (bi j )1≤i≤r, 1≤ j≤r−n, given by

bi j = (number of arrowsj → i in ΓT)− (number of arrowsi → j in ΓT). (9.6)

Note thatB̃T can be regarded as an exchange matrix, with skew-symmetric principal part.
The next theorem gives an explicit description of the quiverΓT (hence also of the matrix̃BT)

for certainCw-maximal rigid modules. Following [BFZ], we define a quiverΓi as follows. The
vertex set ofΓi is equal to{1, . . . , r}. For 1≤ k≤ r, let

k− := max({0}∪{1≤ s≤ k−1 | is = ik}) , (9.7)

k+ := min({k+1≤ s≤ r | is = ik}∪{r +1}) . (9.8)

For 1≤ s, t ≤ r such thatis 6= it , there are|ais,it | arrows froms to t providedt+ ≥ s+ > t > s. These
are called theordinary arrowsof Γi . Furthermore, for each 1≤ s≤ r there is an arrows→ s−

provideds− > 0. These are thehorizontal arrowsof Γi.
The following result generalizes [GLS3, Theorem 1] (see [GLS4, Theorem 2.3] in the case

whenw is adaptable).

Theorem 9.3 ([BIRS, Theorem II.4.1]) TheΛ-module Vi is aCw-maximal rigid module, and we
haveΓVi = Γi.

9.5 Mutations of maximal rigid objects

We consider again an arbitraryCw-maximal rigid moduleT, and we use the notation of 9.4.

Theorem 9.4 ([BIRS, Theorem I.1.10])Let Tk be a non-projective indecomposable direct sum-
mand of T .

(a) There exists a unique indecomposable module T∗
k 6∼=Tk such that(T/Tk)⊕T∗

k isCw-maximal
rigid. We call(T/Tk)⊕T∗

k themutation ofT in directionk, and denote it byµk(T).

(b) We havẽBµk(T) = µk(B̃T).

(c) We havedimExt1Λ(Tk,T∗
k ) = 1. Let0→ Tk → T ′

k → T∗
k → 0 and0→ T∗

k → T ′′
k → Tk → 0 be

non-split short exact sequences. Then

T ′
k
∼=
⊕

bjk<0

T
−bjk

j , T ′′
k
∼=
⊕

bjk>0

T
bjk

j .

Note that again, given Theorem 9.1, the proof of [GLS1, §2.6] carries over to this more general
situation.
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9.6 The modulesM[l ,k]

In this section we assume that the reduced wordi is fixed. So for simplicity we often omit it
from the notation. Thus, fork = 1, . . . , r, we may writeVk instead ofVi,k. Moreover, we use the
convention thatV0 = 0.

For 1≤ k ≤ l ≤ r such thatik = i l = i, we have a natural embedding ofΛ-modulesVk− →Vl .
Following [GLS6, §9.8], we defineM[l ,k] as the cokernel of this embedding, that is,

M[l ,k] :=Vl/Vk− . (9.9)

In particular, we setMk := M[k,k], and

M = Mi := M1⊕·· ·⊕Mr . (9.10)

We will use the convention thatM[l ,k] = 0 if k> l . Every moduleM[l ,k] is indecomposable and
rigid. But note thatM is not rigid. Define

kmin := min{1≤ s≤ r | is = ik}, (9.11)

kmax := max{1≤ s≤ r | is = ik}. (9.12)

ThenVk = M[k,kmin] corresponds to aninitial interval. The direct sum of all modulesM[kmax,k]
corresponding tofinal intervalsis also aCw-maximal rigid module, denoted byTi.

By [GLS6, §10], for every moduleX ∈ Cw, there exists a chain

0= X0 ⊆ X1 ⊆ ·· · ⊆ Xr = X (9.13)

of submodules ofX with Xk/Xk−1
∼=Mmk

k , for some uniquely determined non-negative integersmk.
Ther-tuplem(X) := (m1, . . . ,mr) will be called theM-dimension vectorof X.

9.7 Dimensions of Hom-spaces

Let R= Ri = (rkl) ther × r-matrix with entries

rkl =





0 if k< l ,

1 if k= l ,

(βk,βl ) if k> l ,

(9.14)

Proposition 9.5 Suppose that X,Y ∈ Cw satisfyExt1Λ(X,Y) = 0. Then

dimHomΛ(X,Y) = m(X)Rm(Y)T .

Proof — By [GLS6, Proposition 10.5], for allY ∈ Cw with M-dimension vectorm(Y), we have

dimHomΛ(Vk,Y) = dimHomΛ

(
Vk,

⊕

k

M(m(Y))k
k

)
. (9.15)

Moreover, theM-dimension vector ofVk is given by

(m(Vk)) j =

{
1 if i j = ik and j ≤ k,

0 else.
(9.16)
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Therefore, we can restate [GLS6, Lemma 9.8] as

dimHomΛ(Vk,Y) = m(Vk)Rm(Y)T . (9.17)

Now, forX ∈Cw we can find a short exact sequence 0→V ′′ →V ′ →X → 0 withV ′,V ′′ ∈ add(Vi).
Since HomΛ(Vi ,−) is exact on this sequence we conclude that

m(X) = m(V ′)−m(V′′). (9.18)

Finally, since Ext1Λ(X,Y) = 0, the sequence

0→ HomΛ(X,Y)→ HomΛ(V
′,Y)→ HomΛ(V

′′,Y)→ 0

is exact. Thus we can calculate

dimHomΛ(X,Y) = dimHomΛ(V
′,Y)−dimHomΛ(V

′′,Y)

= (m(V ′)−m(V′′))Rm(Y)T

= m(X)Rm(Y)T .

✷

Lemma 9.6 Let1≤ b< d ≤ r be such that ib = id = i. There holds

dimHomΛ(M[d,b+], M[d−,b]) = m(M[d,b])Rm(M[d−,b])T .

Proof — We have a short exact sequence

0→ M[d−,b]→ M[d,b]⊕M[d−,b+]→ M[d,b+]→ 0

with
m(M[d−,b])− (m(M[d,b])+m(M[d−,b+]))+m(M[d,b+]) = 0. (9.19)

Since

Ext1Λ(M[d,b+],M[d−,b]) = 1, Ext1Λ(M[d,b+],M[d,b]) = Ext1Λ(M[d,b+],M[d−,b+]) = 0,

this yields an exact sequence

0→ HomΛ(M[d,b+],M[d−,b])→ HomΛ(M[d,b+],M[d,b]⊕M[d−,b+])→

→ HomΛ(M[d,b+],M[d,b+])→ C→ 0.

Applying Proposition 9.5 to the second and third non-trivial terms yields the required equality, if
we take into account (9.19) and the fact thatrbb = 1. ✷
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Proposition 9.7 Let1≤ b< d ≤ r be such that ib = id = i. Let j,k∈ I with j 6= i and k 6= i. There
holds

dimHomΛ(M[d,b+],M[d−,b]) = (dimVd, dimM[d−,b])− (dimM[d−,b])i ,

dimHomΛ(M[d,b],M[d−,b+]) = (dimVd, dimM[d−,b+])− (dimM[d−,b+])i ,

dimHomΛ(M[d−( j),(b−( j))+], M[d−(k),(b−(k))+]) = (dimVd−( j), dimM[d−(k),(b−(k))+])

− (dimM[d−(k),(b−(k))+]) j .

Proof — By Lemma 9.6,

dimHomΛ(M[d,b+],M[d−,b]) = dimHomΛ(M[d,b],M[d−,b]).

Moreover, Proposition 9.5 shows that

dimHomΛ(M[d,b],M[d−,b]) = dimHomΛ(Vd,M[d−,b]).

Now, it follows from (9.3) that

dimHom(Vd,M[d−,b]) = (dimVd, dimM[d−,b])− (dimM[d−,b])i .

Indeed,Vd andM[d−,b] belong to the subcategoryCsid ···si1
, andVd is projective-injective in this

category, with socleSi . Therefore

dimHom(M[d−,b],Vd) = (dimM[d−,b])i and Ext1Λ(M[d−,b],Vd) = 0.

This proves the first equation. For the remaining two equations we note that again, by Proposi-
tion 9.5, we can replace in the left hand sideM[d,b] byVd, andM[d−( j),(b−( j))+] byVd−( j). The
claim follows. ✷

10 The quantum cluster algebra associated withCw

10.1 The cluster algebraA (Cw)

Following [GLS4], [BIRS], [GLS6], we can associate withCw a (classicali.e.not quantum) clus-
ter algebra. This is given by the initial seed

ΣVi := ((x1, . . . ,xr), B̃Vi). (10.1)

Although this seed depends on the choice of a reduced expression i for w, one can show that any
two matricesB̃Vi andB̃Vj are connected by a sequence of mutations. Therefore this cluster algebra
is independent of this choice, and we denote it byA (Cw). Moreover, every seed ofA (Cw) is of
the form

ΣT = ((xT1, . . . ,xTr ), B̃T),

for a uniqueCw-maximal rigid moduleT =T1⊕·· ·⊕Tr , and some Laurent polynomialsxT1, . . . ,xTr

in the variablesx1 = xVi,1, . . . ,xr = xVi,r . These modulesT are those which can be reached fromVi
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using a sequence of mutations, and we called themreachable. (It is still an open problem whether
everyCw-maximal rigid module is reachable or not.) Ifj is another reduced expression forw, it
is known thatVj is reachable fromVi [BIRS]. Therefore, the collection of reachableCw-maximal
rigid modules does not depend on the choice ofi.

It was shown in [GLS4, GLS6] that there is a natural isomorphism fromA (Cw) to the coor-
dinate ringC[N(w)], mapping the cluster monomials to a subset of Lusztig’s dualsemicanonical
basis ofC[N(w)].

10.2 The matrix LT

Let T = T1⊕·· ·⊕Tr be aCw-maximal rigid module as in§9.4. LetLT = (λi j ) be ther × r-matrix
with entries

λi j := dimHomΛ(Ti,Tj)−dimHomΛ(Tj ,Ti), (1≤ i, j ≤ r). (10.2)

Note thatLT is skew-symmetric. From now on we will use the following convenient shorthand
notation. Given twoΛ-modulesX andY, we will write

[X,Y] := dimHomΛ(X,Y), [X,Y]1 := dimExt1Λ(X,Y). (10.3)

Thus, we shall writeλi j = [Ti ,Tj ]− [Tj ,Ti ].

Proposition 10.1 The pair(LT , B̃T) is compatible.

Proof — For 1≤ j ≤ r −n, and 1≤ i, k≤ r, by Theorem 9.4 (c) we have:

r

∑
k=1

bk jλki = [Ti ,T
′
j ]+ [T′′

j ,Ti]− [T ′
j ,Ti ]− [Ti,T

′′
j ].

Let us first assume thati 6= j. Applying the functor HomΛ(Ti,−) to the short exact sequence

0→ Tj → T ′
j → T∗

j → 0,

and taking into account that[Ti ,Tj ]
1 = 0, we get a short exact sequence

0→ HomΛ(Ti ,Tj)→ HomΛ(Ti ,T
′
j )→ HomΛ(Ti,T

∗
j )→ 0,

therefore
[Ti ,T

′
j ] = [Ti,T

∗
j ]+ [Ti,Tj ]. (10.4)

Similarly, applying the functor HomΛ(−,Ti) to the same short exact sequence and taking into
account that[T∗

j ,Ti]
1 = 0, we get a short exact sequence

0→ HomΛ(T
∗
j ,Ti)→ HomΛ(T

′
j ,Ti)→ HomΛ(Tj ,Ti)→ 0,

therefore
[T ′

j ,Ti] = [T∗
j ,Ti ]+ [Tj ,Ti ]. (10.5)

It follows that
[Ti,T

′
j ]− [T′

j ,Ti ] = [Ti,T
∗
j ]− [T∗

j ,Ti]+λi j . (10.6)
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Arguing similarly with the short exact sequence

0→ T∗
j → T ′′

j → Tj → 0,

we obtain
[T ′′

j ,Ti]− [Ti,T
′′
j ] = [T∗

j ,Ti]− [Ti,T
∗
j ]+λ ji . (10.7)

Hence∑r
k=1 bk jλki = λi j +λ ji = 0.

Assume now thati = j. Using that[Tj ,T∗
j ]

1 = 1 and[Tj ,Tj ]
1 = [Tj ,T ′

j ]
1 = [Tj ,T ′′

j ]
1 = 0, and

arguing as above, we easily obtain the relations

[Tj ,T
′
j ] = [Tj ,T

∗
j ]+ [Tj ,Tj ], (10.8)

[T ′
j ,Tj ] = [T∗

j ,Tj ]+ [Tj ,Tj ]−1, (10.9)

[T ′′
j ,Tj ] = [T∗

j ,Tj ]+ [Tj ,Tj ], (10.10)

[Tj ,T
′′
j ] = [Tj ,T

∗
j ]+ [Tj ,Tj ]−1. (10.11)

It follows that∑r
k=1bk jλk j = 2. Thus, in general,

r

∑
k=1

bk jλki = 2δi j ,

which proves the proposition. ✷

Let k≤ r −n, so that the mutationµk(T) is well-defined.

Proposition 10.2 We haveµk(LT) = Lµk(T).

Proof — Putµk(LT) = (λ ′
i j ). By definition,λ ′

i j = λi j if i or j is different fromk. Similarly, since
T andµk(T) differ only by the replacement ofTk by T∗

k , all entries inLµk(T) not situated on rowk
or columnk are equal to the corresponding entries ofLT .

If i = k, we have by definition ofµk(LT) and by Theorem 9.4 (c)

λ ′
k j =

r

∑
s=1

eskλs j = [T ′
k ,Tj ]− [Tj ,T

′
k ]− [Tk,Tj ]+ [Tj ,Tk]−λk j.

Thus, by (10.6), we get
λ ′

k j = [T∗
k ,Tj ]− [Tj ,T

∗
k ],

as claimed. The casej = k follows by skew-symmetry. ✷

Let Hi = (hkl) be ther × r-matrix with entries

hkl =

{
1 if l = k(−m) for somem≥ 0,

0 otherwise.
(10.12)

Proposition 10.3 The matrix LVi has the following explicit expression

LVi = Hi(Ri −RT
i )H

T
i .

Proof — This follows immediately from Proposition 9.5, if we note that thekth row ofHi is equal
to theM-dimension vectorm(Vi,k). ✷
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10.3 The quantum cluster algebraAq1/2(Cw)

Proposition 10.1 and Proposition 10.2 show that the family(LT , B̃T), whereT ranges over allCw-
maximal rigid modules reachable fromVi , gives rise to a quantum analogue of the cluster algebra
A (Cw). We shall denote it byAq1/2(Cw). For every reduced expressioni of w, an explicit initial
quantum seed is given by

SVi := ((XVi,1, . . . ,XVi,r), LVi , B̃Vi),

where the matricesLVi andB̃Vi have been computed in Proposition 10.3, and in Section 9.4.
The quantum seed corresponding to a reachableCw-maximal rigid moduleT = T1⊕·· ·⊕Tr

will be denoted by
ST = ((XT1, . . . ,XTr ), LT , B̃T). (10.13)

For everya = (a1, . . . ,ar) ∈ Nr , we have a rigid moduleTa := Ta1
1 ⊕ ·· · ⊕ Tar

r in the additive
closure add(T) of T. Following (8.2) and writingLT = (λi j ), we put

XTa = Xa := q
1
2 ∑i> j aiaj λi j Xa1

T1
· · ·Xar

Tr
. (10.14)

Thus, denoting byRw the set of rigid modulesR in the additive closure of some reachableCw-
maximal rigid module, we obtain a canonical labelling

XR, (R∈ Rw). (10.15)

of the quantum cluster monomials ofAq1/2(Cw).

10.4 The elementsYR

It will be convenient in our setting to proceed to a slight rescaling of the elementsXR. ForR∈Rw,
we define

YR := q−[R,R]/2 XR. (10.16)

In particular, writingR= Ta as above, an easy calculation gives

YR = q−α(R)Ya1
T1

· · ·Yar
Tr
, (10.17)

where

α(R) := ∑
i< j

aia j [Ti ,Tj ]+∑
i

(
ai

2

)
[Ti ,Ti ]. (10.18)

Note thatα(R) is an integer (not a half-integer), so thatYR belongs toZ[q±1][YT1, · · · ,YTr ]. More-
over, we have the following easy lemma.

Lemma 10.4 Let T be a reachableCw-maximal rigid module. For any R,S inadd(T) we have

YRYS= q[R,S]YR⊕S.

Proof — Write R= Ta1
1 ⊕·· ·⊕Tar

r andS= Tb1
1 ⊕·· ·⊕Tbr

r . We have

YRYS= q−α(R)−α(S)Ya1
T1

· · ·Yar
Tr

Yb1
T1

· · ·Ybr
Tr

= q−α(R)−α(S)+∑i> j aibj λi j Ya1+b1
T1

· · ·Yar+br
Tr

.
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On the other hand, using the obvious identity
(

a+b
2

)
=

(
a
2

)
+

(
b
2

)
+ab,

we see that

α(R⊕S) = α(R)+α(S)+∑
i< j

(aib j +a jbi)[Ti,Tj ]+∑
i

aibi [Ti ,Ti].

Hence, taking into account (10.2),

−α(R)−α(S)+∑
i> j

aib jλi j = −α(R⊕S)+∑
i

aibi [Ti,Ti ]+∑
i> j

aib j [Ti,Tj ]+∑
i< j

aib j [Ti,Tj ]

= −α(R⊕S)+ [R,S],

and the result follows. ✷

Note that because of (9.3) and the fact that everyR∈ add(T) is rigid, we have

[R,R] = (dimR, dimR)/2, (10.19)

hence the exponent ofq in (10.16) depends only on the dimension vector dimRof R.

10.5 Quantum mutations

We now rewrite formulas (8.8) (8.9) for quantum mutations inAq1/2(Cw), using the rescaled quan-
tum cluster monomialsYR.

Let T be aCw-maximal rigid module, and letTk be a non-projective indecomposable direct
summand ofT. Let µk(T) = (T/Tk)⊕T∗

k be the mutation ofT in directionk. By Theorem 9.4,
we have two short exact sequences

0→ Tk → T ′
k → T∗

k → 0, 0→ T∗
k → T ′′

k → Tk → 0, (10.20)

with T ′
k,T

′′
k ∈ add(T/Tk). The quantum exchange relation between the quantum clustervariables

YTk andYT∗
k

can be written as follows:

Proposition 10.5 With the above notation, we have

YT∗
k
YTk = q[T

∗
k ,Tk](q−1YT ′

k
+YT ′′

k
).

Proof — We have

YT∗
k
YTk = q−([T∗

k ,T
∗

k ]+[Tk,Tk])/2XT∗
k
XTk

= q−([T∗
k ,T

∗
k ]+[Tk,Tk])/2

(
Xa′ +Xa′′

)
XTk,

where, if we write
T ′

k =
⊕

i 6=k

T
a′i
i , T ′′

k =
⊕

i 6=k

T
a′′i
i ,
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the multi-exponentsa′ anda′′ are given by

a′ = (a′1 . . . ,a
′
k−1,−1,a′k+1, . . . ,a

′
r ), a′′ = (a′′1 . . . ,a

′′
k−1,−1,a′′k+1, . . . ,a

′′
r ).

Using (8.1), (8.2), and (10.2), one obtains easily that

Xa′XTk = q([T
′

k ,Tk]−[Tk,T ′
k ])/2XT′

k
, Xa′′XTk = q([T

′′
k ,Tk]−[Tk,T ′′

k ])/2XT′′
k
.

Now, using twice (9.3), we have

[T ′
k ,T

′
k ] = (dimT ′

k , dimT ′
k)/2 (10.21)

= (dimTk+dimT∗
k , dimTk+dimT∗

k )/2 (10.22)

= [Tk,Tk]+ [T∗
k ,T

∗
k ]+ (dimTk , dimT∗

k ) (10.23)

= [Tk,Tk]+ [T∗
k ,T

∗
k ]+ [Tk,T

∗
k ]+ [T∗

k ,Tk]−1, (10.24)

and this is also equal to[T ′′
k ,T

′′
k ]. Therefore, the exponent ofq1/2 in front of YT ′

k
in the product

YT∗
k
YTk is equal to

[T ′
k,Tk]− [Tk,T

′
k ]+ [T′

k,T
′

k ]− [T∗
k ,T

∗
k ]− [Tk,Tk] = [Tk,T

∗
k ]+ [T∗

k ,Tk]−1− [Tk,T
′
k ]+ [T′

k,Tk]

= 2([T∗
k ,Tk]−1),

where the second equality follows from (10.8) and (10.9). Similarly, using (10.10) and (10.11), we
see that the exponent ofq1/2 in front of YT ′′

k
in the productYT∗

k
YTk is equal to 2[T∗

k ,Tk], as claimed.
✷

10.6 The rescaled quantum cluster algebrasAq(Cw) and AA(Cw)

By definition,Aq1/2(Cw) is aZ[q±1/2]-algebra. It follows from Lemma 10.4 and Proposition 10.5
that if we replace the quantum cluster variablesXTi by their rescaled versionsYTi we no longer
need half-integral powers ofq. So we are led to introduce the rescaled quantum cluster algebra
Aq(Cw). This is defined as theZ[q±1]-subalgebra ofAq1/2(Cw) generated by the elementsYTi ,
whereTi ranges over the indecomposable direct summands of all reachable Cw-maximal rigid
modules.

It turns out that in the sequel, in order to have a coefficient ring which is a principal ideal
domain, it will be convenient to slightly extend coefficients fromZ[q±1] to A = Q[q±1]. We will
denote by

AA(Cw) := A⊗Z[q±1] Aq(Cw)

the corresponding quantum cluster algebra. Of course, the based quantum tori ofAq(Cw) (resp.
AA(Cw)) will be defined overZ[q±1] (resp.overA).

10.7 The involutionσ

We now define an involution ofAA(Cw), which will turn out to be related to the involutionσ of
Uq(n) defined in§6.2. For this reason we shall also denote it byσ . This involution is a twisted-bar
involution, as defined by Berenstein and Zelevinsky [BZ2, §6].
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We first define an additive group automorphismσ of theA-moduleA[YR | R∈ add(Vi)] by
setting

σ( f (q)YR) = f (q−1)q[R,R]−dimRYR, ( f ∈ A, R∈ add(Vi)). (10.25)

Clearly,σ is an involution.

Lemma 10.6 σ is a ring anti-automorphism.

Proof — We have

σ(YRYS) = q−[R,S]σ(YR⊕S)

= q−[R,S]−dim(R⊕S)+[R⊕S, R⊕S]YR⊕S

= q−dimR−dimS+[R,R]+[S,S]+[S,R]YR⊕S

= q−dimR−dimS+[R,R]+[S,S]YSYR

= σ(YS)σ(YR).

✷

The involutionσ extends to an anti-automorphism of the based quantum torus

Vi := A[Y±1
Vi

| 1≤ i ≤ r] (10.26)

which we still denote byσ . Moreover, we have

Lemma 10.7 For every indecomposable reachable rigid module U we have

σ(YU) = q[U,U ]−dimUYU .

Proof — By induction on the length of the mutation sequence, we may assume that the result
holds for all indecomposable direct summandsTj of aCw-maximal rigid moduleT. We then have
to check that it also holds forU = T∗

k = µk(Tk). By Proposition 10.5, we have

q[Tk,Tk]−dimTkYTkσ(YT∗
k
) = q−[T∗

k ,Tk]
(

q[T
′

k ,T
′
k ]−dimT ′

k+1YT ′
k
+q[T

′′
k ,T ′′

k ]−dimT ′′
k YT ′′

k

)
.

Using that dimT ′
k = dimT ′′

k = dimTk+dimT∗
k , and (10.24), this becomes

YTkσ(YT∗
k
) = q[T

∗
k ,T

∗
k ]−dimT∗

k +[Tk,T∗
k ](YT ′

k
+q−1YT ′′

k
) = q[T

∗
k ,T

∗
k ]−dimT∗

k YTkYT∗
k
,

where the last equality comes again from Proposition 10.5, since quantum mutations are involutive.
It follows thatσ(YT∗

k
) = q[T

∗
k ,T

∗
k ]−dimT∗

k YT∗
k
, as claimed, and this proves the lemma. ✷

By Lemma 10.7,σ restricts to an automorphism ofAA(Cw), that we again denote byσ .
Moreover, for any quantum cluster monomial, that is for every elementYU whereU is a reachable,
non necessarily indecomposable, rigid module inCw, there holds

σ(YU ) = q[U,U ]−dimU YU = q(dimU, dimU)/2−dimU YU = qN(dimU)YU , (10.27)

where, forβ ∈ Q+, N(β ) is defined in (6.6).
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11 Based quantum tori

In this section, we fix again a reduced wordi := (ir , . . . , i1) for w, and we set

λk = si1 · · ·sik(ϖik), (k≤ r). (11.1)

11.1 Commutation relations

The next lemma is a particular case of [BZ2, Theorem 10.1]. We include a brief proof for the
convenience of the reader.

Lemma 11.1 For 1≤ k< l ≤ r, we have in Aq(g):

∆ϖik ,λk
∆ϖil ,λl

= q(ϖik ,ϖil )−(λk,λl )∆ϖil ,λl
∆ϖik ,λk

.

Proof — Sincek < l , we haveλl = si1 · · ·sik(ν), whereν = sik+1 · · ·sil (ϖil ). For x ∈ Uq(n) and
y∈Uq(n−), we have

x·∆ϖik ,ϖik
= ε(x)∆ϖik ,ϖik

, ∆ϖil ,ν ·y= ε(y)∆ϖil ,ν .

Therefore, using again [BZ2, Lemma 10.2] as in the proof of Lemma 3.6, we obtain that

∆ϖik ,ϖik
∆ϖil ,ν = q(ϖik ,ϖil )−(ϖik,ν)∆ϖil ,ν∆ϖik ,ϖik

.

Now, usingl −k times Lemma 3.4, we deduce from this equality that

∆ϖik ,si1···sik(ϖik)
∆ϖil ,si1 ···sik(ν)

= q(ϖik ,ϖil )−(ϖik,ν)∆ϖil ,si1···sik(ν)
∆ϖik ,si1 ···sik(ϖik)

,

and taking into account that(ϖik, ν) = (si1 · · ·sik(ϖik), si1 · · ·sik(ν)) = (λk, λl ), we get the claimed
equality. ✷

Lemma 11.2 For 1≤ k< l ≤ r, we have in Aq(n):

Dϖik ,λk
Dϖil ,λl

= q(ϖik−λk, ϖil +λl )Dϖil ,λl
Dϖik ,λk

.

Proof — This follows from Lemma 11.1 using the same type of calculations as in the proof of
Lemma 5.2. We leave the easy verification to the reader. ✷

Lemma 11.3 For 1≤ k< l ≤ r, we have:

(ϖik −λk, ϖil +λl) = [Vi,k,Vi,l ]− [Vi,l ,Vi,k].

Proof — We have
(ϖik −λk, ϖil +λl) = (dimVi,k, 2ϖil −dimVi,l ).

Since[Vi,k,Vi,l ]
1 = 0, using (9.3) we have

(dimVi,k, dimVi,l ) = [Vi,k,Vi,l ]+ [Vi,l ,Vi,k].
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Hence,
(ϖik −λk, ϖil +λl) = 2(dimVi,k, ϖil )− [Vi,k,Vi,l ]− [Vi,l ,Vi,k],

and we are reduced to show that

(dimVi,k, ϖil ) = [Vi,k,Vi,l ], (k< l). (11.2)

By Proposition 10.3, the right-hand side is equal to

∑
m≤0


 ∑

s<k(m)

is=il

(βk(m) , βs)+δikil


 .

Since the left-hand side is equal to∑m≤0(βk(m) ,ϖil ), it is enough to show that for everym≥ 0,

(βk(m) ,ϖil ) = ∑
s<k(m)

is=il

(βk(m) , βs)+δikil . (11.3)

Let t := max{s< k(m) | is = i l}. Eq. (11.3) can be rewritten

(βk(m) , λt) = δikil . (11.4)

But the left-hand side of (11.4) is equal to

(si1 · · ·si
k(m)−1

(αik), si1 · · ·sit (ϖil )) = (si1 · · ·si
k(m)−1

(αik), si1 · · ·si
k(m)−1

(ϖil )) = (αik, ϖil ) = δikil ,

so (11.4) holds, and this proves (11.2). ✷

11.2 An isomorphism of based quantum tori

By Proposition 7.5, the quantum flag minorsDϖik ,λk
= D(0,k) belong toFq(n(w)). Let Ti be the

A-subalgebra ofFq(n(w)) generated by theD±1
ϖik ,λk

(1≤ k≤ r).

Lemma 11.4 The algebraTi is a based quantum torus overA.

Proof — By Lemma 11.2, the generatorsDϖik ,λk
pairwiseq-commute. So we only have to show

that the monomials

Da :=
−→

∏
k

Dak
ϖik

,λk
, (a= (a1, . . . ,ar) ∈ Nr),

are linearly independent overA. Suppose that we have a non-trivial relation

∑
a

γa(q)D
a = 0,

for someγa(q) ∈ A. Dividing this equation (if necessary) by the largest powerof q− 1 which
divides all the coefficientsγa(q), we may assume that at least one of these coefficients is not
divisible byq−1. Using 6.3, we see that by specializing this identity atq= 1 we get a non-trivial
C-linear relation between monomials in the corresponding classical flag minors ofC[N]. But all
these monomials belong to the dual semicanonical basis ofC[N] (see [GLS6, Corollary 13.3]),
hence they are linearly independent, a contradiction. ✷

We note that Lemma 11.4 also follows from [Ki , Theorem 6.20].
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Proposition 11.5 The assignment YVi,k 7→ Dϖik ,λk
(1≤ k≤ r) extends to an algebra isomorphism

from Vi to the based quantum torusTi .

Proof — By definition of the cluster algebraAA(Cw), the elementsY±1
Vi,k

generate a based quantum
torus overA, with q-commutation relations

YVi,kYVi,l = q[Vi,k,Vi,l ]−[Vi,l ,Vi,k]YVi,lYVi,k, (1≤ k< l ≤ r).

The proposition then follows immediately from Lemma 11.2 and Lemma 11.3. ✷

12 Cluster structures on quantum coordinate rings

12.1 Cluster structures on quantum coordinate rings of unipotent subgroups

Consider the following diagram of homomorphisms ofA-algebras:

AA(Cw)−→ Vi
∼

−→ Ti −→ Fq(n(w)). (12.1)

Here, the first arrow denotes the natural embedding given by the (quantum) Laurent phenomenon
[BZ2], the second arrow is the isomorphism of Proposition 11.5, and the third arrow is the natu-
ral embedding. The compositionκ : AA(Cw) −→ Fq(n(w)) of these maps is therefore injective.
Recall the notationAA(n(w)) of §7.6.

Proposition 12.1 The imageκ (AA(Cw)) contains AA(n(w)).

Proof — Sinceκ is an algebra map, it is enough to show that its image containsthe dual PBW-
generatorsE∗(βk) (1≤ k≤ r).

It was shown in [GLS6, §13.1] that there is an explicit sequence of mutations ofCw-maximal
rigid modules starting fromVi and ending inTi. Each step of this sequence consists of the mutation
of a moduleM[d−,b] into a moduleM[d,b+], for some 1≤ b < d ≤ r with ib = id = i. The
corresponding pair of short exact sequences is

0→ M[d−,b]→ M[d−,b+]⊕M[d,b]→ M[d,b+]→ 0,

0→ M[d,b+]→
⊕

j 6=i

M[d−( j),(b−( j))+]−ai j → M[d−,b]→ 0.

Write
T ′

bd := M[d−,b+]⊕M[d,b]

and
T ′′

bd :=
⊕

j 6=i

M[d−( j),(b−( j))+]−ai j .

Then, by Proposition 10.5, inAA(Cw) we have the corresponding mutation relation:

YM[d,b+ ]YM[d− ,b] = q[M[d,b+ ],M[d− ,b]]
(

q−1YT ′
bd
+YT ′′

bd

)
. (12.2)
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Moreover,

YT ′
bd
= q−α(T ′

bd)YM[d− ,b+]YM[d,b] , YT ′′
bd
= q−α(T ′′

bd)
−→

∏
j 6=i

Y
−ai j

M[d−( j),(b−( j))+]

whereα(T ′
bd) = [M[d−,b+], M[d,b]], and

α(T ′′
bd) = ∑

j<k

ai j aik[M[d−( j),(b−( j))+],M[d−(k),(b−(k))+]]

+ ∑
j 6=i

(
−ai j

2

)
[M[d−( j),(b−( j))+],M[d−( j),(b−( j))+]].

Note that for 1≤ k≤ l ≤ r, andik = i l = j, one has

dimM[l ,k] = µ(k−, j)−µ(l , j). (12.3)

Therefore, using Proposition 9.7 and the notation of Proposition 5.5, we see that

[M[d,b+], M[d−,b]] = (dimVd, dimM[d−,b])− (dimM[d−,b])i

= (ϖi −µ(d, i), µ(b−, i)−µ(d−, i))− (ϖi , µ(b−, i)−µ(d−, i))

=−(µ(d, i), µ(b−, i)−µ(d−, i))

=−A.

Similarly we obtain that
α(T ′

bd) =−B, α(T ′′
bd) =−C.

Therefore (12.2) can be rewritten as

qAYM[d,b+ ]YM[d− ,b] = q−1+BYM[d− ,b+]YM[d,b]+qC
−→

∏
j 6=i

Y
−ai j

M[d−( j),(b−( j))+]. (12.4)

We observe that this has exactly the same form as (5.14). By definition of κ one has

κ(YVi,k) = κ(YM[k,kmin]) = D(0,k).

Hence all the initial variables of the systems of equations (12.4) and (5.14) are matched under the
algebra homomorphismκ . Therefore, by induction, it follows thatκ(YM[d,b+ ]) = D(b,d) for every
b< d. In particular,κ(YM[k,k]) = D(k−,k) = E∗(βk), by Proposition 7.4. ✷

Proposition 12.2 The algebraAA(Cw) is a Q+-graded freeA-module, with homogeneous com-
ponents of finite rank. Moreover,

rk(AA(Cw)α) = rk(AA(n(w))α) , (α ∈ Q+).
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Proof — TheA-moduleVi is free, hence its submoduleAA(Cw) is projective, and therefore free
sinceA is a principal ideal domain. It has a naturalQ+-grading given by

degYR := dimR

for every indecomposable reachable rigid moduleR in Cw. The rank ofAA(Cw)α is equal to
the dimension of theC-vector spaceC⊗A AA(Cw)α , which is equal to the dimension of the
corresponding homogeneous component of the (classical) cluster algebraC⊗Z A (Cw). Now,
by [GLS6], this is equal to the dimension ofC[N(w)]α , that is, by§7.6, to the rank ofAA(n(w))α .
✷

Let AQ(q)(Cw) := Q(q)⊗A AA(Cw). TheA-algebra homomorphismκ naturally extends to a
Q(q)-algebra homomorphism fromAQ(q)(Cw) to Fq(n(w)), which we continue to denote byκ .
We can now prove our main result:

Theorem 12.3 κ is an isomorphism from the quantum cluster algebraAQ(q)(Cw) to the quantum
coordinate ring Aq(n(w)).

Proof — By construction,κ is injective. By Proposition 12.1, the image ofκ containsAq(n(w)).
Finally, sinceκ preserves theQ+-gradings, and since the homogeneous components ofAQ(q)(Cw)
andAq(n(w)) have the same dimensions, by Proposition 12.2, we see that

κ
(
AQ(q)(Cw)

)
= Aq(n(w)).

✷

The following Corollary proves the claim made at the end of§7.5.

Corollary 12.4 All quantum minors D(b,d) (1≤ b< d ≤ r) belong to Aq(n(w)), and therefore
are polynomials in the dual PBW generators E∗(βk) = D(k−,k) =YMk.

Proof — As shown in the proof of Proposition 12.1,D(b,d) = κ(YM[d,b+ ]), and so belongs to
κ
(
AQ(q)(Cw)

)
= Aq(n(w)), by Theorem 12.3. ✷

The following Corollary is aq-analogue of [GLS6, Theorem 3.2 (i) (ii)].

Corollary 12.5 (a) AQ(q)(Cw) is an iterated skew polynomial ring.

(b) The set{YM(a) :=Ya1
M1

· · ·Yar
Mr

| a= (a1, . . . ,ar ) ∈ Nr} is aQ(q)-linear basis ofAQ(q)(Cw).

Proof — This follows via the isomorphismκ from known properties ofAq(n(w)). ✷

Corollary 12.6 Letg be a simple Lie algebra of type An,Dn,En , and letn be a maximal nilpotent
subalgebra ofg. LetΛ be the corresponding preprojective algebra of type An,Dn,En. Then

(a) The quantum cluster algebraAQ(q)(modΛ) is isomorphic to the quantum enveloping alge-
bra Uq(n).
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(b) In this isomorphism, the Chevalley generators ei (1≤ i ≤ n) are identified with the quantum
cluster variables YSi attached to the simpleΛ-modules Si .

Proof — (a) Takew to be the longest elementw0 of the Weyl group. Hencen(w0) = n, so

Aq(n(w0)) = Aq(n)∼=Uq(n),

by Proposition 4.1. On the other handCw0 = mod(Λ), and this proves (a). Property (b) is then
obvious. ✷

We believe that Theorem 12.3 can be strengthened as follows.

Conjecture 12.7 The mapκ restricts to an isomorphism from the integral formAA(Cw) of the
quantum cluster algebra to the integral form AA(n(w)) of the quantum coordinate ring.

12.2 Example

We illustrate our arguments on a simple example. We takeg of typeA3 andw= w0. We choose
the reduced wordi = (i6, i5, i4, i3, i2, i1) = (1,2,3,1,2,1). Therefore

β1 = α1, β2 = α1+α2, β3 = α2, β4 = α1+α2+α3, β5 = α2+α3, β6 = α3.

Using the convention of [GLS6, §2.4] for visualizingΛ-modules, we can represent the summands
of Vi as follows:

V1 = 1 V2 = 1
2 V3 = 2

1

V4 =
1

2
3

V5 =
2

1 3
2

V6 =
3

2
1

and the summands ofMi as follows:

M1 = 1 M2 = 1
2 M3 = 2

M4 =
1

2
3

M5 = 2
3 M6 = 3

The sequence of mutations of [GLS6, §13] consists here in 4 mutations.

Mutation 1: One mutates atV1 in the maximal rigid moduleVi . One has

µ1(V1) = µ1(M[3−,1]) = M[3,1+] = M[3,3] = M3.

This gives rise to the two short exact sequences (which can beread from the graphΓi):

0→V1 →V3 → M3 → 0, 0→ M3 →V2 →V1 → 0.

By Proposition 10.5, we thus have

YM3YV1 = q[M3,V1]
(
q−1YV3 +YV2

)
= q−1YV3 +YV2,

since[M3,V1] = 0. Using the notationM[l ,k], this can be rewritten

YM[3,3]YM[1,1] = q−1YM[3,1]+YM[2,2]. (12.5)
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Mutation 2: One mutates atV3 in the maximal rigid moduleµ1(Vi). One has

µ3(V3) = µ3(M[6−,1]) = M[6,1+] = M[6,3] = 3
2 .

This gives rise to the two short exact sequences (which can beread from the graphµ1(Γi)):

0→V3 → M3⊕V6 → M[6,3]→ 0, 0→ M[6,3]→V5 →V3 → 0.

By Proposition 10.5, we thus have

YM[6,3]YV3 = q[M[6,3],V3]
(
q−1YM3⊕V6 +YV5

)
= q−1YM3YV6 +YV5,

since[M[6,3],V3] = 0, and[M3,V6] = 0. Using the notationM[l ,k], this can be rewritten

YM[6,3]YM[3,1] = q−1YM[3,3]YM[6,1]+YM[5,2]. (12.6)

Mutation 3: One mutates atV2 in the maximal rigid moduleµ3µ1(Vi). One has

µ2(V2) = µ2(M[5−,2]) = M[5,2+] = M[5,5] = M5.

This gives rise to the two short exact sequences (which can beread from the graphµ3µ1(Γi)):

0→V2 →V5 → M5 → 0, 0→ M5 → M3⊕V4 →V2 → 0.

By Proposition 10.5, we thus have

YM5YV2 = q[M5,V2]
(
q−1YV5 +YM3⊕V4

)
=YV5 +qYM3YV4,

since[M5,V2] = 1, and[M3,V4] = 0. Using the notationM[l ,k], this can be rewritten

YM[5,5]YM[2,2] =YM[5,2]+qYM[3,3]Y[4,4]. (12.7)

Mutation 4: One mutates atM3 in the maximal rigid moduleµ2µ3µ1(Vi). One has

µ1(M3) = µ1(M[6−,3]) = M[6,3+] = M[6,6] = M6.

This gives rise to the two short exact sequences (which can beread from the graphµ2µ3µ1(Γi)):

0→ M3 → M[6,3]→ M6 → 0, 0→ M6 → M5 → M3 → 0.

By Proposition 10.5, we thus have

YM6YM3 = q[M6,M3]
(
q−1YM[6,3]+YM5

)
= q−1YM[6,3]+YM5,

since[M6,M3] = 0. Using the notationM[l ,k], this can be rewritten

YM[6,6]YM[3,3] = q−1YM[6,3]+YM[5,5]. (12.8)
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Now, in Aq(n) we have the following quantumT-system given by Proposition 5.5:

D(1,3)D(0,1) = q−1D(0,3)+D(0,2), (12.9)

D(1,6)D(0,3) = q−1D(1,3)D(0,6)+D(0,5), (12.10)

D(2,5)D(0,2) = D(0,5)+qD(1,3)D(0,4), (12.11)

D(3,6)D(1,3) = q−1D(1,6)+D(2,5). (12.12)

By definition, the homomorphismκ : AQ(q)(modΛ)→ Fq(n) satisfies

κ(YM[1,1]) = D(0,1), κ(YM[3,1]) = D(0,3), κ(YM[6,1]) = D(0,6),

κ(YM[2,2]) = D(0,2), κ(YM[5,2]) = D(0,5), κ(YM[4,4]) = D(0,4).

Thus, comparing (12.5) and (12.9) we see thatκ(YM[3,3]) = D(1,3). Next, comparing (12.6)
and (12.10) we see thatκ(YM[6,3]) = D(1,6). Next, comparing (12.7) and (12.11) we see that
κ(YM[5,5]) = D(2,5). Finally, comparing (12.8) and (12.12) we see thatκ(YM[6,6]) = D(3,6). So in
particular, we have

κ(YMk) = D(k−,k) = E∗(βk), (1≤ k≤ 6).

This shows thatκ
(
AQ(q)(modΛ)

)
containsAq(n). Comparing dimensions ofQ+-homogeneous

components, as in Proposition 12.2, shows thatκ
(
AQ(q)(modΛ)

)
= Aq(n)∼=Uq(n).

In this isomorphism, the Chevalley generatorse1,e2,e3 of Uq(n) correspond to the quantum
cluster variablesYM1,YM3,YM6, respectively. The quantum Serre relatione1e3 = e3e1 corresponds
to the fact that

[M1,M6] = [M6,M1] = 0, [M1,M6]
1 = 0.

To recover, for instance, the relatione2
1e2− (q+q−1)e1e2e1+e2e2

1 = 0, we start from the mutation
relations

YM3YM1 = q−1YV3 +YV2, YM1YM3 = q−1YV2 +YV3.

The first one is our first mutation above, and the second one is the mutation back, in the opposite
direction (mutations are involutive). EliminatingYV2 between these two equations, we get

YM1YM3 −q−1YM3YM1 = (1−q−2)YV3.

Since[M1,V3]
1 = 0, [M1,V3] = 1, and[V3,M1] = 0, we have

YM1YV3 = qYV3YM1,

which yields
Y2

M1
YM3 −q−1YM1YM3YM1 = qYM1YM3YM1 −YM3Y

2
M1
,

as expected.

47



12.3 Canonical basis ofAQ(q)(Cw)

By [Ki , §4.7], the subalgebraUq(n(w)) is spanned by a subsetB∗(w) of the dual canonical basisB∗

of Uq(n). Using the isomorphismκ : AQ(q)(Cw)
∼
→Aq(n(w))∼=Uq(n(w)), we can pull backB∗(w)

and obtain aQ(q)-basis ofAQ(q)(Cw), which we shall call thecanonical basis ofAQ(q)(Cw), and
denote byB(w) = {b(a) | a∈Nr}. It may be characterized as follows. Recall the involutionσ of
AA(Cw) defined in§10.7. We will also denote byσ its extension toAQ(q)(Cw).

Proposition 12.8 For a= (a1, . . . ,ar ) ∈Nr , the vector b(a) is uniquely determined by the follow-
ing conditions:

(a) the expansion of b(a) on the basis{YM(c) | c∈ Nr} is of the form

b(a) =YM(a)+ ∑
c6=a

γa,c(q)YM(c)

whereγa,c(q) ∈ q−1Q[q−1] for everyc 6= a;

(b) Letβ (a) := ∑1≤k≤r akβk. Thenσ(b(a)) = qN(β(a))b(a).

Proof — This is a restatement in our setup of [Ki , Theorem 4.26]. The same result was previously
obtained in [La1] in a particular case. ✷

It follows from (10.27) that all quantum cluster monomials satisfy condition (b) of Proposi-
tion 12.8. This is similar to [BZ2, Proposition 10.9 (2)]. Unfortunately, it is not easy to prove that
quantum cluster monomials satisfy (a), so one can only conjecture

Conjecture 12.9 All quantum cluster monomials YR, where R runs over the set of reachable rigid
modules inCw, belong toB(w).

It follows from the original work of Berenstein and Zelevinsky [BZ1] that the conjecture holds
in the prototypical Example 12.2, namely, forg= sl4 the dual canonical basis ofUq(n) is equal to
the set of quantum cluster monomials. In this case, there are14 clusters and 12 cluster variables
(including the frozen ones), which all are unipotent quantum minors.

We note that the conjecture is satisfied whenR= M[b,a] is one of the modules occuring in the
quantum determinantal identities. Indeed,YM[b,a] is then a quantum minor, and belongs toB(w)
by Proposition 6.3.

It is proved in [La1, La2] that the conjecture holds for all quantum cluster variables when
AQ(q)(Cw) is associated with the Kronecker quiver or a Dynkin quiver oftype A, andw is the
square of a Coxeter element.

Conjecture 12.9 would imply the open orbit conjecture of [GLS6, §18.3] for reachable rigid
modules, by specializingq to 1. It also appears as Conjecture 1.1 (2) in [Ki ].

12.4 Quantum coordinate rings of matrices

Let g be of typeAn. Let j be a fixed integer between 1 andn, and setk= n+1− j. Let w be the
Weyl group element with reduced decomposition

w= (sjsj−1 · · ·s1)(sj+1sj · · ·s2) · · · (snsn−1 · · ·sk).
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We denote byi = (i jk, i jk−1, . . . , i1) the corresponding word. It is well known (see [MC ]) that
for this particular choice ofg and w, Uq(n(w)) is isomorphic to the quantum coordinate ring
Aq(Mat(k, j)) of the space ofk× j-matrices.

In this case,Cw is the subcategory of mod(Λ) generated by the indecomposable projectivePk

with simple topSk. For 1≤ a≤ k and 1≤ b ≤ j, the modulePk has a unique quotientXab with
dimension vector dimXab = αa+αa+1+ · · ·+αn+1−b. It is not difficult to check that

Mi =
⊕

1≤a≤k
1≤b≤ j

Xab.

Then, settingxab :=YXab ∈ Aq(Cw), we have that the elementsxab satisfy the defining relations of
Aq(Mat(k, j)), namely

xabxac = qxacxab, (b< c), (12.13)

xacxbc = qxbcxac, (a< b), (12.14)

xabxcd = xcdxab, (a< c, b> d), (12.15)

xabxcd = xcdxab+(q−q−1)xadxcb, (a< c, b< d). (12.16)

Thus, Theorem 12.3 gives immediately

Corollary 12.10 The quantum coordinate ring Aq(Mat(k, j)) is isomorphic to the quantum cluster
algebraAQ(q)(Cw).

Example 12.11 The quantum coordinate ringAq(Mat(3,3)) is isomorphic toUq(n(w)) for g of
type A5 andw = s3s2s1s4s3s2s5s4s3. The categoryCw has finite representation typeD4. Taking
i = (3,2,1,4,3,2,5,4,3), the direct indecomposable summands ofVi are

V1 = 3 V2 = 3
4 V3 =

3
4

5

V4 = 3
2 V5 =

3
2 4

3
V6 =

3
2 4

3 5
4

V7 =
3

2
1

V8 =
3

2 4
1 3

2
V9 =

3
2 4

1 3 5
2 4

3

The direct indecomposable summands ofMi are

M1 = 3 M2 = 3
4 M3 =

3
4

5

M4 = 3
2 M5 = 3

2 4 M6 =
3

2 4
5

M7 =
3

2
1

M8 =
3

2 4
1

M9 =
3

2 4
1 5

In the identification ofAq(Mat(3,3)) with AQ(q)(Cw), we have

x11 =YM9, x12 =YM8, x13 =YM7,

x21 =YM6, x22 =YM5, x23 =YM4,

x31 =YM3, x32 =YM2, x33 =YM1.
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The quantum cluster algebraAQ(q)(Cw) has finite cluster typeD4. Its ring of coefficients is the
skew polynomial ring in the variablesYV3,YV6,YV7,YV8,YV9. It has 16 non frozen cluster variables,
namely the 9 canonical generatorsYMi , the 4 unipotent quantum minorsYTi attached to the modules:

T1 =
3

2 4
1 3 5

T2 =
3

2 4
1 3 5

2
T3 =

3
2 4

1 3 5
4

T4 =
3

2 4
1 3 5

2 4

and the elementsYUi attached to the 2 modules

U1 =
33

22 44
1 3 5

U2 =
3

2 4
1 33 5

2 4

with dimension vectorα1+2α2+3α3+2α4+α5. These cluster variables form 50 clusters.

12.5 Quantum coordinate rings of open cells in partial flag varieties

In this section, we assume thatg is a simple Lie algebra of simply-laced type. We briefly review
some classical material, using the notation of [GLS5, GLS6].

Let G be a simple simply connected complex algebraic group with Lie algebrag. Let H be
a maximal torus ofG, andB,B− a pair of opposite Borel subgroups containingH with unipotent
radicalsN,N−. We denote byxi(t) (i ∈ I , t ∈ C) the simple root subgroups ofN, and byyi(t) the
corresponding simple root subgroups ofN−.

We fix a non-empty subsetJ of I and we denote its complement byK = I \J. Let BK be the
standard parabolic subgroup ofG generated byB and the one-parameter subgroups

yk(t), (k∈ K, t ∈ C).

We denote byNK the unipotent radical ofBK. Similarly, let B−
K be the parabolic subgroup ofG

generated byB− and the one-parameter subgroups

xk(t), (k∈ K, t ∈ C).

The projective varietyB−
K\G is called apartial flag variety. The natural projection map

π : G→ B−
K\G

restricts to an embedding ofNK into B−
K\G as a dense open subset.

Let WK be the subgroup of the Weyl groupW generated by the reflectionssk (k ∈ K). This
is a finite Coxeter group and we denote bywK

0 its longest element. The longest element ofW is
denoted byw0. It is easy to check that

NK = N
(
w0wK

0

)
, (12.17)

see [GLS6, Lemma 17.1]. It follows thatC[N
(
w0wK

0

)
] can be identified with the coordinate ring

of the affine open chartOK := π(NK) of B−
K\G. Therefore,Aq(n(w0wK

0 )) can be regarded as the
quantum coordinate ringAq(OK) of OK , and Theorem 12.3 implies:

Corollary 12.12 The quantum coordinate ring Aq(OK) is isomorphic to the quantum cluster al-
gebraAQ(q)(Cw0wK

0
).
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Example 12.13 TakeG = SL(6), andJ = {3}. ThenB−
K\G is the Grassmannian Gr(3,6) of 3-

dimensional subspaces ofC6, andNK =N(w0wK
0 ), wherew=w0wK

0 is as in Example 12.11. Here,
N(w) can be identified with the open cellO of Gr(3,6) given by the non-vanishing of the first
Plücker coordinate. The quantum cluster algebraAQ(q)(Cw) of Example 12.11 can be regarded as
the quantum coordinate ring ofO.

Example 12.14 TakeG= SO(8), of typeD4. We label the vertices of the Dynkin diagram from
1 to 4 so that the central node is 3. LetJ = {4}. ThenB−

K\G is a smooth projective quadric
Q of dimension 6, andNK can be regarded as an open cellO in Q. HereNK = N(w) where
w= w0wK

0 = s4s3s1s2s3s4. It is easy to check that the elementsYMk (1≤ k≤ 6) satisfy

YM jYMi = qYMiYM j , (i < j, i + j 6= 7), (12.18)

YM4YM3 =YM3YM4, (12.19)

YM5YM2 =YM2YM5 +(q−q−1)YM3YM4, (12.20)

YM6YM1 =YM1YM6 +(q−q−1)(YM2YM5 −q−1YM3YM4), (12.21)

and that this is a presentation of the quantum coordinate ring Aq(O). This shows thatAq(O)
is isomorphic to the quantum coordinate ring of the space of 4× 4-skew-symmetric matrices,
introduced by Strickland [St]. The categoryCw has finite representation typeA1×A1. Hence,
there are 4 cluster variablesYM1, YM2, YM5, YM6, together with 4 frozen ones, namely,YV3 = YM3,
YV4 =YM4, and

YV5 =YM2YM5 −q−1YM3YM4, YV6 =YM1YM6 −q−1YM2YM5 +q−2YM3YM4.

Observe thatYV6 coincides with the quantum Pfaffian of [St]. There are 4 clusters

{YM1, YM2}, {YM1, YM5}, {YM6, YM2}, {YM6, YM5}.

Note that since all quantum cluster variables belong to the basis{YM(c) | c∈Nr}, Conjecture 12.9
is easily verified in this case.
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Boston, MA, 1993.

52

http://arxiv.org/abs/math/0703039
http://arxiv.org/abs/1101.0580


[Lu3] G. LUSZTIG, Braid group action and canonical bases, Adv. Math.122(1996), 237–261.

[Lu4] G. LUSZTIG, Semicanonical bases arising from enveloping algebras, Adv. Math.151(2000), 129–139.
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