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Szilárd Szabó ∗
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Abstract

We prove that Nahm transform for integrable connections with a finite

number of regular singularities and an irregular singularity of rank 1 on the

Riemann sphere is equivalent – up to considering integrable connections

as holonomic D-modules – to minimal Laplace transform. We assume

semi-simplicity and resonance-freeness conditions, and we work in the
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framework of objects with a parabolic structure. In particular, we describe

the definition of the parabolic version of Laplace transform due to C.

Sabbah. The proof of the main result relies on the study of a twisted de

Rham complex.

Introduction

Nahm transform is a correspondence in the theory of 4-manifolds, between so-
lutions of the anti-self-dual (ASD) Yang-Mills equations on R4, invariant by
a closed additive subgroup and with finite energy on the quotient on the one
hand, and solutions of the ASD equations on the dual vector space (R4)∗, in-
variant with respect to the dual subgroup and with finite energy on the quotient
on the other hand. It can be considered as a differential geometric variant of
Fourier-Mukai transform [1].

When the first subgroup is R2, and after identification of the quotient R2

with C, invariant solutions of the ASD equations are holomorphic connections
together with a harmonic metric (see [5]). On the other hand, the dual quotient

is then again a copy of C, that we shall denote by Ĉ in this text to avoid confu-
sion. Hence, Nahm transform maps holomorphic connections with a harmonic
metric on C into holomorphic connections with a harmonic metric on Ĉ. In [15],
we describe this transform for holomorphic connections on the Riemann sphere
CP1 with a finite number of regular singularities in C, and an irregular singu-
larity of Poincaré rank 1 at infinity, and endowed with a parabolic structure in
all singular points. It is well-known that holomorphic connections can be viewed
as a special case of holonomic D-modules of finite rank. Furthermore, this cor-
respondence is compatible with parabolic structures. On the other hand, there
exists a so-called minimal (Fourier-)Laplace transform for D-modules without a
parabolic structure (see e.g. [10]). Claude Sabbah extends in [11] this construc-
tion to the case with parabolic structure in the singularities. We shall review this
extension in Section 4. He also asked whether Nahm transform and parabolic
minimal Laplace transform agree under the above-mentioned equivalence of cat-
egories. Our main result is an affirmative answer to this question (see Theorem
4.1). This result allows us to give a complex algebraic definition of Nahm trans-
form, which is initially defined using L2-theory. An immediate consequence is
that Nahm transform is a holomorphic map between moduli spaces of stable
holomorphic connections. This is one step in showing that Nahm transform is
actually a hyper-Kähler isomorphism between moduli spaces.

A few words are due here to explain our assumptions on the singularities
(regular singularities except for one irregular singularity of Poincaré rank 1 at
infinity). At first sight this might look an artificial choice; however, it turns
out that this class of connections is preserved by our transformation, hence it is
natural to study the properties of this correpondence. More importantly, this
class of connections appears naturally in the theory of Frobenius manifolds [12]
as well as in Mirror Symmetry [8]. Notice however that Laplace transform is
defined not only under these assumptions; indeed, in a forthcoming paper [3]
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we plan to extend the definition of Nahm transform for integrable connections
with harmonic metric on the Riemann sphere to a more general setup, and we
hope that the present results can be extended to that situation too.

Acknowledgments The author would like to express his thanks to Claude
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during the preparation of this text. Various parts of this text were written while
the author stayed at several institutes. It was started during his scholarship at
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while the author was a junior researcher fellow at the Alfréd Rényi Institute of
Mathematics in Budapest; he wishes to thank for the grant provided. Thanks
equally to the Budapest University of Technology and Economics, where the
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1 Parabolic connections and Nahm transform

We briefly explain the first correspondence. Let C denote the complex line
with its canonical holomorphic coordinate x = x1 + ix2 (denoted z in [15]), and
CP1 stand for its one-point compactification, the Riemann sphere. The point
at infinity will be denoted ∞. Let E be a holomorphic vector bundle of rank
r on CP1, whose underlying C∞ vector bundle and holomorphic structure will
be denoted by C∞(E) and ∂̄E respectively. Let P = {p1, . . . , pn} be a fixed
finite set in C, the singular locus at finite distance. Let O and Ω1 stand for the
sheaf of holomorphic functions and holomorphic 1-forms on CP1 respectively.
We will denote by Ω1(∗P ∪ {∞}) the sheaf of meromorphic 1-forms with poles
of arbitrary order in the points of P and at infinity, and no other poles. Let ∇
be a meromorphic connection on E with poles in P ∪ {∞}:

∇ : E −→ Ω1(∗P ∪ {∞})⊗O E.

We suppose that ∇ is logarithmic in the points of P , i.e. in a local holomorphic
trivialization of E near a point pj ∈ P , it can be written

d +M jdx

with M j a matrix whose coefficients have at most a simple pole. We also
suppose that the residue of ∇ in all pj is semi-simple, and hence in a suitable
trivialization it can be written

d + Aj dx

x− pj
+ holomorphic terms,
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where Aj is a diagonal matrix

Aj =




0
. . .

0

µj
rj+1

. . .

µj
r




, (1)

with µj
k 6= 0 for rj < k ≤ r. Let E be endowed with a parabolic structure in P :

this means that there exists a decreasing exhaustive filtration E•
pj

of Epj
indexed

by a finite set of [0, 1[, compatible with the residue in the sense that all Eβ
pj

is

generated by the last k elements of the above diagonalizing trivialization of Aj ,
for a suitable k = k(β) between 0 and r. The numbers βj

k ∈ [0, 1[ such that

the graded pieces grβ
j

kE•
pj

of the filtration are non-trivial are called parabolic
weights.

Remark 1. The parabolic structure usually comes from a harmonic Hermitian
metric [14]. Namely, assume given a tame harmonic metric h; then the filtration
is characterised by the requirement that for any β the vectors e ∈ Eβ

pj
\ 0 are

exactly those vectors whose holomorphic extensions σ satisfy

h(σ, σ) < c|x− pj |
2β−ε

for all ε > 0 and for a suitable c > 0 (depending on e and ε). Under our
assumption of semi-simplicity, for any e ∈ grβE•

pj
\0 and holomorphic extension

σ the metric actually satisfies the stronger asymptotic equality

h(σ, σ) ≈ |e|2|x− pj |
2β

for some norm |.| on Epj
coming from a scalar product, where ≈ means that

the quotient of the two sides converges to 1 as x → pj. In fact, one can de-
fine the notion of parabolic structure for connections with arbitrary logarithmic
singularities at finite distance (not necessarily semi-simple ones), and Nahm
transform probably carries through to this setup too. In this case, we also need
to consider the weight filtration of the nilpotent part of the residue on Epj

, and
the harmonic metrics we are interested in have a more refined behavior

h(σ, σ) ≈ |e|2|x− pj |
2β log(|x− pj |)

w,

where w is the weight of e in the weight filtration. However, in this paper we
will stick to the semi-simple case.

The behavior of the singularity at infinity is supposed to be of Poincaré rank
1, with diagonalizable polar part: in a suitable trivialization of E near ∞, it
can be written

d +M∞dx,
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where M∞ is a holomorphic matrix, and such that up to lower-order terms

M∞ = A+
C

x
. (2)

Here

A =




ξ1
. . .

ξ1
. . .

ξn′

. . .

ξn′




and

C =



µ∞
1

. . .

µ∞
r




are constant diagonal matrices, the eigenvalue ξl of A being displayed on the
successive places 1 + al, . . . , a1+l of the diagonal. Finally, we suppose given a
parabolic structure in this singularity too: this is again a decreasing exhaustive
filtration E•

∞ of E∞ indexed by a finite set of [0, 1[ (the parabolic weights
β∞
k at infinity), compatible with the polar part of the connection. Again, the

parabolic structure is related to the behaviour of a suitable harmonic metric h
near infinity: a holomorphic section σ extending a non-zero vector in grβ

∞

k E•
∞

is required to have the asymptotic

h(σ, σ) ≈ |x|−2β∞

k (3)

up to a constant multiple.

Remark 2. The behavior (1) means in the terminology of Simpson [14] that
(E,D) is a regular filtered flat bundle with semi-simple residue near the singular
points at finite distance. The behaviour at infinity is irregular of quite simple
type; such a connection (with only 0 as regular singular point, but together with
some extra data) is called non-commutative Hodge structure of exponential type
by Katzarkov, Kontsevich and Pantev [8], where one can also find an account
of other related definitions existing in the literature.

The following notions will be crucial for several statements of our paper.

Definition 1.1. We say that the connection is resonance-free if the following
conditions hold:

1. for all pj ∈ P and rj < k,m ≤ r one has ℜ(µj
k) /∈ Z, µj

k 6= βj
k, furthermore

µj
k − µj

m /∈ Z \ {0};
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2. for all 1 ≤ k ≤ r, one has ℜ(µ∞
k ) /∈ Z, µ∞

k 6= β∞
k , furthermore µ∞

k −µ∞
m /∈

Z \ {0} for any al < k,m ≤ a1+l.

Remark 3. Clearly, these assumptions are fulfilled for generic choices of sin-
gularity parameters. The first and third of each set of conditions simply express
that eigenvalues of the residue do not differ by non-zero integers (recall that if
rj > 0 then µj

1 = · · · = µj
rj = 0 is also an eigenvalue); we included them in

order to simplify the treatment of parabolic structures in the D-module setup,
but we expect that they are not necessary for the results to hold. The second one
states that the parabolic weights of the associated Higgs bundle are non-zero on
the image of the residue of the Higgs field (c.f. the Table on page 720 of [14]);
we included it because we will rely on results of [15] where this is assumed.

We will also impose a compatibility condition between the polar part of the
connection and the parabolic structure.

Definition 1.2. We say that the parabolic structure is admissible if gr0E•
pj

contains the eigenspace ψ0
pj
(E,∇) of the residue for the 0-eigenvalue; in different

terms, the natural map
ψ0
pj
(E,∇) → gr0E•

pj

is injective (including the possibility ψ0 = 0).

Remark 4. This condition will be needed for the L2-resolution Lemma 6.2.
Notice that it is weaker than its counterpart in [15] in that it also allows zero
parabolic weight correspond to non-zero eigenvalues of the residue. In a forth-
coming paper [3] we plan on extending Nahm transform to a more general setup;
for example, we will not require there that the residue of the Higgs field be semi-
simple and that the parabolic weights corresponding to the non-zero eigenvalues
of the Higgs bundle be all positive. The hope is that the results of this paper will
carry through to the more general situation as well.

As usual, we call parabolic degree of (E,∇) the real number

par-deg(E) = deg(E) +
∑

j∈P∪{∞},k∈{1,...,r}

βj
k, (4)

and parabolic slope the number

par-µ(E) =
par-deg(E)

rk(E)
. (5)

Moreover, we say that (E,∇) is (parabolically) stable if any ∇-invariant holo-
morphic sub-bundle F , endowed with the induced parabolic structure, satisfies

par-µ(F ) < par-µ(E). (6)

The following result is important for our arguments:
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Theorem 1.1 (C. Simpson [14], C.Sabbah [13], O.Biquard-Ph.Boalch [2]). If
(E,∇) is a parabolically stable holomorphic connection of zero parabolic degree
on a punctured compact curve with arbitrary diagonalizable polar parts, then
there exists a unique harmonic metric (up to multiplication by a constant) be-
having as required in Remark 1 and in (3).

A harmonic metric is one that satisfies a certain second-order non-linear
partial differential equation that we do not spell out here, see e.g. [5] or [14].
Roughly speaking, it is the differential equation governing the fact that the
metric, seen as a map from the universal cover of the punctured Riemann surface
to the symmetric space of Hermitian metrics on a fixed vector space, be harmonic
as a map between Riemannian manifolds.

From now on, we will suppose that (E,∇) is a stable, resonance-free mero-
morphic connection of zero parabolic degree on CP1 having regular singularities
with semi-simple residues in P , an irregular singularity of Poincaré rank 1 at in-
finity with diagonalizable polar part, and endowed with an admissible parabolic
structure in all singularities (at infinity, this simply means a parabolic structure
without any further assumption).

Denote by Ĉ the dual complex line of C, and by ĈP
1
the one-point compact-

ification of Ĉ. Given (E,∇) as above, we define in [15] a holomorphic bundle

Ê on ĈP
1
and a meromorphic connection ∇̂ with semi-simple regular singu-

larities in the points P̂ = {ξ1, . . . , ξn′}, and an irregular singularity of Poincaré
rank 1 at infinity with diagonalizable polar part, called the Nahm transform
of (E,∇), with an admissible parabolic structure in all singularities. In what
follows, we outline its construction and main properties. First, consider the
differential-geometric flat connection defined on C \ P

D = ∂̄E +∇ : C∞(E) −→ Ω1 ⊗C∞ C∞(E),

where Ωp stands for smooth p-forms. Let now ξ ∈ Ĉ − P̂ be a parameter and
twist D by the formula

Dξ = D − ξdx.

Consider the elliptic differential complex

Ω0 ⊗ E
Dξ
−−→ Ω1 ⊗ E

Dξ
−−→ Ω2 ⊗ E. (7)

EndowC with the standard Euclidean metric; it is singular at infinity. It is then
possible to show (Theorems 2.6 and 2.16 of [15]) that the L2-cohomologies of
degrees 0 and 2 of this complex vanish for all ξ, and that its first L2-cohomology
L2H1(Dξ) is a finite-dimensional vector space, whose dimension is independent

of ξ. We let the fiber of Ê over the point ξ be L2H1(Dξ). As ξ varies, by the
implicit function theorem in Hilbert space, these finite-dimensional subspaces
of L2(Ω1 ⊗ E) define a smooth vector bundle Ê|

Ĉ−P̂ over Ĉ− P̂ . It inherits a

holomorphic structure from the trivial holomorphic structure d̂
0,1

on the trivial

Hilbert bundle L2(Ω1 ⊗ E), and a holomorphic connection ∇̂ from d̂
1,0

− xdξ,
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where d̂
1,0

stands for the (1, 0)-part of the trivial connection. The fiber Êξ also
has an interpretation as the L2-kernel of the Laplace operator

∆ξ = DξD
∗
ξ +D∗

ξDξ, (8)

where D∗
ξ is the adjoint of the connection operator with respect to the harmonic

metric; in other words as the space of L2 harmonic 1-forms (Theorem 2.21 of

[15]). The L2-norm of such a 1-form defines a Hermitian metric ĥξ on the fiber

Êξ, and these fiber metrics vary smoothly with ξ over Ĉ − P̂ . This metric is
called the transformed metric, and one can prove that if the original parabolic
structure is admissible, then ĥ induces an extension of Ê as a holomorphic

bundle to ĈP
1
defined as the sheaf of local holomorphic sections of bounded

norm (Section 4.4 of [15]). The behaviour of ∇̂ near the singularities with
respect to this extension is of the same type as that of ∇ described in (1) and

(2) (with different parameters). In addition, this extension of Ê also induces an

admissible parabolic structure on Ê at the points of P̂ ∪∞̂, i.e. the transformed
metric is adapted to the transformed parabolic structure (Section 4.6 of [15]).
Furthermore, one can prove that if the original metric h is harmonic, then the
same thing holds for ĥ (Theorem 4.9 of [15]). In particular, as the existence of
an adapted harmonic metric is equivalent to poly-stability [2], it follows that

if the original connection (E,∇) is poly-stable, then so is (Ê, ∇̂). Finally, we

obtain an explicit description of the singularity behavior of ∇̂ in the singular set;
in particular, we can show that if ∇ is resonance-free, then so is ∇̂ (Theorems
4.30 and 4.31 of [15]).

Let us now recall in more details how the singularity behavior of ∇̂ could be
obtained. We will only work with the singularity at infinity, because the case
of the finitely located singular points is similar (and in fact, even simpler). The
computation uses Higgs bundles instead of integrable connections, and relies
on the formulae of [14] for the link between the singularity data of the two.
Hence, it is sufficient to show how the singularity data of the corresponding
Higgs bundle transforms. For this purpose, in Section 4.6 of [15] we constructed
explicitly a family of asymptotically harmonic 1-forms σ̂(ξ) in ξ, i.e. such that
the L2-norm of ∆ξσ̂(ξ) is negligible compared to the L2-norm of σ̂(ξ) (the
quotient ‖∆ξσ̂(ξ)‖L2/‖σ̂(ξ)‖L2 converges to 0 as ξ → ξl), and such that in a
neighborhood of ∞̂ they match up to give a holomorphic local section for the
holomorphic structure of the Higgs bundle associated to Ê. We give an outline
of that construction. Call (E , θ) the Higgs bundle associated to (E,∇), and set

D′′
ξ = ∂̄E + (θ − ξdx/2). (9)

We call the operator

(D′′)j = ∂̄E +
Aj − diag(βj

k)
r
k=1

2

dx

x− pj

the model D′′-operator, and we deform it as

(D′′
ξ )

j = (D′′)j −
ξ

2
dx.
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We introduce the model Hermitian metric

hj = diag(|x− pj |
2αj

k)rk=1,

with
αj
k = {ℜ(µj

k)},

where {.} stands for the fractional part in [0, 1[ of the number. Finally, denote
by (D′′

ξ )
j∗ the formal adjoint of (D′′

ξ )
j for the model metric hj, and set

(∆′′
ξ )

j = (D′′
ξ )

j∗(D′′
ξ )

j + (D′′
ξ )

j(D′′
ξ )

j∗

for the model Laplace operator of (D′′
ξ )

j . Now, define the spectral points corre-
sponding to ξ as the set of all x ∈ C such that det(θ(x)−ξdx/2) = 0. Of course,
these points vary analytically with ξ, and as ξ → ∞̂, they converge to some pj
asymptotically to constant multiples of ξ−1. Denote by χ(r) the standard Gaus-
sian function on the plane as a function of the radius, cut-off smoothly outside
the disk of radius r > 1 so that it is supported on the disk of radius 2. Let σj

k be
a holomorphic section of E(pj) near pj extending an eigenvector in the image of

the residue of the Higgs field, such that for each ξ the vector σj
k(qk(ξ)) represent

a non-vanishing class in coker(θ(qk(ξ))− ξdx/2), and choose a sufficiently small
ε0 > 0. Define the E-valued smooth (1, 0)-form on CP1 for every ξ close to ∞̂
by the formula

vjk(ξ, x)dx = χ(ε−1
0 |ξ|(x − qk(ξ)))σ

j
k(x)dx; (10)

it is supported on a disk of radius 2ε0|ξ|−1 centered at the spectral point qk(ξ).
Then there exists an E-valued (0, 1)-form tjk(ξ, x)dx̄, necessarily supported in
the same disk, such that

(D′′
ξ )

j(vjk(ξ, x)dx+ tjk(ξ, x)dx̄) = 0

for all ξ. We define σ̂∞
k (ξ, x) as the harmonic representative of this cohomology

class with respect to the model Laplace operator, cut off by χ in a neighborhood
of qk(ξ) of diameter O(|ξ|−1). It can then be shown (see Lemma 4.34 of [15])
that the family in ξ of the sections σ̂∞

k (ξ, z) is asymptotically harmonic. On

the other hand, the L2-norm on C of σ̂∞
k (ξ, z) is approximately equal to |ξ|−αj

k

multiplied by the L2-norm of a Gaussian function normalized polynomially and
of at most polynomial height with respect to |ξ|, and is therefore bounded from
above by a polynomial in |ξ|.

2 Laplace transform without parabolic structure

In this section, we recall the classical notions of a module over the Weyl-algebra
and its Laplace-transform.

Let C[x]〈∂x〉 denote the Weyl algebra in the variable x: this is the algebra
of polynomial differential operators over C, generated by the formal variables

9



x and ∂x and the relation [x, ∂x] = −1. Let M be a left C[x]〈∂x〉-module; this
means that we have an action of x and ∂x on the elements of M , satisfying

x · (∂x ·m)− ∂x · (x ·m) = −m.

In what follows, when we speak of module, we will always mean left-module.
Let ξ be another variable. Then there exists an isomorphism between the Weyl
algebras C[x]〈∂x〉 and C[ξ]〈∂ξ〉:

C[x]〈∂x〉 −→ C[ξ]〈∂ξ〉

x 7→ −∂ξ (11)

∂x 7→ ξ. (12)

A C[x]〈∂x〉-module M automatically becomes a C[ξ]〈∂ξ〉-module via this iso-

morphism; we denote this resulting module M̂ , and call it the Laplace-transform
ofM . In the same way, aC[ξ]〈∂ξ〉-module N becomes automatically aC[x]〈∂x〉-
module, denoted Ň and called the inverse Laplace-transform of N . These op-
erations are clearly inverses of each other.

2.1 Interpretation as a cokernel

It is well-known that Laplace transform has an interpretation as a cokernel (see
[7] Lemma 7.1.4). We recall this interpretation here. Denote by

C[x, ξ]〈∂x, ∂ξ〉

the Weyl-algebra in the variables x and ξ, i.e. the algebra over C generated by
the variables x, ξ, ∂x, ∂ξ and relations

[x, ∂x] = −1

[ξ, ∂ξ] = −1,

all other generators commuting. Let the variables ξ, ∂ξ act trivially on M ; this
induces a C[x, ξ]〈∂x, ∂ξ〉-module

M =M ⊗C C[ξ]

with x, ∂x acting on M and ξ, ∂ξ acting on C[ξ] in the natural way. Then the
kernel of the map

M
∂x−ξ
−−−→ M

vanishes, and its cokernel is bijective with M as a set. Moreover, the cokernel
inherits the structure of a C[ξ]〈∂ξ〉-module from M: the action of ∂ξ is induced
by the operator ∂x + ∂ξ − x − ξ on M. Notice that the action of ∂ξ on the
cokernel is then induced by the action of ∂ξ − x on M too, for ∂x − ξ clearly
acts trivially on its own cokernel. Therefore, for any m ∈M , ∂ξ applied to the
class of the element m ⊗ 1 in coker(∂x − ξ) is (∂ξ − x) · (m ⊗ 1) = −x ·m, so
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the action of ∂ξ on the cokernel is equal to the action of −x on M . Similarly,
the class of m ⊗ 1 in coker(∂x − ξ) is annihilated by ∂x − ξ, so the action of ξ
on the cokernel is by ∂x. Hence, we get the transformation given by (11-12).

In this picture, we also obtain an interpretation of the individual fibers of
the meromorphic connection underlying the transform. Indeed, fix ξ0 ∈ Ĉ, and
let (ξ−ξ0) stand for the left ideal of C[ξ]〈∂ξ〉 generated by the monomial ξ−ξ0.

Define the fiber of M̂ over ξ0 by

M̂ξ0 = M̂/(ξ − ξ0)M̂.

Then, we have the isomorphism

M̂ξ0
∼= coker(M

∂x−ξ0
−−−−→M).

3 Meromorphic connections and D-modules

In this section we give the link between the objects studied in the previous
sections. Let (E,∇) be a holomorphic bundle endowed with a meromorphic
integrable connection on CP1, with poles in P ∪ {∞} as described in Section
1. Denote by E(∗P ∪ {∞}) the meromorphic bundle E ⊗O O(∗P ∪ {∞}) with
poles in P ∪ {∞}. By definition, ∇ acts on E(∗P ∪ {∞}). Denote by DCP1 the
sheaf of holomorphic differential operators on CP1: it is the sheaf whose local
sections are of the form

∑
i ai(t)∂

i
t , with t a local holomorphic coordinate and

ai holomorphic functions. E(∗P ∪ {∞}) then becomes a DCP1-module in the
usual way: a holomorphic function a(t) acting by multiplication, and ∂t acting
by ∇∂/∂t. This DCP1-module is called the meromorphic bundle associated to
(E,∇), denoted M. It has the following properties:

1. It is a holonomic module, i.e. any local section is annihilated by a local
differential operator.

2. It has only regular singularities at finite distance, and an irregular singu-
larity of Poincaré rank 1 at infinity.

Here is a fundamental notion that will underlie our construction:

Definition 3.1. The DCP1-module N is said to be an extension of M if the
meromorphic bundle OCP1(∗P ∪ {∞})⊗O

CP1
N induced by N is equal to M.

An extension N is called minimal if it admits no submodule or quotient module
supported in a point.

It is known (see e.g. Section 1 of [13]) that a minimal extension always exists
and is unique up to isomorphism; it will usually be denoted by Mmin.

3.1 Regular singularities

We will now recall the local structure of meromorphic flat bundles and introduce
the notion of parabolic structure for these objects, in the presence of a regular
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singularity. In this section, we fix a p ∈ P , a small disk ∆ ⊂ C centered at p
and containing no other element of P , and we suppose that the meromorphic
flat bundle M has a regular singularity at p. O and D will stand for O∆ and
D∆ respectively.

Definition 3.2. A lattice of the meromorphic flat bundle M|∆ is a coherent
O-module F such that F ⊗O O(∗{p}) = M|∆. A lattice F is called logarithmic
if the connection 1-form of ∇ written in any local trivialization of F has a
first-order pole.

If a logarithmic lattice F is chosen for M, then there is a well-defined residue
map of ∇:

Res(∇) : F |p −→ F |p

induced by the action of x∂x. Modifying F by a ⊗O(−m{p}) amounts to adding
m to all eigenvalues of Res(∇). By a theorem of Deligne (see Corollary 2.21
[12]), it is possible to choose a logarithmic lattice F such that all eigenvalues of
Res(∇) lie in the interval ]− 1, 0]. Hence, we obtain a finite set Aj of complex
numbers with real part in ]−1, 0], such that Aj+Z is the set of eigenvalues of the
residue of ∇ on the various logarithmic lattices of M. For a ∈ Aj and m ∈ Z,
the generalized eigenspaces of Res(∇) corresponding to the eigenvalues a and
α = a +m on the corresponding lattices are isomorphic through the (possibly
meromorphic) gauge transformation (x − p)m. For any α ∈ Aj + Z, let ψα

pM
stand for the generalized eigenspace of Res(∇) on the lattice F ⊗ O(−m{p})
for the eigenvalue α, where F is Deligne’s lattice and m = ⌈ℜα⌉ is the smallest
integer greater than or equal to the real part of α. In other words, there exists
an isomorphism

(x− p)m : ψα−m
p M −→ ψα

pM,

and a = α − m ∈ Aj . The assumption that the parabolic structure in p is

compatible with the connection means precisely that for all eigenvalues µj
k of

Aj it defines a decreasing exhaustive filtration ψ
µj

k
,•

pj M indexed by β ∈ [0, 1[.

By resonance-freeness, for all α ∈ Aj + Z there exists a unique µj
k and N ∈ Z

such that
α = µj

k +N. (13)

It follows that the parabolic filtrations on the µj
k-eigenspaces extend to filtrations

ψα,•
p indexed by real numbers in the interval [N,N + 1[ for any α ∈ Aj + Z by

declaring that the above isomorphisms restrict to filtered isomorphisms

(x− p)N : ψ
µj

k
,β

p M −→ ψα,β+N
p M, (14)

where N is the integer appearing in (13).

Definition 3.3. A parabolic structure at a regular singular point p of the mero-
morphic bundle M is a collection for all α ∈ C of a decreasing exhaustive fil-
tration ψα,•

pj
M of the generalised eigenspace ψα

pj
M of the residue indexed by

12



elements β of an interval of the form [k, k + 1[ where k is an integer, such that
for all α ∈ C, β ∈ R and N ∈ Z the map

(x− p)N : ψα+N,β
p M −→ ψα,β+N

p M

be an isomorphism.

Hence, we extended the parabolic structure of the holomorphic bundle E as
a parabolic structure of M.

Remark 5. By admissibility of the parabolic structure of E and because ∇ is
resonance-free, the filtration ψ0,•

p is the trivial filtration (i.e. gr0ψ0,•
p = ψ0

p).

3.2 Irregular singularity

Here — although it would be possible to work in a more general framework —,
we restrict to the case of a Poincaré rank 1 irregular singularity with diagonal-
izable polar part, as described in Section 1.

It is known that after taking the formal completion of the meromorphic bun-
dle with respect to the x−1-adic valuation (and possibly after a finite ramified
cover, that we shall omit), the irregular connection can be put in the form (2),
without extra holomorphic terms. Let us choose such a trivialization of the
completion of M. Then, in this basis the germ of connection ∇−Adz has reg-
ular singularity. Denote by ψ̂µ

∞ the generalized eigenspace corresponding to the
eigenvalue µ of this connection. The formal connection ∇−Adz decomposes as
direct sum of the n′ germs of connections with regular singularity d + Cldz/z
for l = 1, . . . , n′ where Cl is the diagonal matrix diag(µ∞

1+al
, . . . , µ∞

a1+l
) of size

a1+l − al. Since ∇ is supposed to be resonance-free at infinity, none of the µ∞
k

can be an integer.

Definition 3.4. A parabolic structure at infinity on M is the data of parabolic
structures for the meromorphic bundles associated to all of the regular singular
connections d+ Cldz/z for l = 1, . . . , n′.

Remark 6. Notice that the parabolic structures of the regular singular con-
nections d + Cldz/z are then all admissibile, because by resonance-freeness at
infinity the 0-eigenvalues of their residues are zero, hence they clearly inject into
the graded of the parabolic structure for the weight 0.

Lemma 3.1. Near ∞ the minimal extension Mmin agrees with the meromorphic
bundle M.

Proof. As none of the eigenvalues of the residue of ∇ at ∞ are integers, the
successive applications of the residue on any eigenvector yield sections with poles
of arbitrarily high order. Hence, any DCP1-module containing E necessarily
contains M as well.

An obvious consequence of the Lemma is that near ∞ the parabolic struc-
ture on the meromorphic bundle induces a parabolic structure on the minimal
extension.

13



3.3 Stability

Once a parabolic structure of a meromorphic integrable bundle M in all singu-
larities (including infinity) is given, it is possible to define its degree:

deg(M) = −
∑

p∈P∪{∞}

∑

β∈[0,1[

∑

α∈Ap+Z

α dim(grβψα
pM)

where grβψα
pM = ψα,β

p M/ψα,>β
p M is the graded vector space of the parabolic

filtration ψα,•
p corresponding to the weight β. Similarly, one can define the

parabolic degree of M:

par-deg(M) = deg(M) +
∑

p∈P∪{∞}

∑

β∈[0,1[

β dim(grβpM).

Finally, as usual, we define the (parabolic) slope of M as the quotient of its
parabolic degree and its rank. This then allows us to define the notion of
stability:

Definition 3.5. A meromorphic integrable bundle M endowed with a parabolic
structure is said to be parabolically stable if all nontrivial integrable subbundles
N have slope smaller than M.

Here N is endowed with the induced parabolic filtration:

ψα,β
p N = ψα

pN ∩ ψα,β
p M.

4 Minimal parabolic Laplace transform

Since M is the meromorphic bundle associated to a meromorphic connection on
a holomorphic bundle, and Mmin its minimal extension, they are both modules
over the sheaf DCP1(∗∞) of meromorphic differential operators with a pole at
infinity. The global sections of DCP1(∗∞) form the Weyl algebra C[x]〈∂x〉,
therefore the setsM andMmin respectively of global sections on CP1 of M and
Mmin admit a C[x]〈∂x〉-module structure.

In Section 2 we defined Laplace transform M̂ (respectively, inverse Laplace
transform Ň) for a C[x]〈∂x〉-module M (respectively, a C[ξ]〈∂ξ〉-module N).

Definition 4.1. The minimal Laplace transform of a meromorphic flat bundle
M is the meromorphic flat bundle M̂ associated to the C[ξ]〈∂ξ〉-module M̂min.
Similarly, the inverse minimal Laplace transform of a meromorphic flat bundle

N on ĈP
1
is the meromorphic flat bundle Ň associated to the C[x]〈∂x〉-module

Ňmin.

This is similar to N. Katz’ Fourier transform in the ℓ-adic case [6].
Let us now fix the parameters appearing in (1) and in the matrices A,C of

(2) and introduce two categories:

14



1. HP(C), whose objects are holomorphic bundles with meromorphic connec-
tion (E,∇) over CP1, with resonance-free semi-simple logarithmic singu-
larities in P given by (1), and a resonance-free irregular singularity of rank
1 at infinity with diagonalizable polar part given by (2), endowed with an
admissible parabolic structure at all singular points

2. DMP(C), whose objects are meromorphic integrable bundlesM admitting
a lattice with the type of singularities as in HP(C), endowed with an
admissible parabolic structure in all singular points.

Morphisms in HP(C) are holomorphic bundle maps compatible with connec-
tions and parabolic structure, while in DMP(C), maps of D-modules compatible
with parabolic structure. Let us also introduce the full sub-categories HPst

0 (C),
DMPst

0 (C) consisting of stable objects of parabolic degree 0.

Proposition 4.1. The categories HP(C) and DMP(C) are equivalent. The
equivalence restricts to an equivalence between HPst

0 (C) and DMPst
0 (C).

Proof. Notice first that there exists an obvious functor

HP(C) → DMP(C) (15)

mapping a holomorphic bundle endowed with a meromorphic connection and
an admissible parabolic structure to the associated meromorphic flat bundle
M with parabolic structure as described in Section 3. On the other hand,
given an object M of DMP(C), associate to it the integrable connection on
a lattice as in its definition 2. To see that this is a quasi-inverse of (15) we
need to show that such a lattice is uniquely determined. Near a logarithmic
point pj this follows from the fact that because of the non-resonance condi-
tion, the logarithm of the local monodromy exp(2πiAj) with given eigenvalues
(0, . . . , 0, 2πiµj

rj+1, . . . , 2πiµ
j
r) is uniquely determined. Near the irregular sin-

gularity at infinity we use a method originally due to Levelt (c.f. Section 2 of
[9]). Namely, suppose we are given lattices F1 and F2 of M in a neighborhood
of ∞ with the property that in a basis of both of them the connection D reads
as in (2), with the same matrices A and C. Since both F1 and F2 are lattices
of M, these two bases are then linked by a meromorphic gauge transformation
g that can be expanded into Laurent series

g(t) =

∞∑

b=N

gbt
b

for sufficiently small values of t = x−1 and some N ∈ Z. By assumption, we
have

g−1(At−2dt+ Ct−1dt+O(1)dt)g − g−1dg = At−2dt+ Ct−1dt+O(1)dt,

or equivalently

dg = (At−2dt+ Ct−1dt+O(1)dt)g − g(At−2dt+ Ct−1dt+O(1)dt).

15



Inserting the Laurent series of g into the latter equation yields the equations

AgN − gNA = 0

CgN − gNC + AgN+1 − gN+1A = NgN ,

and so on. The first of these equations implies that gN is in the Levi subgroup

L = Gl(a2 − a1,C)× · · · ×Gl(a1+n′ − an′ ,C)

corresponding to the eigenspace-decomposition of A. In the second expression,
the term AgN+1−gN+1A lies in the complementary of L, therefore the projection
of CgN − gNC to L must be equal to the right-hand side. Since the restriction
of C to any eigen-subspace of A has by assumption distinct eigenvalues modulo
the integers (except for multiple eigenvalues), it follows that the only integer
eigenvalue of the adjoint action of C restricted to L is 0. Therefore, the second
equation implies N = 0; in particular, g is holomorphic. The same argument
applied to g−1 shows that F1 = F2.

It is clear that this equivalence preserves parabolic degree and stability.

4.1 Parabolic transform

The transform defined above is compatible with admissible parabolic structures:
if an admissible parabolic structure is given on M, then we can define one on
its (inverse) minimal Laplace transform M̂ by the following construction.

1. In regular singularities: these are the eigenvalues {ξ1, . . . ξn′} of A. By
formal stationary phase (Prop. V.3.6, [12]) and the isomorphism ψαM ∼=
ψαMmin for all α /∈ Z, there exists a formal isomorphism

ψ̂α
∞M ∼=

n′⊕

l=1

ψα
ξlM̂,

where we recall that ψ̂α
∞ is the generalized eigenspace corresponding to the

eigenvalue α of the “regular part” ∇− Adz of the connection at infinity.
The parabolic filtration on the left hand side therefore defines one on the
right-hand side. Finally, on the 0-eigenspaces of the residue in ξl, we put
the trivial parabolic structure.

2. At infinity: similarly to the regular case, formal stationary phase applied
to the inverse Laplace transform, for all α /∈ Z there exists a formal
isomorphism

ψ̂α
∞M̂ ∼=

n⊕

j=1

ψα
pj
M,

and the parabolic filtrations on the direct summands on the right-hand
side induce a parabolic filtration on the space on the left-hand side.
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The parabolic degree and stability condition corresponding to the structure
of this definition behave well with respect to Laplace transform. The following
statements are due to C. Sabbah, Proposition 4.1 and Theorem 5.1 of [11]; for
sake of completeness we reproduce them here together with their proof. In what
follows, we let M denote a parabolically stable meromorphic integrable bundle
of parabolic degree 0.

Proposition 4.2. The Laplace transform M̂min is a minimal extension at all
regular singular points ξl. In particular, parabolic minimal Laplace transform
and inverse parabolic minimal Laplace transform are inverses of each other.

Proof. Suppose to the contrary that M̂min is not a minimal extension at some ξl,
so that it admits a submodule (or a quotient module) supported at ξl. By inverse
Laplace transform, it follows that Mmin admits a submodule (or a quotient) N
of the form d + ξldx on some trivial bundle. In particular, N has a pole only
at ∞, and the residue of the connection is 0. However, by resonance-freeness at
infinity M cannot admit such a sub-module.

Since M̂min is a minimal extension, it is clearly the minimal extension of M̂,
whose inverse parabolic minimal Laplace transform is therefore Mmin endowed
with its original parabolic structure. This implies the second claim.

Remark 7. The statement also holds without the resonance-freeness assump-
tion, but the proof then makes use of stability: consider the meromorphic in-
tegrable bundle N associated to N . Since the parabolic structure of Mmin is
admissible, the induced parabolic structure on N only has 0 weight. Therefore,
N is a subbundle of parabolic weight 0 of the meromorphic bundle M associated
to Mmin, contradicting stability.

Proposition 4.3. If M is a parabolically stable meromorphic integrable bundle
of parabolic degree 0, then so is its parabolic minimal Laplace transform M̂.

Proof. By the stationary phase formula for ordinary Laplace transform [10], the
non-zero eigenvalues of the residue of the connection at the regular singularities
are switched with the eigenvalues of the residue at infinity. In particular, the
sum of the eigenvalues (counted with multiplicity) at all singularities is the same

number for M and M̂. By our definition of parabolic structure for M̂ and by
admissibility, the same holds for the sum of all parabolic weights. Indeed, as
the only weight on ψ0

pj
is 0, the two total sums only differ in terms equal to 0.

In view of the formulae of Subsection 3.3, this proves equality of the parabolic
degree.

It follows from Proposition 4.2 that M̂min is the minimal extension of M̂.
Let N̂ be a non-trivial meromorphic integrable subbundle of M̂. Then, its
minimal extension N̂min at all regular singular points is a non-trivial submodule
of M̂min. Hence, the inverse Laplace transform Nmin is a non-trivial submodule
of Mmin. In particular, the corresponding meromorphic integrable bundle N
is a non-trivial subbundle of M. Clearly, N is the inverse minimal Laplace
transform of N̂ .
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Lemma 4.1. The parabolic structure induced on N from M agrees with the
inverse minimal Laplace transformed parabolic structure coming from N̂ .

Proof. We only give a proof of this fact under the extra assumption that for
any j ∈ {1, . . . , n} all the non-zero eigenvalues µj

k are distinct (not only modulo
Z); the general case is a consequence of functoriality of the stationary phase
formula, c.f. Subsection 6.4.

For any fixed pj ∈ P , the set Aj(N ) of eigenvalues of the residue of N is
contained in Aj(M), and for each α ∈ Aj(N )+Z, we have ψα

j N ⊂ ψα
j M. Since

by assumption all of these eigenspaces are either 0 or 1-dimensional, it is clear
that the only parabolic weight for the induced parabolic structure of a non-zero
ψα
j N is equal to the parabolic weight of ψα

j M, which in turn is equal to the

parabolic weight of ψα
∞̂M̂ restricted to the pj-eigenspace of the leading term of

the residue. This latter, however, is the parabolic weight of ψα
∞̂N̂ restricted to

the pj-eigenspace of the leading term of the residue (notice that this latter space
is non-zero if and only if ψα

j N 6= 0 in view of the stationary phase formula).

As above for M, the Lemma then implies equality between the parabolic
degrees par-deg(N ) and par-deg(N̂ ). By stability of M, we have par-deg(N ) <

0, hence also par-deg(N̂ ) < 0, whence stability of M̂.

We are ready to state our main result. Consider the diagram of functors

HPst
0 (C)

��

Nahm
--
HPst

0 (Ĉ)
inverse Nahm

mm

��
DMPst

0 (C)

minimal Laplace
--

RR

DMPst
0 (Ĉ)

inverse minimal Laplace

mm

RR
(16)

where the vertical arrows are the equivalences defined in Proposition 4.1.

Theorem 4.1. Diagram (16) commutes.

Remark 8. The coincidence at the level of ranks follows by comparing the
rank formulae for Laplace (Proposition V.1.5. of [10]) and Nahm transforms
(formula (1.10) of [15]).
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5 Outline of the proof

The main idea of the proof consists in comparing both constructions to the first
hypercohomology of the twisted de Rham complex of Mmin. Set

DR(Mmin, ∂x − ξ) = (Mmin
∂x−ξ
−−−→ Mmin)

for the de Rham complex ofMmin twisted by−ξ, where the two non-zero sheaves
are placed in degrees 0 and 1. For any sheaf complex C on CP1, write Hm(C)

for its hypercohomology of degree m. On the other hand, for any ξ ∈ ĈP
1
set

∇ξ = ∇− ξdx,

and call this operator the twisted integrable connection. Recall from Section 1
that we denote by P̂ the set {ξ1, . . . , ξn′} of regular singularities of the trans-
formed object. Recall also that Nahm transform of a holomorphic bundle (E,∇)

with meromorphic connection on CP1 is a holomorphic bundle (Ê, ∇̂) with

meromorphic connection on ĈP
1
: the fiber over a fixed ξ ∈ Ĉ is the first L2-

cohomology for the Euclidean metric of the elliptic complex (7), holomorphic

structure is induced by the trivial holomorphic structure with respect to ξ, ∇̂

is induced by d̂
1,0

− xdξ, and the transformed metric is defined by the L2-
norm of the harmonic representative of an L2-cohomology class. Recall finally
that (Ê, ∇̂) admits a holomorphic extension induced by the harmonic metric

ĥ: holomorphic sections of Ê at a singular point are holomorphic sections in a
neighborhood of that point whose norm is bounded. In particular, meromorphic
sections of Ê at a singular point are holomorphic sections in a neighborhood of
that point whose norm grows at most polynomially with respect to the inverse
of the distance to the point. For j = 1, 2, denote by πj projection to the j-th

factor in the product CP1 × ĈP
1
.

Our first aim is to define a natural holomorphic extension to ĈP
1
of the

bundle of first hypercohomologies of DR(Mmin, ∂x − ξ). Denote the sheaf of
holomorphic sections of the vector bundle E also by E, and let F be the sheaf
over CP1 whose local sections are meromorphic sections of E⊗Ω1 with at most
a double pole at infinity and at most a simple pole in the points of P , such that
the residue at a point pj ∈ P be in Im(Aj). We then have a sheaf map

∇ξ : E −→ F. (17)

The bundle of first hypercohomologies of DR(Mmin, ∂x − ξ) carries a natural

holomorphic structure on Ĉ \ P̂ induced by the trivial holomorphic structure of
Mmin with respect to ξ. The same holds for the bundle of first hypercohomolo-

gies H1(E
∇ξ

−−→ F ).

Proposition 5.1. The complexes DR(Mmin, ∂x−ξ) and E
∇ξ

−−→ F of sheaves on
CP1 are quasi-isomorphic. Furthermore, the natural holomorphic structures of
the bundles of first hypercohomologies over Ĉ\ P̂ agree under this isomorphism.

19



Via this proposition the holomorphic bundle of first hypercohomologies

H1(DR(Mmin, ∂x − ξ))

on Ĉ\ P̂ admits a natural holomorphic extension to Ĉ. In particular, this holo-
morphic extension will also induce a meromorphic extension over these points.
At a regular singular point ξl the holomorphic extension is defined as the sec-

tions whose value at ξl is in the finite-dimensional vector space H1(E
∇ξl−−→ F ).

It remains to define a holomorphic extension at ∞̂. We follow Subsection 4.4.2
of [15] and slightly modify the map (17) near infinity as follows: let U0 = Ĉ and

U∞̂ = ĈP
1
\ {0} be the standard affine open charts of ĈP

1
with coordinates ξ

and ζ = ξ−1, and let s0 and s∞̂ stand for the canonical global sections of the
sheaf O

ĈP
1(∞̂) satisfying

s0(ξ) = ξ s∞̂(ξ) = 1 on U0

s0(ζ) = 1 s∞̂(ζ) = ζ on U∞̂.

On the pullback bundle π∗
1E over CP1 × ĈP

1
, introduce the sheaf map

∇• = ∇⊗ s∞̂ − dz ⊗ s0 : π∗
1E −→ π∗

1F ⊗O
ĈP

1(∞̂). (18)

Over the affine U0 and relative to ĈP
1
the map ∇• is a connection whose

restriction to the fiber CP1 × {ξ} is ∇ − ξdx. 1 We may then define the
holomorphic extension of the bundle of hypercohomologies H1(DR(Mmin, ∂x −
ξ)) to ∞̂ to consist of those holomorphic sections near ∞̂ that converge to a
vector in

H1(E
dz
−−→ F ) ∼= ⊕j ImRes(∇, pj),

the first hypercohomology of the fiber of (18) over ∞̂. This holomorphic exten-
sion is clearly induced by the holomorphic extension of the original bundle E at
the points pj .

The next ingredient of the proof is an identification of the first L2-cohomology
Êξ = L2H1(Dξ) of (7) for the Euclidean metric with the first hypercohomology
of the twisted de Rham complex of Mmin.

Proposition 5.2. For ξ ∈ Ĉ \ P̂ , the vector spaces Êξ = L2H1(Dξ) (for the
Euclidean metric) and H1(DR(Mmin, ∂x− ξ)) are isomorphic. The correspond-

ing holomorphic bundles over Ĉ \ P̂ are isomorphic. Finally, this isomorphism

respects the natural meromorphic extensions to ĈP
1
.

The last step in identifying the meromorphic bundles underlying the two
transforms is:

1It might look disturbing that over the chart U
∞̂

this is no longer a connection, but instead
a ζ-connection. Notice however that we are mainly interested in the first hypercohomology of
this complex, and the hypercohomology of a map is independent of scalar rescaling.
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Proposition 5.3. For all ξ /∈ P̂ , the first hypercohomology H1(DR(Mmin, ∂x−

ξ)) is isomorphic to the fiber (M̂min)ξ of the minimal Laplace transform in ξ.

The corresponding holomorphic bundles over Ĉ \ P̂ are isomorphic. Finally,

the natural meromorphic extensions over ĈP
1
of the underlying meromorphic

bundles are also isomorphic.

Having thus obtained isomorphism of the meromorphic bundles, we move
on to match the transformed connection with the ∂ξ-action. Proposition 3.5 of

[15] states that the transformed connection ∇̂ is induced on L2-cohomology by

taking the quotient of d̂− xdξ. The isomorphism of Proposition 5.2 maps it to
the connection induced by taking the quotient of d̂− xdξ in hypercohomology.
This, coupled with the interpretation of Laplace transform as a cokernel of
Subsection 2.1, shows that over the open set Ĉ \ P̂ the connection of the Nahm
transform is mapped to the ∂ξ-action of the minimal Laplace transform.

To see that the square of Theorem 4.1 commutes, the last thing to show
is that the minimal extension over the singularities of the meromorphic bundle
with connection associated to (Ê, ∇̂) is isomorphic to M̂min. Since the under-
lying meromorphic connections agree and by uniqueness up to isomorphism of
the minimal extension of a meromorphic bundle with connection, Proposition
4.2 implies the claim.

Finally, it remains to compare the parabolic structures of the transformed
objects:

Proposition 5.4. The parabolic structure of (Ê, ∇̂) is mapped under this cor-
respondence into the one defined in Subsection 4.1.

6 Proof of the propositions

We will carry out all proofs for the direct transforms; the inverse transforms are
known to agree with the direct ones up to a sign ξ ↔ −ξ, therefore the same
arguments imply the statements for the inverse transforms.

6.1 Proposition 5.1

First, let us define a sequence of sub-sheaves of Mmin: for m ≥ 0 set Fm for the
sheaf of sections of Mmin with pole of order at most m at all singular points.
These sheaves define an exhaustive filtration of Mmin :

E = F0 ⊂ F1 ⊂ F2 ⊂ . . . ⊂ Mmin

such that ∂x − ξ maps Fm into Fm+1 for all ξ /∈ P̂ . Notice that by definition
F = F1⊗Ω1. Moreover, the quotient sheaves Fm+1/Fm are supported in the set
of regular singular points P , and the stalk at pj is of dimension r − rj . Denote
by [∂x − ξ] the map induced by ∂x − ξ on these quotients.
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Lemma 6.1. For all m > 0 the map

[∂x − ξ] : Fm/Fm−1 −→ Fm+1/Fm

is an isomorphism of complex vector spaces.

Proof. Since twisting by ξ does not modify the principal term of ∂x, it is suffi-
cient to show the result for ξ = 0. The stalk of Fm/Fm−1 at p ∈ P is isomorphic
to the image of the residue of ∇ in p (up to the 1-form dz), and the same thing
holds for Fm+1/Fm. The action of [∂x] after this identification is the matrix
Res(∇, p) − m · Id. Since ∇ is resonance-free, this matrix admits no 0 eigen-
value. Since the source and target spaces are of the same dimension, it is an
isomorphism.

Clearly, the complexes E
∇ξ
−−→ F and E

∂x−ξ
−−−→ F1 are quasi-isomorphic. By

the lemma, for all m > 0 the complexes Fm
∂x−ξ
−−−→ Fm+1 and Fm−1

∂x−ξ
−−−→ Fm

are quasi-isomorphic. Since Mmin = ∪mFm, the complex Mmin
∂x−ξ
−−−→ Mmin is

the inductive limit of its sub-complexes Fm
∂x−ξ
−−−→ Fm+1. The sequence of these

latter being stationary (up to quasi-isomorphism) for m ≥ 0, we conclude that

Mmin
∂x−ξ
−−−→ Mmin is quasi-isomorphic to F0

∂x−ξ
−−−→ F1, hence to E

∇ξ
−−→ F . This

shows the fiber-wise statement. The statement about holomorphic structures is
clear.

6.2 Proposition 5.2

Consider the double complex

L2(Ω0,1 ⊗ E)
∇ξ // L2(Ω1,1 ⊗ E)

L2(E)
∇ξ //

∂̄E

OO

L2(Ω1,0 ⊗ E)

∂̄E

OO

E
∇ξ //?�

OO

F
?�

OO

(19)

Here we use the convention that whenever L2 is written at a particular place
of a diagram, it is meant to be the intersection of the domains of the operators
corresponding to all arrows that point out from that place.

To prove equality between L2-cohomology and hypercohomology it is suffi-
cient to show two statements:

Lemma 6.2. For all ξ /∈ P̂ the vertical arrows in (19) are sheaf resolutions.

Remark 9. A similar result is shown in Theorem 6.2 of [16] for the Poincaré-
metric near the punctures and with respect to a Hermitian metric with zero
parabolic weight but non-trivial weight-structure, see also Theorem 1.2 of [13].
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However, we included a proof because we see no direct way of applying those
results here.

Lemma 6.3. The first cohomology of the simple complex associated to (19) is
equal to L2H1(Dξ).

Proof of Lemma 6.2. This is analogous to Lemma 4.12 of [15], where the same
statement is proved for Higgs bundles. As the problem is local, and away from
singularities all spaces involved are usual L2-spaces (so exactness is guaranteed
by usual L2-theory), we focus on a neighborhood of a singular point that we
may suppose to be a disk.

Let us first treat the column on the left, near a regular singular point p = pj .
Fix a holomorphic local trivialization e1, . . . er of E in which the connection can
be written ∇ = d + Ajdx/(x− pj) up to holomorphic terms, where Aj is the
matrix in (1). In all that follows, we will omit the index j of the singularity.
Let e =

∑
k ϕkek be a local L2 section of E in the kernel of ∂̄E : this means that

the ϕk are meromorphic functions. Recall that the L2 condition is measured
with respect to the metric h, and this latter has asymptotic behavior bounded
with diag(|x− p|2βk), where by admissibility 0 ≤ βk < 1 for rj < k and βk = 0
otherwise. Hence the condition e ∈ L2 is equivalent to the conditions

• for k ≤ rj the coefficients ϕk are holomorphic at p;

• for rj < k such that βk = 0 the coefficients ϕk are holomorphic at p; and

• for rj < k such that βk > 0 the coefficients ϕk have at most a simple pole
at p.

Let us show that the requirement ∇ξe ∈ L2 implies even in the last case that
ϕk must be holomorphic; for this purpose consider their Laurent-series:

ϕk(z) = ϕk,−1
1

x− pj
+ ϕk,0 + ϕk,1(x− pj) + . . .

By the local form of ∇ in the trivialization e1, . . . er, the coefficient of ekdz for
rj < k in ∇ξe is

(
∂

∂x
+

µk

x− p

)
ϕk(x) +

r∑

l=1

hl(x)ϕl(x),

where the hl are holomorphic functions. Plugging the Laurent-expansion into
this yields

(µk − 1)
ϕk,−1

(x − p)2
+O

(
1

x− p

)
,

where O(·) denotes terms with at most a simple pole, depending on ϕl,s, µl and
hl. Such a 1-form is in L2 if and only if (µk−1)ϕk,−1 = 0. Since ∇ is resonance-
free, this is equivalent to ϕk,−1 = 0, in different terms holomorphicity of ϕk. On
the other hand, for k ≤ rj , taking into account that all ϕl are holomorphic and
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that µk = 0, the coefficient of ekdx in ∇ξe is clearly holomorphic. This proves
that e is in the L2-domain of ∇ if and only if it is holomorphic, hence the left
column is exact in the term L2(E).

Let us now study the second term of this column: given a section f =∑
k φkekdx̄ of L2(Ω0,1 ⊗ E), we would like to show that there exists an L2

section e =
∑

k ϕkek of E such that ∇ξe ∈ L2 and ∂̄Ee = f . As e1, . . . , er is a
holomorphic trivialization (in particular, ∂̄E is diagonal), we may suppose that
f = φekdx̄ for some k. For k ≤ rj , by admissibility both ∇ and the Hermitian
metric are equivalent to the usual metric, so the usual L2 Dolbeault lemma gives
the result. For rj < k, the section φek is in L2 with respect to h if and only
if φ|x − p|βk is an L2 function. In the case βk > 0 the parabolic L2 Dolbeault
lemma (Claim 4.13 of [15]) implies that there exists ϕ such that ∂̄ϕ = φ and
ϕ|x − p|βk−1 ∈ L2. Finally, in the case rj < k and βk = 0 the result again
follows from the usual L2 Dolbeault lemma: for f = φekdx̄ ∈ L2 we find ϕ ∈ L2

such that ∂̄ϕ = φ; now as by assumption ∇(f) is also in L2 and the diagram
(19) commutes we have that ∇ϕ is (up to subtracting a holomorphic 1-form)
also in L2; whence surjectivity of ∂̄E .

This finishes the proof of exactness of the left column.
All the other statements contained in the lemma (i.e. that the right column

is also exact in the regular singularities and that both columns are exact near
infinity) are immediate modifications of the same arguments. We leave details
to the reader.

Proof of Lemma 6.3. The corresponding statement for Higgs bundles is Propo-
sition 4.7 of [15].

As the differential of the simple complex associated to (19) is Dξ, this is
purely a question of domains. Denote by Cξ the simple complex associated to
(19). An element of the degree 1 term C1

ξ of Cξ is represented by a sum

f0,1dx̄+ f1,0dx ∈ L2(Ω0,1 ⊗ E)⊕ L2(Ω1,0 ⊗ E)

such that ∇ξf
0,1dx̄ ∈ L2(Ω1,1 ⊗ E) and ∂̄Ef1,0dx ∈ L2(Ω1,1 ⊗ E). Obviously,

one then also has Dξ(f
0,1dx̄ + f1,0dx) ∈ L2(Ω1,1 ⊗ E); in other words, there

exists a tautological injection

C1
ξ −→ L2(Dξ)

1,

the latter space being the L2 domain of Dξ on 1-forms. Since terms of degree
0 of the complexes Cξ and L2(Dξ) are the same together with differentials, this
injection induces an injection of degree 1 cohomology spaces

H1(Cξ) −→ L2H1(Dξ).

Let us show that this map is surjective too: for this, suppose g = g0,1dx̄+g1,0dx
represents a cohomology class in L2H1(Dξ); by definition, this means that g is
in L2 and in the kernel of Dξ. We would like to find a section f = f0,1dx̄ +
f1,0dx representing the same class, such that we have in addition ∇ξf

0,1dx̄ ∈
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L2(Ω1,1 ⊗E) and ∂̄Ef1,0dx ∈ L2(Ω1,1⊗E). Since this is guaranteed away from
singularities by usual L2-theory and because ∇ξ is an isomorphism near infinity,
it is sufficient to focus on a neighborhood of a regular singularity. In such a
neighborhood, Lemma 6.2 allows us to find ϕ ∈ L2(E) such that ∂̄Eϕ = g0,1dx̄
and ∇ξϕ ∈ L2(Ω1,0 ⊗ E). The local L2 section

f = (g0,1dx̄− ∂̄Eϕ) + (g1,0dx−∇ξϕ)

obviously satisfies the required conditions.

Let us come to the second statement of the proposition. Proposition 3.5
of [15] gives the holomorphic structure of Ê: on the open set Ĉ \ P̂ , it is
the quotient in L2-cohomology of the trivial holomorphic structure relative to

ĈP
1
of π∗

1E. On the other hand, we defined the holomorphic structure on

the bundle of first hypercohomologies H1(E
∇ξ

−−→ F ) as the quotient of the

trivial holomorphic structure on F relative to ĈP
1
. This yields equality of the

holomorphic structures away from singularities.
Finally, in order to prove that the meromorphic extensions agree, it is suffi-

cient to show that the L2-norms of harmonic 1-forms whose limit as ξ → ξl (re-

spectively ξ → ∞̂) is a vector of the spaceH1(E
∇ξl−−→ F ), is of moderate growth.

Indeed, in Section 1 the holomorphic extension of the Nahm transformed bundle
Ê to the singularities is defined by the condition that the L2-norms of harmonic
representatives be bounded; hence, meromorphic sections near a singular point
are exactly the ones having at most polynomial growth. We only treat the case
of the singularity at infinity, the case of the regular singularities being similar.

The crucial point is that since the Laplace operator (8) is (up to a constant
2) well-known to be equal to

∆′′
ξ = D′′

ξ (D
′′
ξ )

∗ + (D′′
ξ )

∗D′′
ξ (20)

where D′′
ξ is the operator defined in (9), the space of L2 harmonic 1-forms for

the two operators are the same. In particular, for fixed ξ the 1-form σ̂∞
k (ξ, x)

constructed in Section 1 is also a vector of Êξ. However, as ξ varies, these vectors
are holomorphic for the Dolbeault holomorphic structure, and not the de Rham
holomorphic structure, see Section 4.4 of [15]. Recall that σj

k was chosen to be

a holomorphic section of E(pj) near pj such that for each ξ ∈ Ĉ \ P̂ the element

σj
k(qk(ξ)) represent a non-vanishing class in coker(θ(qk(ξ))− ξdx/2), and qk(ξ)

depends analytically on ξ. Let us now modify the construction of σ̂∞
k (ξ, x) to

obtain a smooth local section τ̂∞k (ξ, x) of Ê in a punctured disk near ∞̂ in the

following way: instead of σj
k, pick a local section τ jk , holomorphic with respect

to the de Rham holomorphic structure ∂̄E near pj , extending an eigenvector
of the image of the residue of ∇ at pj . Notice that by resonance-freeness the
images of Res(∇, pj) and of Res(θ, pj) are isomorphic, and formula (1.8) of [2]

means that a possible choice for τ jk is

τ jk (x) ≈ |x− pj |
βj

k
−αj

kσj
k(x) (21)
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where αj
k is the fractional part of ℜµj

k. In particular, for each ξ we still have that

τ jk(qk(ξ)) represents a non-trivial class in coker(θ(qk(ξ))−ξdx/2). Therefore, the

definitions of vjk(ξ), t
j
k(ξ) and σ̂

∞
k (ξ, x) in Section 1 carry over to this situation

to define wj
k(ξ), s

j
k(ξ) satisfying the same equation

D′′
ξ (w

j
k(ξ, x)dx+ sjk(ξ, x)dx̄) = 0,

and therefore a local smooth section τ̂∞k (ξ, x) of Ê near ∞̂.

Lemma 6.4. On Ĉ \ P̂ , the local smooth section τ̂∞k (ξ, x) of Ê is holomorphic
in ξ with respect to the de Rham holomorphic structure. In particular, the set
of local sections τ̂∞k (ξ, x) for all pj ∈ P and a basis τ jk of Im(Res(∇, pj)) defines

a holomorphic extension F̂ of Ê|
Ĉ\P̂ at ∞̂.

Proof. In the construction of τ̂∞k (ξ, x), the dependence on ξ lies in the spectral
point qk(ξ).

2 As this latter varies holomorphically with ξ, the monad construc-
tion of [4], Subsection 3.1.3, shows that τ̂∞k (ξ, x) is holomorphic with respect to

the holomorphic structure on C∞(Ê) induced by the pull-back to (C\P )×(Ĉ\P̂ )

of E, which is by definition the de Rham holomorphic structure of Ê.
By Theorem 1.6 of [15], the rank of the transformed integrable bundle is

equal to
∑n

j=1 dim(Im(Res(∇, pj))), which is the number of the local sections

τ̂∞k (ξ, x) for all pj ∈ P and τ jk ∈ Im(Res(∇, pj)). To see that these latter define
a holomorphic extension, it is therefore sufficient to prove that they are linearly
independent over C(ξ). This will follow from the fact that as ξ → ∞̂ they are
linked to the linearly independent sections σ̂∞

k (ξ, x) via (22).

Lemma 6.5. The sections τ̂∞k (ξ, x) are asymptotically harmonic.

Proof. Identical to the proof of Lemma 4.34 of [15], for this latter does not rely
at all on the choice of vectors representing classes in coker(θ(qk(ξ))− ξdx/2) as
in (21).

This now implies that the growth of the L2-norm of these sections is at most
polynomial. Namely, we have:

Lemma 6.6. The L2-norm of τ̂∞k (ξ, x) over C with respect to the harmonic
metric h satisfies

c|ξ|2−2βj

k ≤ ‖τ̂∞k (ξ, x)‖2L2 ≤ C|ξ|2−2βj

k

for some constants 0 < c < C.

2A subtle point here is that in (10) the argument of the Gaussian function χ contains |ξ|,

which is not holomorphic in ξ. However, locally near any ξ0 /∈ P̂ this factor could be kept
constant |ξ0| independently of ξ, and the sections so obtained would be cohomologous to the
sections (10), so the non-holomorphic dependence is actually only apparent. The point in
the choice of the argument of χ is just that its support be sufficiently separated from the
other spectral points. Of course, the sections with |ξ| replaced by |ξ0| do not extend to a

neighborhood of the singular points P̂ , so for the construction of asymptotically harmonic
sections only the choice in (10) is suitable.
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Proof. Similar to the proof of Theorem 4.32 of [15]. The difference with that
case lies only in the behavior of the metric h on the sections τ jk and σj

k. In view

of (21) and the asymptotic qk(ξ) − pj ≈ 2λjkξ
−1 (Claim 4.27, loc. cit.) and

because the construction of wj
k, s

j
k depends C-linearly with the chosen cokernel

vector τ jk , the sections τ̂∞k (ξ) satisfy

τ̂∞k (ξ) ≈ c0|ξ|
−βj

k
+αj

k σ̂∞
k (ξ) (22)

as ξ → ∞̂ for some constant c0 6= 0 depending on λjk, α
j
k, β

j
k. By Theorem 4.32

of loc. cit., we have

c1|ξ|
2−2αj

k ≤ ‖σ̂∞
k (ξ, x)‖2L2 ≤ C1|ξ|

2−2αj

k .

Comparing these estimates yields the desired asymptotic.

This finishes the proof of the proposition.

6.3 Proposition 5.3

The hypercohomology long exact sequence gives a decomposition

H1(Mmin
∂x−ξ
−−−→ Mmin) ≃ coker(H0(Mmin)

∂x−ξ
−−−→ H0(Mmin))⊕

ker(H1(Mmin)
∂x−ξ
−−−→ H1(Mmin)).

By definition, H0(Mmin) is Mmin, and resonance-freeness at infinity implies
that in a neighborhood of infinity the equality Mmin = Mmin(∗{∞}) holds, i.e.
locally at infinity Mmin coincides with the meromorphic bundle. In particular,
the first cohomology H1(Mmin) vanishes, and it follows that

H1(Mmin
∂x−ξ
−−−→ Mmin) ≃ coker(Mmin

∂x−ξ
−−−→Mmin).

This gives the fiber-wise statement of the proposition.

The holomorphic structure induced on the bundle H1(E
∇•−−→ F ) by taking

the quotient of the trivial holomorphic structure of π∗
1F relative to CP1 is

mapped by the above isomorphism to the one induced by the trivialC[ξ]-module
structure of Mmin = Mmin ⊗C C[ξ] on the cokernel of ∂x − ξ. This latter is by

definition the holomorphic structure of M̂min on Ĉ \ P̂ .
It remains to match the meromorphic extensions over the singularities. For

this purpose, we need to study what happens to the isomorphism of Proposition
5.1 as ξ → ξl for some ξl ∈ P̂ or as ξ → ∞̂. Near the points ξl, it is known
that M̂ admits a regular singularity. On the other hand, by Theorem 1.6 of
[15] the connection ∇̂ on the transformed extension of Ê over ξl is logarithmic;

in particular, the meromorphic flat bundle Ê(∗P̂ ) has regular singularities at

all points of P̂ . By uniqueness of the meromorphic extension with regular
singularity, the meromorphic flat bundles are naturally isomorphic over Ĉ.
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Therefore, we only need to treat the case of the irregular singular point
∞̂. For this purpose, consider the holomorphic bundle E over CP1 as a C[x]-

submodule of Mmin. The lattice F̂ near ∞̂ introduced in Lemma 6.4 can be
described in the cokernel-interpretation of Subsection 2.1 as the lattice generated
by the classes of F ⊂ Mmin, i.e. of sections admitting a pole of order 1 at the
points of P with respect to the latticeE. By resonance-freeness,Mmin is spanned
as a C[x]〈∂x〉-module by F . Therefore, by Theorem V.2.7 of [12] F̂ is a lattice

of the Laplace transform M̂min of Mmin near infinity; this concludes equality of
the meromorphic extensions.

6.4 Proposition 5.4

This follows from comparing the construction of Subsection 4.1 with Subsection
6.2. Notice first that it is sufficient to treat the case of the singularity at ∞̂.
Indeed, the result then also follows for the finitely located singularities using
inverse transforms.

First, let us prove the stationary phase formulae used in the construction
of Subsection 4.1. As we have already obtained the isomorphism of Nahm
and minimal Laplace transforms (without parabolic structure), it is sufficient
to show the results for Nahm transform. These latter, as we will see, are a
simple consequence of the stationary phase formulae for Nahm transform of
parabolic Higgs bundles, in view of the non-Abelian Hodge theory of [2]. Hence,
we need first to describe how one obtains the stationary phase formulae for
Nahm transform of parabolic Higgs bundles. For this purpose, notice that by
Claim 4.27 of [15] all of the spectral points qm(ξ) converge to one of the pj’s as
ξ → ∞̂, and for fixed 1 ≤ j ≤ n there are exactly rk(Aj) = r − rj indices m
for which the corresponding qm(ξ) converges to pj . It follows that the sections

σ̂∞
k (ξ) introduced in Section 1, for all pj ∈ P and a diagonalizing basis σj

k

of Im(Res(θ, pj)) define a lattice F̂ at ∞̂ of the transformed Higgs bundle.
Furthermore, by Theorem 4.31 of [15] with respect to this lattice the polar part
at infinity of the transformed Higgs field reads

−
1

2




p1
. . .

p1
. . .

pn
. . .

pn




dξ−




λ1r1+1

. . .

λ1r
. . .

λnrn+1

. . .

λnr




dξ

ξ
.

(23)
Here, as in (1.11) of [2], the constants

λjk =
µj
k − βj

k

2

28



are the eigenvalues of the residue at pj of the original Higgs field corresponding

to (E,∇, h), which are non-zero if and only if µj
k 6= 0 because we assume that

the parabolic connection is admissible and resonance-free.
Recall from Lemma 6.4 that the sections τ̂∞m (ξ, z) define a lattice F̂ near ∞̂,

and that we set ζ = ξ−1 for a local coordinate of ĈP
1
near ∞̂.

Lemma 6.7. With respect to the trivialization ζτ̂∞m (ξ, z) of the lattice F̂ ⊗

O
ĈP

1(∞̂) the polar part of the transformed connection ∇̂ reads

−




p1
. . .

p1
. . .

pn
. . .

pn




dξ−




µ1
r1+1

. . .

µ1
r

. . .

µn
rn+1

. . .

µn
r




dξ

ξ
.

Proof. Recall that the lattice F̂ had as generating local sections τ̂∞k (ξ) for all

pj ∈ P and a diagonalizing basis τ jk of Im(Res(∇, pj)). Now, (22) states that the

trivializations F̂ and F̂ are linked (up to some multiplicative constants) as in
formula (1.8) of [2]. By Theorem 4.32 of [15], the parabolic weight corresponding
to the section σ̂∞

k (ξ) is −1 + αj
k; in particular, all the weights corresponding

to a trivialization of the lattice F̂ lie in [−1, 0[. Hence, the parabolic weights

corresponding to F̂ ⊗O
ĈP

1(∞̂) lie in [0, 1[. Clearly, the trivializations ζσ̂∞
m (ξ, z)

and ζτ̂∞m (ξ, z) of F̂ ⊗ O
ĈP

1(∞̂) and F̂ ⊗ O
ĈP

1(∞̂) respectively are then also
linked as in formula (1.8) of [2]. Therefore, the polar parts of the transformed

integrable connection ∇̂ and of the transformed Higgs field θ̂ with respect to the
lattices F̂ ⊗O

ĈP
1(∞̂) and F̂ ⊗O

ĈP
1(∞̂) are related as in formula (1.10) of loc.

cit. On the other hand, in the Dolbeault theory the polar part does not change
under tensoring a lattice by O

ĈP
1(∞̂), so the polar part of the transformed

Higgs field with respect to the lattice F̂ ⊗ O
ĈP

1(∞̂) is also equal to (23). This
shows the lemma.

On the other hand, Lemma 6.6 implies that the parabolic weight correspond-
ing to ζτ̂∞m (ξ, z) is βj

m. This, however, means that the parabolic structure at
∞̂ is the direct sum of the parabolic structures at all the points pj ∈ P of the
parabolic filtrations induced on Im(Aj). As the filtration on coker(Aj) is by
admissibility the canonical filtration, it follows that the parabolic structure at
∞̂ is the direct sum of the parabolic structures at all the points pj ∈ P , ignoring
the graded subspaces corresponding to the weight 0.
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[15] Szabó Sz. Nahm transform for integrable connections on the Riemann
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