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AsstracT. We construct a two-parameter family of actiang, of the Lie algebral(2, R) by
differential-diterence operators d&M \ {0}. Here,k is a multiplicity-function for the Dunkl
operators, an@ > 0 arises from the interpolation of the twf(2, R) actions on the Weil
representation o1 p(N, R) and the minimal unitary representation@fN + 1, 2). We prove
that this actionwy 4 lifts to a unitary representation of the universal coveoh& L(2, R), and
can even be extended to a holomorphic semigr@up In thek = 0 case, our semigroup
generalizes the Hermite semigroup studied by R. Have @) and the Laguerre semigroup
by the second author with G. Mana £ 1). One boundary value of our semigroQp, pro-
vides us with k, a)-generalized Fourier transform&y ,, which includes the Dunkl transform
% (a = 2) and a new unitary operato#i (a = 1), namely a Dunkl-Hankel transform. We
establish the inversion formula, and a generalization efRkancherel theorem, the Hecke
identity, the Bochner identity, and a Heisenberg uncetyaielation for #¢,. We also find
kernel functions foiQy o and %, for a = 1,2 in terms of Bessel functions and the Dunkl
intertwining operator.
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1. INTRODUCTION

The classical Fourier transform is one of the most basicabbjm analysis; it may be
understood as belonging to a one-parameter group of urogagators or.?(RN), and this
group may even be extended holomorphically to a semigrdwgHermite semigroupl (2)
generated by the self-adjoint operator ||x||?. This is a holomorphic semigroup of bounded
operators depending on a complex variabie the complex right half-plane, vid(z + w) =
[(2)1(w). The structure of this semigroup and its properties may beeagpgied without any
reference to representation theory, whereas the linK iselch as was revealed beautifully
by R. Howe [29] in connection with the Schrodinger modelrad Weil representation.

Our primary aim of this article is to give a foundation of tref@rmation theory of the clas-
sical situation, by constructing a generalizati#, of the Fourier transform, and the holo-
morphic semigroup? »(2) with infinitesimal generatafx||>-2Ax — ||X||?, acting on a concrete
Hilbert space deformingi?(RN). HereA, is the Dunkl Laplacian (a ierential-diference
operator). We analyze these operatéig, and.%,(2) in the context of integral operators as
well as representation theory.

The deformation parameters in our setting consist of a @r@petea coming from the in-
terpolation of the minimal unitary representations of twfbetent reductive groups by keep-
ing smaller symmetries (seeidaram 1.4), and a parametércoming from Dunkl’s theory
of differential-diference operators associated to a finite Coxeter group;restirnensionN
and the complex variablemay be considered as a parameter of the theory.

We point out, that already deformations wkh= 0 are new and interpolate the minimal
representations of two reductive groupgn+ 1, 2)~ andMp(n, R). Notice that these unitary
representations are generated by the ‘unitary inversienatpr’ (= .%o, witha= 1,2, uptoa
scalar multiplication) together with an elementary actbthe maximal parabolic subgroups
(seel[37] and [38, Introduction]).



LAGUERRE SEMIGROUP AND DUNKL OPERATORS 3

This article establishes the foundation of these new opesatOur theorems ork(a)-
generalized Fourier transfornig , include:

— Plancherel and inversion formula (Theorems 5.1/and 5.3),
— Bochner-type theorem (Theorem 5.21),

— Heisenberg’s uncertainty relation (Theorem 5.29),

— exchange of multiplication andféirentiation (Theorem 5.6).

We think of the results and the methods here as opening jpatgiriteresting studies such
as:

— characterization of ‘Schwartz space’ and Paley—Wienaz thieorem,
— Strichartz estimates for Schrodinger and wave equations

— Brownian motions in a Weyl chamber (cf. [20]),

— analogues of Cfiiord analysis for the Dirac operator (cf. [48]),

working with deformations of classical operators.

In the diagram below we have summarized some of the defowmptioperties by indicat-
ing the limit behaviour of the holomorphic semigrof.(2); it is seen how various previous
integral transforms fit in our picture. In particular we dhtas special cases the Dunkl trans-
form 2 [11] (a = 2,z = ”7' andk arbitrary), the Hermite semigrougz) [18,(29] @ = 2,

k = 0 andz arbitrary), and the Laguerre semigroup![385, 3% 1, k = 0 andz arbitrary).
Our framework gives a new treatment even on the theory of thekDtransform.

The ‘boundary value’ of the holomorphic semigrag,(z) from Rez > 0 to the imaginary
axis gives rise to a one-parameter subgroup of unitary tqatarhe underlying idea may be
interpreted as a descendent of Sato’s hyperfunction tHga@hand also that of the Gelfand—
Gindikin program|[[21, 27, 46, 54] for unitary representai®f real reductive groups. The
specializationﬁk,a(%i) will be our (k, a)-generalized Fourier transfor#, , (up to a phase
factor), which reduces to the Fourier transforan= 2 andk = 0), the Dunkl transforny
(a = 2 andk arbitrary), and the Hankel transform € 1 andk = 0).

Yet another specialization is to také = 1. This very special case contains (after some
change of variables) the results on tifemodel of the highest weight representations of the
universal covering group @& L(2, R), which was obtained by B. Kostant [40] and R. Rad [47]
by lettingsl, act as diferential operators on the half-line (see Remark/3.32).

The secondary aim of this article is to contribute to the thebdspecial functions, in partic-
ular orthogonal polynomials; indeed we derive several ramiities, for example, thé(a)-
deformation of the classical Hecke identity (Corollary®.#&here the Gaussian function and
harmonic polynomials in the classical setting are replaesgectively with exp{%“xlla) and
polynomials annihilated by the Dunkl Laplacian. Anotheample is the identity (4.41),
which expresses an infinite sum of products of Bessel funstamd Gegenbauer functions as
a single Bessel function.

In the rest of the Introduction we describe a little more tbetents of this article.

In Sections 1.1 and 1.2, without any reference to representtheory, we discuss our
holomorphic semigrouf »(2) and k, a)-generalized Fourier transforn#g, , as a two-parameter
deformation of the classical objects, i.e. the Hermite geoip and the Euclidean Fourier
transform.
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In Section 1.3, we introduce the basic machinery of the prtess#icle, namely, to construct
triples of diferential-diference operators generating the Lie algebi@ld2, R), and see how
they are integrated to unitary representations of the usale€overing group.

One further aspect of our constructions is the link to midiomatary representations. For
the specific two parametera, k) = (1,0) and (20), we are really working with represen-
tations of much larger semisimple groups, and our defoonas interpolating the repre-
sentation spaces for the minimal representations of tfferéint groups. We highlight these
hidden symmetries in Section 1.4.

Let us also note that there is in our theory a natural appearahsome symmetries of
the double degeneration of the doubféree Hecke algebra (sometimes called thgonal
Cherednik algebrp see Section 5.6. Hege= 2 andk arbitrary, and in particular, we recover
the Dunkl transform.

(k, a)-generalized Fourier transfori# ,

[Z—» ”7'

(k, @)-generalized Laguerre semigroufa (2

a—1l

H2(2) H1(2
Z—>”7i/ N—@ k—:y X 2
Dunkl transform% | |Hermite semigroup(z)| | Laguerre semigroup i
9] [18,[29] [36] (seel(5.1))
k—:\‘ \/Z—»%' Z—»%i\‘ \/k—»O
| Fourier transform | Hankel transfornh

< ‘unitary inversion operator=

the Weil representation of the minimal representation of
the metaplectic grouM p(N, R) the conformal grou®(N + 1, 2)

Diagram 1. Special values of holomorphic semigro#a(2)

1.1. Holomorphic semigroup % a(2) with two parameters k and a.
Dunkl operators are ferential-diference operators associated to a finite reflection group on
the Euclidean space. They were introduced by C. Dunkl [9]is Babject was motivated
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partly from harmonic analysis on the tangent space of thenRimian symmetric spaces, and
resulted in a new theory of non-commutative harmonic amaflygthout Lie groups’. The
Dunkl operators are also used as a tool for investigatindgabeaic integrability property
for the Calogero—Moser quantum problem related to rooesysi[23]. We refer td [13] for
the up-to-date survey on various applications of Dunk| afues.

Our holomorphic semigroup»(2) is built on Dunkl operators. To fix notation, €t
be the Coxeter group associated with a root syst&ém RN. For aG-invariant real function
k = (k,) (multiplicity functior) onZ, we write A, for the Dunkl Laplacian oM (see/(2.10)).

We takea > 0 to be a deformation parameter, and introduce the followdifigrential-
difference operator

Aa = IXIP2 A = (1M, (1.1)
Here,||x|| is the norm of the coordinatec RN, and||x||? in the right-hand side of the formula
stands for the multiplication operator fj)||*. Then, Ay, iS a symmetric operator on the
Hilbert spacel2(RN, 9y o(X)dX) consisting of square integrable functions &t against the
measure o(X)dx, where the density functiofy o(X) onRN is given by

Bca() = X172 | | Ke, 1% (1.2)
€A
Thendya(X) has a degree of homogened#ty- 2 + 2(k), where(k) := % > eez Ko 1S the index
of k = (k,) (seel(2.3)).
The K, a)-generalized Laguerre semigroupy.(2) is defined to be the semigroup with
infinitesimal generatogAk,a, that is,

Ha(2 = exg(g Ak,a), (1.3)

forze Csuchthat Re > 0. (Later, we shall use the notatiofy »(2) = Qka(yz), in connection
with the Gelfand—Gindikin program.)

In the casea = 2 andk = 0, the densitydy ,(X) reduces tady»(x) = 1 and we recover the
classical setting where

N
82
Aop= ) —~—
; ox; 4
H0.2(2) = the Hermite semigroup(z) ([18,129]).
In this article, we shall deal with a positiaeand a non-negative multiplicity functidofor

simplicity, though some of our results still hold for “sligyrnegative” multiplicity functions
(see Remark 2.3). We begin with:

2
X

N
, the Hermite operator ob?(R"),
=1

Theorem A (see Corollary 3.22)Suppose & 0 and a non-negative multiplicity function k
satisfy a+ 2(k) + N — 2 > 0. Then,

1) Aa extends to a self-adjoint operator 0R(RN, 9y a(X)dX).
2) There is no continuous spectrum/Af,.
3) All the discrete spectra are negative.

We also find all the discrete spectra explicitly in Coroll8r22.
Turning to the k, a)-generalized Laguerre semigroufa»(2) (see!(1.3)), we shall prove:
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Theorem B (see Theorem 3.39Retain the assumptions of Theorem A.
1) Aa(2) is a holomorphic semigroup in the complex right-half pldgne C : Rez > 0} in
the sense tha¥i ,(2) is a Hilbert—Schmidt operator on?(RN, 9, o(X)dx) satisfying
Hka(a) 0 Halz) = Halza + ), (Rez,Rez > 0),
and that the scalar produdt#(2)f, g) is a holomorphic function of z fdrez > O, for
any f ge L2(RN, 9 a(X)dX).
2) 4a(2) is a one-parameter group of unitary operators on the imagjrexisRez = 0.

In Section 4.3, we shall introduce a real analytic functié(b, v; w; cosy) in four variables
defined or{(b, v,w, ¢) €e R, xRxCxR/27Z : 1+ bv > 0}. The special values &at= 1,2 are
given by

I (Lv;w;t) = e", (1.4)

o 1—  w(l+t)?
/(Z,V, W, t) = F(V + E)IV_%(T)
Here,ﬂ(z) = (g)‘ilﬁ(z) is the (normalized) modified Bessel function of the firstk{simply,
I-Bessel function). We notice that these are positive-\cafuactions oft if w € R.

We then define the following continuous functiontafn the interval £1, 1] with parame-
tersr,s>0andze {ze C| Rez> 0} \ inZ by

exp( - 3(r* + s*) coth?)) (g 20 +N-2_ 2(rs)f )
Sinh(z)72<k>+';‘+a_2 a’ 2 "asinh@)’ )’

where(k) = 3 3. k. (seel(2.3)).

For a functionh(t) of one variable, let\(ch)(x,y) be ak-deformation of the function
h({x,y)) on RN x RN. (This k-deformation is defined by using the Dunkl intertwining op-
eratorVy, seel(2.6)).

In the polar coordinates = rw andy = sy, we set

Axa(% ¥; 2) = Vidhia(r, S, Z ), 7).
Fora > 0 and a non-negative multiplicity functidq we introduce the following normal-
ization constant

(1.5)

hea(r, sz t) =

= ([ | exp(—gnxna) Bia(9d9) (L6)

The constanty , can be expressed in terms of the gamma function owing to thike yoSel-
berg, Macdonald, Heckman, Opdam|[45], and others (see dtji§] for a uniform proof).
Here is an integration formula of the holomorphic semigrotp(2).

Theorem C(see Theorem 4.235uppose & 0and k is a non-negative multiplicity function.
Supposdrez > 0 and z¢ inZ. Then,.#%4(2) = expEAka) is given by

A1) = Gea [ | TOMAa06Y: Dal)ly. 1.7)

The formulal(1.7) generalizes the= O case; see Kobayashi—-Mano|[36] fard) = (0, 1),
and the Mehler kernel formula in Folland [18] or Howe [29] {era) = (O, 2).
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1.2. K a)-generalized Fourier transforms %y ,.

As we mentioned in Theorem B 2), the ‘boundary value’ of the)-generalized Laguerre
semigroup#a(2) on the imaginary axis gives a one-parameter family of upitgperators.
The case = 0 gives the identity operator, namelyi ,(0) = id. The particularly interesting
case is whez = 7, and we set

Fra = cfka(”—i) = cexr(%(||x||2—aAk L)

2(ky+N+a-2

by multiplying the phase factar = €2 a ) (see((5.2)). Then, the unitary operaty ,
for general andk satisfies the following significant properties:

Theorem D (see Proposition 3.35 and Theorem 5.8yppose & 0 and k is a non-negative
multiplicity function such that a 2(k) + N - 2 > 0.
1) Zais a unitary operator on (RN, 9y o(X)dX).
2) FaoE=—-(E+N+2(K)+a-2)o Fa.
Here, E= YL, x;0;.
3) Fkao X = =X *Ax © Fya,
Fa o (IXP2AK) = =X o Fia.
4) Zais of finite order if and only if & Q. Its order is2p if a is of the form a= ‘—; where p
and g are positive integers that are relatively prime.

We call %, a (k, a)-generalized Fourier transformn RN. We note that%, , reduces to
the Euclidean Fourier transfor# if k = 0 anda = 2; to the Hankel transform K = 0 and
a = 1; to the Dunkl transforn¥ introduced by C. Dunkl himself in [11] i > 0 anda = 2.

Fora = 2, our expressions o¥#; , amount to:

pusl I .
F =e% expﬂz(A — IXI%) (Fourier transform)

i +N)

De=€ * exp%l(Ak — IXI) (Dunkl transform)

Fora =1 andk = 0, the unitary operator
7i(N-1) 7l
For=e€"% exp(5IMI(A - 1))
arises as thanitary inversion operatoof the Schrodinger model of the minimal representa-
tion of the conformal grou@(N+1, 2) (seel[35, 36]). Its Dunkl analogue, namely, the unitary
operator% , for a = 1 andk > 0 seems also interesting, however, it has never appeared in t
literature, to the best of our knowledge. The integral repn¢ation of this unitary operator,

i i i
Z7) = A5(&K+N-1) - _
5) = €X D exp ZIIXI(A - 1),

is given in terms of the Dunkl intertwining operator and thesBel function due to the closed
formula of # (b, v; w; t) atb = 2 (seel(1.5)).

On the other hand, our methods can be applied to gekexatla in finding some basic
properties of thel(, a)-generalized Fourier transfort#, , such as the inversion formula,
the Plancherel theorem, the Hecke identity (Corollary .2 Bochner identity (Theorem
5.21), and the following Heisenberg inequality (Theore@b.

I = Fra = ei7_2r(2<k>+'\‘_1)fk1(
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Theorem E (Heisenberg type inequality).et|| |x denote by the norm on the Hilbert space
L2(RN, 9 a(X)dx). Then,

M et Zeat )] = ZONERZ2Z g0
| Il I >

for any f € L2(RN, 9 a(X)dX). The equality holds if and only if f is a scalar multiple of
exp(c||x||?) for some ¢ 0.

This inequality was previously proved by Rosler|[50] andn&mo [53] for thea = 2
case (i.e. the Dunkl transforiy). In physics terms we may think of the function where the
equality holds in Theorem!/E as a ground state; indeed ahero = 1,N = 3, andk =0 itis
exactly the wave function for the Hydrogen atom with the lstxenergy.

1.3. sl,-triple of di fferential-difference operators.
Over the last several decades, various works have beerspabllthat develop applications
of the representation theory of the special linear gi8WfP, R). We mention particularly the
books of Langl[41] and Howe—Tan [30], and the research pagevergne [57] and Howe
[28]. These and other contributions show how the symmetries can dfer new perspec-
tives on familiar topics from inside and outside represwmatheory (character formulas,
ergodic theory, Fourier analysis, the Laplace equatian).et
The basic tool for the present article is also 8k theory. We construct asl,-triple of
differential-diference operators with two parametkranda, and then apply representation
theory ofS (2, R), the universal covering group &L(2, R). The resulting representation is
a discretely decomposable unitary representation in theesef [33], which depends contin-
uously on parameteesandk.
To be more precise, we introduce the followingeiential-diference operators @ \ {0}
by
+ . i a - . i 2-a . N
Biat= NP Egai= IXPA Heas 21]

N+2(k)+a 2

With these operators, we have

alAya = i (B, — B
The main point here is that our operattw, can be interpreted in the framework of the
(infinite dimensional) representation of the Lie algedi(a, R):

Lemma F (see Theorern 3.2)The dfferential-dfference operator§tya, E; ,, E, .} form an
slo-triple for any multiplicity-function k and any non-zerormaplex number a.

In other words, taking a basis (2, R) as

e+_01 e__OO h_10
~\0 0)° ~\1 0) —\0 -1)°
we get a Lie algebra representatiop, of g = sl(2,R) with continuous parameteksanda

on functions orRN by mapping

hi- Hea, € —E;,, € —=E..
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The main result of Sectian 3 is to prove that the represamtaij , of sl(2, R) lifts to the
universal covering group (2, R):

Theorem G (see Theorem 3.30)f a > 0 and k is a non-negative multiplicity function
such that a+ 2(k) + N — 2 > 0, thenwya, lifts to a unitary representation o L(2,R) on
L2(RN, 9 o(X)d X).

Theorem G fits nicely into the framework of discretely decosgble unitary represen-
tations [33/34]. In fact, we see in Theorem 3.31 that the éttlispace (RN, 9 o(X)dX)
decomposes discretely as a direct sum of unitary repressmgaf the direct product group
€ x SUZR):

2m+ 2(k) + N —2)

. (1.8)

LR, a9y = D7 ANEY) g, @
m=0
where,™(RN) stands for the representation of the Coxeter gi®op the eigenspace of the
Dunkl Laplacian (the space of spherigaharmonics of degrem) andn(v) is an irreducible
unitary lowest weight representation®L(Z, R) of weighty + 1 (see Fact 3.27). The unitary
isomorphism((1.8) is constructed explicitly by using Lagagolynomials.

For generalN > 2, the right-hand side of (1.8) is an infinite sum. Féor= 1, (1.8) is
reduced to the sum of two terms & 0, 1).

The unitary representation 8fL(2, R) on L2(RN, 9, .(X)dX) extends furthermore to a holo-
morphic semigroup of a complex three dimensional semig(seg Section 3.8). Basic prop-
erties of the holomorphic semigroufx o(2) defined in/(1.3) and the unitary operat@g , can
be read from the ‘dictionary’ ofl(2, R) as follows:

0 1 1
_1 “— aAKa

0
-1

_ z
expiz «— Fka(?) = exp( Aca)

= O O

Wo = expg 2 | e« Za (up to the phase factor)

o

Ad(Wo)e" = & «— Fia o IXI = —lIXI**AcFia
Ad(Wo)e™ = € «— Fia o IXIF2Ak = —IIXIP Fica.

1.4. Hidden symmetries fora = 1 and 2.
As we have seen in Section 1.1, one of the reasons that we fiedpdicit formula for the
holomorphic semigroup? .(2) (and for the unitary operato#y,) (see Section 1.1) is that
there are large ‘*hidden symmetries’ on the Hilbert spacenvehe 1 or 2.

We recall that our analysis is based on the fact that the Hitpacel (RN, 9y a(X)dX) has
a symmetry of the direct product gro@px S (2, R) for all k anda. It turns out that this
symmetry becomes larger for special valuek ahda. In this subsection, we discuss these
hidden symmetries.

First, in the casé&k = 0, the Dunkl Laplaciamy becomes the Euclidean Laplacian
and consequently, not only the Coxeter gréuput also the whole orthogonal gro@(N)



10 SALEM BEN SAD, TOSHIYUKI KOBAYASHI, AND BENT GRSTED

commutes with\, = A. Therefore, the Hilbert spatg(RN, 9 4(X)dx) is acted on byD(N) x
SL(Z,R). Namely, it has a larger symmetry
€xSLZR) c O(N) x SLZR).
Next, we observe that the Lie algebra of the direct produstigO(N) x S [(2,R) may be

seen as a subalgebra of twdtdrent reductive Lie algebras(N, R) ando(N + 1, 2):

o(N) @ sl(2,R) ~ o(N) ®0(1,2) c o(N + 1,2)

o(N) @ sl(2,R) ~ o(N) & sp(1,R) c sp(N, R)
It turns out that they are the hidden symmetries of the HilbpaceL?(RN, ¥a(X)dx) for
a = 1,2, respectively. To be more precise, the conformal gro(ig + 1, 2), (or its double
covering group ifN is even) acts om?(RN, 991 (X)dX) = L2(RN, |[x||"tdx) as an irreducible
unitary representation, while the metaplectic gratip(N, R) (the double covering group of
the symplectic group(N, R)) acts onL2(RN, ¥5,(X)dX) = L(RN, dX) as a unitary represen-
tation.

In summary, we are dealing with the symmetries of the Hillspacel2(RN, 9y a(X)dX)
described below:

O(N + 1,2)
/i‘—> 1
k—0

€x SLZR)| — |O(N) x SLZ,R)

(k, a: general) \;‘1—> 2

Diacram 1.4. Hidden symmetries in?(RN, 9y a(X)dX)

Fora = 2, this unitary representation is nothing but the Weil reprgation, sometimes
referred to as the Segal-Shale—Weil representation, thapheetic representation, or the
oscillator representation, and its realizationld(R") is called the Schrodinger model.

Fora = 1, the unitary representation of the conformal groupLé(RN, ||x/|1dX) is irre-
ducible and has a similar nature to the Weil representafidre similarity is illustrated by
the fact that both of these unitary representations areimahrepresentations’, i.e., their an-
nihilator of the infinitesimal representations are the pbddeal of the universal enveloping
algebras, and in particular, they attain the minimum ofrtaglfand—Kirillov dimensions.

In this sense, our continuous parameter O interpolates two minimal representations of
different reductive groups by keeping smaller symmetriestfieerepresentations @i(N) x
SLZR)). The k, a)-generalized Fourier transfort#, , plays a special role in the global
formula of theL?-model of minimal representations. In fact, the conformalugp O(N +
1,2) is generated by a maximal parabolic subgroup (essentib# dine conformal group
for the Minkowski spac&k™?) and the inversion elemeni,,;», = diag(1...,1,-1,-1).
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Likewise, the metaplectic grouM p(N,R) is generated by the Siegel parabolic subgroup
and the conformal inversion element. Since the maximalqudi@subgroup acts on tHe-
model on the minimal representation, we can obtain the ¢fiobanula of the whole group
if we determine the action of the inversion element. For thesl Vépresentation, this crucial
action is nothing but the Euclidean Fourier transform (upht® phase factor), and it is the
Hankel transform for the minimal representation of the comfal groupO(N+1, 2) (seell35],
see also[37] and [38, Introduction] for some perspectidekis direction in a more general
setting).

A part of the results here has been announced in [3] withadfpr

Notation N ={0,1,2,...}, N, ={1,2,3,...}, R, = {xe R | x> 0}, andR,g = {t e R :
t > 0}.

2. PRELIMINARY RESULTS ON DUNKL OPERATORS

2.1. Dunkl operators.
Let (-,-) be the standard Euclidean scalar produ@t We shall use the same notation for
its bilinear extension t&N x CN. For x € RN, denote by|x|| = (x, X)/2.

Fora € RN\ {0}, we writer,, for the reflection with respect to the hyperplang* orthog-
onal toa defined by

a, X
{ 2>oz, x e RN,
llall

We say a finite se# in RN \ {0} is a (reducedjoot systenif:

(R) r (%) = % for all @ € %,
(R2) ZNRa = {zxa}forall a € Z.

In this article, we do not impose crystallographic conditi@mn the roots, and do not require
thatZ spansRN. However, we shall assunsg is reduced, namely, (R2) is satisfied.

The subgroupf ¢ O(N,R) generated by the reflectiofs, | @ € #} is called the finite
Coxeter group associated with. The Weyl groups such as the symmetric gragypfor the
type Ay_; root system and the hyperoctahedral group for the Bipeoot system are typical
examples. In additiortls, H4 (icosahedral groups) ane(n) (symmetry group of the regular
n-gon) are also the Coxeter groups. We refer to [25] for motaildeon the theory of Coxeter
groups.

ro(X) := x-2

Definition 2.1. A multiplicity function for€ is a function k: % — C which is constant on
C-orbits.

Settingk, := k(@) for @ € #Z, we havek,, = k, for all h € € from definition. We sax is
non-negative ik, > 0 for all « € #. TheC-vector space of multiplicity functions off is
denoted by". The dimension of#” is equal to the number @-orbits in%.

For¢& € CN andk € 77, Dunkl [9] introduced a family of first order fierential-diference
operatorsl (k) (Dunkl’s operatory by

f(X) = f(ryx)

1 N
o fecE: 2.1)

Te(RF () 1= 0509 + > ki, &)

acRt
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Hered, denotes the directional derivative corresponding.t®hanks to thet-invariance of
the multiplicity function, this definition is independerittbe choice of the positive subsystem
Z#*. The operatorsl¢(k) are homogeneous of degred. Moreover, the Dunkl operators
satisfy the following properties (see [9]):

(D1) L(h) o Tg(k) o L(h)™ = Tre(k) forall h € €,

(D2) TAK)T,(K) = T,(KT:(K) for all &, € RN,

(D3) TAK)[fg] = gT«(K)f + fT.(k)gif f andg are inC*(R") and at least one of them is

C-invariant.

Here, we denote bi(h) the left regular action dfi € € on the function space dr":
(L(h)F)(x) := f(h™* - x).

Remark 2.2. The Dunkl Laplacian arises as the radial part of the Laplacan the tangent
space of a Riemannian symmetric spacesglbet a real semisimple Lie algebra with Cartan
decompositiony = t & p. We take a maximal abelian subspacm p, and letZ(g, a) be the
set of restricted roots, and jrthe multiplicity ofa € X(g, ). We may considekE(g, a) to
be a subset of by means of the Killing form of. The Killing form endows with a flat
Riemannian symmetric space structure, and we wjtéor the (Euclidean) Laplacian op.
PutZ = 25(g,a) and k, := % 2 pes+nra Mp. We note that the root syste#is not necessarily
reduced. Then the radial part @f,, denoted by R&@d,), (se€24, Proposition 3.13]is given
by

RadA,)f = Agf

for everyC-invariant function fe C*(a), whereAy is the Dunkl Laplacian which will be
defined in(2.10)

Remark 2.3. Some of our results still hold for “slightly-negative” migticity functions. For

instance, when k= k for all @ € #, we may relax the assumptionXk 0 by k > —di

where @ is the largest fundamental degree of the Coxeter gfd(gee[16, Theorem 3.mﬁ
However, for simplicity, we will restrict ourselves to noagative multiplicity functions k

(Ke)aez-

Let 9 be the weight function oRN defined by
h(X) = ]_[ Ka, ¥*,  xeRN, (2.2)
aER*

It is C-invariant and homogeneous of degre&)2where the indexk) of the multiplicity

functionk is defined as
1
®i= ) k=5 ke (2:3)

aeAR* 1374

Letdxbe the Lebesgue measure®hwith respect to the inner product ). Then the Dunkl
operators are skew-symmetric with respect to the meatrgdx (see [9]). In particular, if
f andg are diferentiable and one of them has compact support, then

[ ren09a09 = | FRT098) 099 (2.9
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It is shown in [10] that for any non-negative root multipticfunctionk there is a unique
linear isomorphisnV, (Dunkl’s intertwining operatoy on the space?(RN) of polynomial
functions onRN such that:

(11) Vi(Zn(RN)) = Z,(RN) for allme N,

(12) Vizy@ny = id,

(13) T(K)Vk = Vi, for all ¢ € RN,

Here, Z.,(RN) denotes the space of homogeneous polynomials of degriéés known that
V, induces a homeomorphism 6{RN) and also that o€=(RN) (cf. [56]). See alsa [15] for
more results oV for C-valued multiplicity functions o1z

For arbitrary finite reflection grouf, and for any non-negative multiplicity functidk
Rosler [49] proved that there exists a unique positive Rgat@bability-measurgX on RN
such that

Wi09= [ f@dio. 25)

The measur@X depends orx € RN and its support is contained in the b&{|x|) := {£ €
RN | |€]] < |IXI]}. Moreover, for any Borel s€d c RN, g € € andr > 0, the following invariant
property holds:

H(S) = Hg(9S) = ui (rS).
In view of the Laplace type representation (2.5), Dunkl®eitwining operatoN, can be

extended to a larger class of spaces. For exampld tinote the closed unit ball RN,
Then the support property of leads us to the following:

Lemma 2.4. For any R> 0, V, induces a continuous endomorphism ¢B(R)).

Proof. Let f € C(B(R)). We extendf to be a continuous functiofi onRN. Then, Vi is
given by the integral

Vif(x) = f f(&)duk(&).

Suppose now € B(R). Then Suppk c B(||x) ¢ B(R). Hence, (/kf)|B(R) is determined by
the restrictionf = f|B(R) Thus, the correspondende— (ka)lg(R) is well-defined, and we
get an induced linear may: C(B(R)) — C(B(R)), by using the same letter.

Next, suppose a sequentee C(B(R)) converges uniformly td € C(B(R)) asj — oo.
Then we can exten to a continuous functiomf; onRN such thatf; converges td on every
compact set o, Hencevkﬂ converges t&/ f, and so doe¥ f; to Vi f. i

For a continuous functioh(t) of one variable, we set
hy() == h((,y) (yeRY),
and define

V) = ()09 = [ ey 26)

Then, ¥kh)(x, y) is a continuous function orx(y) € RN x RN.
We note that ik = 0 then

(Voh)(x. ¥) = h({x, ).
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If h(t) is defined only near the origin, we can still get a continuunetion (ch)(x, y) as
far asl(x, y)| is suficiently small. To be more precise, we prepare the followirgppsition
for later purpose. For simplicity, we writ® for the unit ballB(1) in RN.

Proposition 2.5. Suppose (t) is a continuous function on the closed inter{ral, 1]. Then,
(Vkh)(x, y) is a continuous function on B B. Further,Vh satisfies

IVihllLeex) < IlhllLs-11) (2.7)
Vi) (%, y) = (Vih)(y, X). (2.8)

Proof. We extench to a continuous functioh onR. It follows from Lemma 2.4 that the
values Wh)(x, y) for (x, y) satisfying|(x, y)| < 1 are determined by the restrictibr= F|[_1,1].
Hence,

(Vkh)(x y) == (Vkh)(x.y), (xy)€BxB
is well-defined.

SinceuX is a probability measure, we get an upper estimate (2.7) frenintegral expres-
sion (2.6).

By the Weierstrass theorem, we can find a sequence of polg®mit) (j = 1,2,...)
such thah;(t) converges td(t) uniformly on any compact set &. Then,th,- converges to
Vih uniformly onB x B. Thanks to[[10, Proposition 3.2], we haw&li;)(x,y) = (Vih;)(y, X).
Taking the limit asj tends to infinity, we get the equation (2.8). Hence, Propms2.5 is
proved. O

Aside from the development of the general theory of the Durddsform, we note that
explicit formulas forVi have been known for only a few cases:= Z), € = S;, and the
equal parameter case for the Weyl grouBefsee [13] for the recent survey by C. Dunkl).

2.2. The Dunkl Laplacian.

Let{&, ..., &n) be an orthonormal basis a&¥, (-, -)). For thej-th basis vectog;, we will use
the abbreviatiof,, (k) = T;(k). The Dunkl-Laplace operator, or simply, the Dunkl Laplagian
is defined as

N
Ag = Z T;(K)?. (2.9)
=1

The definition ofA, is independent of the choice of an orthonormal basighofIn fact, it is
proved in [9] thatAy is expressed as

AF() = ATO)+ Y K,{M - ||allzw}, (2.10)

= (@, %) (@, x)?

whereV denotes the usual gradient operator.

Fork = 0, the Dunkl-Laplace operata reduces to the Euclidean Laplacianwhich
commutes with the action dD(N). For generak, it follows from (D1) and [(2.9) than
commutes with the action of the Coxeter graup.e.

L(h) o Aco L(h)™ = Ay, Vhe C. (2.11)
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Definition 2.6. A k-harmonic polynomial of degree (m € N) is a homogeneous polynomial
p onRN of degree m such that,p = O.

Denote by.#™(RN) the space ok-harmonic polynomials of degre®. It is naturally a
representation space of the Coxeter gr@up
Let do- be the standard measure 81, ¥y the density given in (2!2), and} the normal-
izing constant defined by
-1
d = ( f H(w)do(w)) . (2.12)
SN-1
We write L2(SN2, ¢ (w)do(w)) for the Hilbert space with the following inner product Y
given by

(Loni=ck [ Hiaeinw)io)
SN-
Fork = 0,d,* is the volume of the unit sphere, namely,
)
27
Thanks to Selberg, Mehta, Macdonald|[42], Heckman, Opdsh phd others, there is a
closed form ofd, in terms of Gamma functions whéns a non-negative multiplicity function

(see also [16]).
As in the classical spherical harmonics (i.e. khe 0 case), we have (s€€ [8, page 37]):

do (2.13)

Fact 2.7.

1) 7" (RN)|sv1 (M= 0,1,2,...) are orthogonal to each other with respectto ).
2) The Hilbert space #(SN1, ¢ (w)do(w)) decomposes as a direct Hilbert sum:

LS, Bhw)do(@) = Y AR lsr1. (2.14)

meN

We pin down some basic formulae &f. We write the Euler operator as

N
E = %0 (2.15)
=1
Lemma 2.8. 1) The Dunkl Laplacian\ is of degree-2, namely,
[E, Al = —2A¢ (2.16)
2)
N
DTOGTR) + Ti(9%5) = N + 2(k) + 2E. (2.17)

=1
3) Suppose(r) is a C* function of one variable. Then we have

[A w(IXIP)] = @122 (IX12) + allx* 2 (1K) (N + (k) + a—2) + 2E).  (2.18)
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Proof. See[[23, Theorem 3.3] for 1) and 2).
3) Take an arbitrar€> function f onRN. We recall from the definition (2.1) and (D3) that
Ti(k)g = 9;9, (2.19)
Ti()(fg) = (T g+ f(9;9).
if gis aC€-invariant function orRN. In particular,
T; (R (IXI?) = axilIxIP=2y (1419,
T;((F QX)) = (T F O UIXIR) + ax; F Oy (IXIP).
Using (D3) again, we get
Ti(R?(F(u(IX) = (T; (R F () (IIXI?)
+allX* 2y (I OG (TR F () + T ()% (X))
+afx;T;(R)UXIE2 (1K1%).
Taking the summation ovgr we arrive at
A(FOIW(IXI) = (Akf O (IXIR) + allx* 2y’ (IXIF)(2E + N + 2(K)) ()
+af(IE(X 2y (141%).

Here, we have used the expression/(2.92\gf(2.17), and(2.19). Now, (2.18) follows from
the following observation: in the polar coordinate= rw, the Euler operatoE amounts to
,andr 2(ra-2y/(r®) = (a— 2)r*2y/(r?) + ar®2y”(r?). O

To end this section, we consider &,‘4)-deformation’ of the classical formula
¥ o Ao e = A + 4)|x2 - 2N — 4E.

0
r or

Lemma 2.9. For anyv € C and a# 0, we have
edlM o X7 2Ax 0 € 3 = |IXI1Z2Ak + VAIXIE = v((N + (k) + a — 2) + 2E). (2.20)
Proof. The proof parallels to that of Lemma 2.8 3). By the propertB)Df the Dunkl
operators, we get
T;(K(E™"h(x)) = (T;(K)e"™")h(x) + €™ T;(Kh(3).
Then, substituting the formula
T;(K)e™" = 9,eM" = pax||x>2eX",
we have
e ™ 6 T(K) o &M h(x) = daxi|IXI[F-2h(x) + T;(K)h(x). (2.21)
Iterating (2.21) and using
Ti(RIXIF2 = (@ - 2)xlIX[*,
we get
e M o Ti(K)? 0 " = (axIXI*? + Tj(K)*
= 283X % + AaIXIP 2 Tj(k) + Ti(K)x)
+ Aa(a— 2)IXI** + T (k)%
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Summing them up ovey, we have

e M o A 0 e = A + 222X + AaX|P X (a - 2 + Z(XJT (K) +Tik)x;) (2.22)
=1

The substitution of (2.17) antl= -2 to (2.22) shows Lemma. |

3. THE INFINITESIMAL REPRESENTATION Wy 5 OF sl(2, R)

3.1. sl, triple of di fferential-difference operators.
In this subsection, we construct a family of Lie algebraschtare isomorphic tel(2, R) in
the space of dierential-diference operators dr. This family is parametrized by a non-
zero complex numbex and a multiplicity functiork for the Coxeter group.

We take a basis for the Lie algebsi@2, R) as

.. (01 . (0 O . (1 O

e'_(OO’ e._lo, h'_O—l‘ (3.1
The triple{e’, €7, h} satisfies the commutation relations

[e",e] =h, [h, e] = 2e", [h,e] = —2¢". (3.2)

Definition 3.1. An s, triple is a triple of non-zero elements in a Lie algebra sfyiisg the
same relation with{3.2).

We recall from Section 2 thaky is the Dunkl Laplacian associated with a multiplicity
function k on the root system, and thét) is the index defined in (2.3). For a non-zero
complex parametea, we introduce the following dierential-diference operators dii\:

N+ 2(k) +a—- 2 2
<> ZX@

i _ .
Bra = ZIXP Bigi= ST, Hia = (3.3)

,a'_a

The point of the definition is:

Theorem 3.2. The operatorEy , E, , andHya form ansl; triple for any complex number
a # 0 and any multiplicity function k.

Proof of Theorem 3/2The operatoig; , is homogeneous of degree andE, , is of degree
(2-a)—-2=-abylLemma231). LeE = Z, 1 Xj0; be the Euler operator as in (2!15).

SinceH. is of the formZE + constant, the identityH o, Ef ] = +2E;, is now clear.
ToseeE[ B ] = Hka, we apply Lemma 2/8 3) to the functigrr) = r. Then we get

Ao [IXI[2 = [IXIPAk = a(N + (k) + a— 2)[IX|** + 2al|x||**E. (3.4)
Composing the multiplication operatix||>-3, we have
X122 A o [IXII2 = [IXI[?PAk = a(N + 2(k) + a— 2) + 2aE.

In view of the definition|(3.3), this meang]_, E, .] = Hya.
Hence, Theorem 3.2 is proved. O

Remark 3.3. Theorem 3.2 for particular cases was previously known.
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(1) Fora=2andk= 0, {E,, By ,. Hya} is the classical harmonigl, triple {3[|X/[2, $A, 5+
>i %d;}. Thissl, triple was used in the analysis of the Schrodinger moddteell
representation of the metaplectic group fNpR) (see Howd29], Howe—Tar{30]).

(2) Fora= 2and k> 0, Theorem 3.2 was proved in Heckm28, Theorem 3.3]

(3) Fora=1and k= 0, {E;a, E\ o Hial is the sl, triple introduced in Kobayashi and
Mano[35,[36]where the authors studied thé-model of the minimal representation
of the double covering group of S + 1, 2). (To be more precise, the formulas in
[36] are given for thel, triple for {2E; , %Ega, Hy o} in our notation.)

(4) For k = 0, the deformation parameter a was also considered in Md3j.

The diferential-diference operators (3.3) stabili@® (RN \ {0}), the space of (complex
valued) smooth functions di" \ {0}. Thus, for each non-zero complex numbend each
multiplicity functionk on the root system, we can definetinear map

wia - sI(2,R) = EndC™ (RN \ {0})) (3.5)

by setting
(L)k’a(h) = Hk,a, wk,a(e+) = E;,a’ wk,a(e_) = Eia (36)
Then, Theorern 3.2 implies tha , is a Lie algebra homomorphism.
We denote byJ(sl(2, C)) the universal enveloping algebra of the complex Lie atgeb

sl(2,C) ~ sl(2,R) ® C. Then, we can extend (3.5) toGalgebra homomorphism (by the
same symbol)

Wia : U(s1(2,C)) — EndC (RN \ {0})).
We use the letteL to denote by the left regular representation of the Coxatanme on
C>®RN\ {0}).

Lemma 3.4. The two actions L of the Coxeter grolipand wy 5 of the Lie algebrasi(2,R)
commute.

Proof. Obviously,L(h) commutes with the multiplication operatf, = g||x||a. As we saw
in (2.11), L(h) commutes with the Dunkl Laplacian. Hence, it commutes algh E,_,.
Finally, the commutation relatioff ,, E, ] = Hxa impliesL(h) o Hya = Hia o L(h). O

We consider the following unitary matrix
1 (- -1

We set

su(1,1) = (X € sI(2.C) : X* (é _01) + (é _01) X =0},

another real form otl(2,C). Then, Ad€) induces a Lie algebra isomorphism (the Cayley
transform)

Ad(c) : sl(2,R) — su(l, 1).
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We set

= Ad(Oh =i (g’ ‘01) - i—l(e+ _e), (3.8 a)
+ = Ad(0)e" = %(_‘1 —_|1) le( h+ }e+ + Tle-), (3.8 b)
n~:= Ad(c)e” = %(—_Il _Il) = %(h + i—le+ + i—le‘). (3.8 ¢)

Correspondingly ta (3.8 a — c¢), the Cayley transform of therajors/(3.6) amounts to:
Hya = wia(k) = - l;XHz_aAk = —}Aka, (3.94a)
E; = wea(n*) = ZE + (N + (k) + a2a2) — XA - ||X||a (3.9b)
R e 2E + (N + 2(k) + a2a2)+ X177 2A + ||x||a (3.90)

Here,E = Z, ~, Xd; is the Euler operator.
Since Ad€) gives a Lie algebra |somorph|srfEKa, Eka, Hk,a} also forms anl, triple of
differential-diference operators. Puttimg= +1 in Lemme. 2.9, we get another expression of

the triple(E; ks Eka, Hy o) as follows:

Lemma 3.5. Let]E;a, Eka, andH,, be as in(3.€ a, b, ¢) Then, we have:

X2

= [
ka = Wka(N") = —Ee = o|IXIZ Ao e E (3.10 a)
Eya = wka(n) = —ZL e+ olXFNoer, (3.10 b)
2—aA A
Hk,a = wKa(k) = e‘¢ (Hka HX”Tk) o e% (3.10¢)

% S o (N + 200 + 2 2) + 2E — [IXP2A) 0 €5

3.2. Differential-difference operators in the polar coordinate.
In this subsection, we rewrite thefflirential-diference operators introduced in Section 3.1

by means of the polar coordinate.

We set 5 2Ky + N - 2
m+ + N —
Akam ‘= a . (3.11)

We begin with the following lemma.

Lemma 3.6. Retain the notation of Section 2.2. For glle C*(R,) and pe %m(RN), we
have

Hia( POQWUIXIR)) = {(dkam + DX + 21XP (X2} p(x), (3.12)
APOIWINID)) = {8(Akam + DIXIF2 (IXNR) + @220 (IXIP) (9. (3.13)
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Proof. The first statement is straightforward because the EuleratqrE is of the formr(;lr
in the polar coordinates = rw. To see the second statement, we apply (2.18)xp. Since
Ep = mpandA¢p = 0, we get the desired formula (3/13). O

We consider the following linear operator:
Ta: C*(RM) ® C*(R.) — C®M\ {0)), (p.w) = Py (X7 (3.14)

Lemma 3.7. Via the linear map 7, the operatorsH,, E; ,, andE, , (see(3.3) take the
following forms on/,"(R") ® C*(R,):

, d
Hiao Ta = Tao (id@(2r o + (dam+ 1))) (3.15 a)
. o
a0 Ta =Tao(ider) (3.15 b)
EppoTa = Tao (id ®ai(rd—:2 + (Akam + 1)%)) (3.15¢c)
d d
Proof. Clear from Lemma 3.6 and the definition (3.3)ifa, Eg ,, andE, . m

The point of Lemma 3/7 is that the operatélis, Ey,, andE, , act only on the radial part

¥ when applied to those functiomgxX)y ([|x||*) for p € J4™(RN).
Fora > 0, we define an endomorphism@f(R,) by
00 ~ 0 . 1 2
Ua: C7(R.) > C7(R.). o(t) = (Uag)(r) = exe(~Zr)a(>r).

Clearly, U, is invertible. Composing witil, (see (3.14)), we define the following linear
operatorS, by
Sa = Tao (iId®U,).

Thatis,S, : C°(RN) ® C*(R,) — C*(RN \ {0}) is given by

Sa(p®g)(¥) = p(¥) exp(—§||x||a)g(§||x||a). (3.16)

We set
2

d d
Pt,/l = t@ + (ﬂk’&m + l - t)a (317)

Here, A stands forlx o m. Then Lemma 3.7 can be formulated as follows:

Lemma 3.8. Via the map §, the operatorsy,, E;,, andE, , take the following forms on
RN © Co(R,):

Hya 0 Sa = Sz (id ®(2t% + (kam+ 1-1))),
ka©Sa =Sao0 (id ®i§t),

Eia© Sa = Sao (id®i(2P,, + % - Akam— 1)).
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Proof. Immediate from Lemma 3.7 and the following relations:

d 2(d 1
_1 — - —_— —_—— —
a °gr°-e a(dt 2)’

O

Similarly, by using (3.8 a—c), the actions #f ,, E;a, andEQa (see (3.9 a—c)) are given as
follows:

Lemma 3.9. Let B, be as in(3.17) Then, through the linear map,$see(3.16)), Iﬁ[k,a, E;,a,
andEga take the following forms omZ,"(R™) ® C*(R.):

Hya 0 Sa = Sao (id ®( — 2Py + dgam + ]_)),
Efa©Sa =Sao(ide(—i(Pu- tdﬂt +t= dgam— 1))

~_ . . d

Ek,a [¢] Sa = Sa [¢] (Id ®( - I(Pt’/l + ta))).
3.3. Laguerre polynomials revisited.
In this subsection, after a brief summary on the (classicadjuerre polynomials we give a
‘non-standard’ representation of them in terms of the omarpater group with infinitesimal

generatot + (1 + 1)4 (see Proposition 3.11).
For a complex numbet € C such that R > —1, we writeL!” for the Laguerre polyno-

mial defined by

W @+ (0 U & (()T@+6+1) ¢
W= jZ;(au)jj! _J.Z:;(f—j)!l“(/l+j+l) it

Here, @mn:=a(@+1)---(a+ m-1) is the Pochhammer symbol.
We list some standard properties of Laguerre polynomiaswie shall use in this article.

Fact 3.10(see([1,86.5]). Suppos&en > —1.
1) L?)(t) is the unique polynomial of degréesatisfying the Laguerre gferential equation

2
(t% +(/1+1—t)d%+{’)f(t) =0 (3.18)
and
f0(0) = (-1)". (3.19)
2) (recurrence relation)
(¢ + t% —t+ 2+ LY = (¢ + LY (), (3.20 a)

(¢ - t%)Lﬁf)(t) = (¢ + YL (). (3.20 b)
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3) (orthogonality relation)
rA+¢+1)

"W D (ppte-tdt —
fo L7 (L (Dt'edt = s re+ D) (3.21)
4) (generating function)
(1-r)* 1exp Z LY@re,  (rl < 1). (3.22)
5) (L) : £ € N} form an orthogonal basis inA(R, , t'e"tdt) if A is real andA > 1.
Finally, we give a new representation of the Laguerre patyiah
Theorem 3.11.Forany c# 0 and{’ e N,
t
Lo (D
exy(- c(t gz Dy )) —o)‘oL! (E)' (3.23)

Since the dierential operator
d? d
is homogeneous of degred., namely,B; = cBy if X = ct, it is suficient to prove Theorem
3.11 in the case = 1. We shall give two dterent proofs for this.

Proof 1. We set
2

d d d
It follows from [A, B] = —B that

AB" = B"A-nB"
for all n € N by induction. Then, by the Taylor expansier? = 3>, n,) B", we get
Ae®=ePA+Be®

Since At = 0, we get B — A)(e BtY) = 0, namely,e Bt’ solves the Laguerre fierential
equation/(3.18). On the other hamd®t’ is clearly a polynomial of with top termt’. In view
of (3.19), we have8t’ = (1) 1LY (). O

Proof 2. A direct computation shows
= (1 + Ot
ThereforeBit‘ = 0 for j > £ and
o Bt _ Z (et -1)--- (L= j+ DA+ A+ L=1)---(A+L— ] +1)t""j
j!

(=) AT + € + 1) tk
Z ((-KIT(A+k+1) k

= (—1)55! LY ().
Hence, Theorem 3.11 has been proved. O
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3.4. Construction of an orthonormal basis in L>(RN, 8 a(X)dX).
We recall from[(1.2) and (2.2) that the weight functié, onRN satisfies

9ea() = P2 | | Ka 0P = IXIP294(%).
acRt
Therefore, in the polar coordinatgs- rw (r > 0, w € SN-1), we have
Pa(X)dx = rZ0Na3g, (,)drdo(w), (3.24)

wheredo(w) is the standard measure on the unit sphere. Accordinglyhave a unitary
isomorphism:

L2(SNL, 9 (w)do(w)) B LA(R,, rXW+N+a=3gry 5 | 2RN 9, (x)dX), (3.25)

where® stands for the Hilbert completion of the tensor product spEdwo Hilbert spaces.
Combining (3.25) with Fact 2.7, we get a direct sum decontjposof the Hilbert space:

Z@(/ﬁm(RNNSN_l) ® LA(R,, r20N+a3gr) 5 L2RN, 9y 2(X)dX). (3.26)
meN

In this subsection, we demonstrate the irreducible decaitipo theorem of thel, repre-
sentation on (a dense subspacd 8RN, 9, o(X)dx) by using (3.25) and finding an orthogonal
basis for.2(R,, r&k+N+a-3qr),

For¢,me N andp € #™(R"), we introduce the following functions di":

OP(p,-) := Sa(p® Ly™*"). (3.27)

Here,S, : C*(RN) ® C*(R,) — C*(RN \ {0}) is a linear operator defined in (3:18)am =
2(2m+2(ky + N - 2) (seel(3.11)), andy)(t) is the Laguerre polynomial. Hence, foE rw €
RN (r > 0, w € SN1), we have

2 1
®(p.x) = pOIL, " (IIxI?) exp(~ 1) (3.28)

2 1
_ m (/ik,a.m) “ra _"ra
= plw)r’L; (ar )ex;( ar )
We define the following vector space of functionskhby
Wia(RV) := C-spart®@P(p,-) | € € N,me N, p e 4 RM)). (3.29)

Proposition 3.12. Suppose k is a non-negative multiplicity function on the systeny? and
a > 0 such that

a+2ky+N-2>0. (3.30)
Let/,smneN, pe 4 RY) and ge 5" (RN).
1) 0@ (p,X) € CRN) N LXRY, Bca(X)dX).
2)
(3, < Ak.am
@ (@ _ are F(/lk’a,m'i'f‘l'l)
fR ) @7 (p, X)Ps” (G, X) P a(X)AX = Smndes S (0 7 1) "

3) Wia(RN) is a dense subspace of(RN, #y o(X)d X).

P(w)q(w)dk(w)do (w).
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Remark 3.13. The special values of our functiod”(p, X) have been used in various set-
tings including:

a=2 see[13, §3],
k=0, N=1 see[4qQ],
k=0 ,a=1 see[36, §3.2].

Remark 3.14. The condition(3.30)is automatically satisfied for & 0 and a non-negative
multiplicity k if N > 2.

Proof. Our assumption (3.30) implies
Akam > -1 foranyme N,

and thusd®(p, x) is continuous ak = 0. Therefore, it is a continuous function are RN
of exponential decay. On the other hand, we see from (3.24fhle measuré, ,(x)dxis lo-
cally integrable under our assumptionsabandk. Therefore,CDE,a)(p, X) € L2(RN, Py a(X)dX).
Hence the first statement is proved.

To see the second and third statements, we rewrite thedefi-bide of the integral as

* (Akam) 2 (Aan) 2 2 2(ky+N+a-3 PERY
( fo LY (ara)LS (ara) exp(—ara)r”””* N3 " P(w)A(@)d(w)do(w))
in the polar coordinategx = rw. Sincek-harmonic polynomials of dierent degrees are
orthogonal to each other (see Fact 2.7), the integration®Ve vanishes ifm # n.

Suppose tham = n. By changing the variable := gra, we see that the first integration

amounts to
a/ik,a.m

f Litem) ) L§em (1) teamertdt, (3:31)
0

21+/1k,a,m
By the orthogonality relation (3.21), we get
2 wam['(€ + 1)

Hence, the second statement is proved. The third statemows$ from the completeness
of the Laguerre polynomials (see Fact 3.10 4)). |

(3.31)= 6/

We pin down the following proposition which is already imgaliin the proof of Proposition
3.12:

Proposition 3.15. We fix me N, a > 0, and a multiplicity function k satisfying
2m+2ky+ N+a-2> 0.
We set

2MamtIP(f + 1
() = ( (€+1)

a/lk’a’mr(/lk’a’m + f + 1)

V2 ) (kam) (2 1
)L (ara)exp(—ar"") for £ € N. (3.32)

Then{f(r) : ¢ € N} forms an orthonormal basis ir?(R.,, r2k+N+a-3dr),
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Remark 3.16. Let g, cy, ... be a sequence of positive real numbers. Fix a parameter
0. Dunkl[12] proves that the only possible orthogonal sm(,é’)(c[r) exp(—%cgr)};‘;o for the
measure t*#dr onR,, withu > 0, are the two cases () =0, ¢, = ¢ forall ¢; (2) u = 1,
Ce = Coaf;[::—l'

For eachm € N, we take an orthonormal bas{léjm)} jean Of the spaceZ,™(RN)|sv-1. Propo-
sition'3.12 immediately yields the following statement.

Corollary 3.17. Suppose that & 0 and that the non-negative multiplicity function k satisfies
the inequality(3.30) For £,me N and je J,, we set

(%) = hO(Z2) 19 1)

q)(a)
[IX|

&mj

Then, the sefd® | £ € N.me N, j € J| forms an orthonormal basis oP(RN, % a(x)dX).

Remark 3.18. A basis of,"(R") is constructed irf14, Corollary 5.1.13]

3.5. s, representation onL?(RN, 8y a(X)dX).

Now we are ready to exhibit the action of thg triple {k,n*,n"} on the basisbga)(p, )
(Nsee (3.8 a—c) and | (3.28) for the definitions). We recall f(@8%8 a—c) thaﬁﬁ%#lk,a = wyal(k),
Ey . = wka(n), andE, , = wya(N).

Theorem 3.19.Let W ,(RN) be the dense subspace GH{RN, Iy 1(X)dX) defined in(3.29)
Then, Wa(RN) is stable under the action ofi(2,C). More precisely, for each fixed p
M (RN), the actionwy, (see(3.9 a—c) is given as follows:

wa()PP (P, X) = (26 + Agam + 1O (p, X), (3.33a)
wka(MOP(p, x) = i(¢ + 1)d¥ (p, X), (3.33b)
wka(N)PP(P, X) = i(€ + Aam) @, (p, X), (3.33¢)

whered®(p, x) is defined in3.28)and Axam = (2m+ 2(k) + N - 2)/a (see(3.11). We have
used the conventiob® = 0.

Theorem 3.19 may be visualized by the diagram below. We sgéaheach fixed, a, and
p € #,"(RN), the operatorsy ,(n*) andwy 2(n") act asraisinglowering operators

DiaGgram 3.5.

Here, the dots represent,(k) eigenvectorsbga)(p, X) arranged by increasingy (k)
eigenvalues, from left to right.
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Proof of Theorem 3.19or simplicity, we use the notatidp , = tg—fz + (Aam+1- t)dﬂt asin

(3.17), wherel stands fotly s m. By the formulad®(p, ) = Su(p® L") (seel(3.27)) and by
Lemma 3.9, it is sfiicient to prove

(2P + (A + DLW = 20+ 2+ 1LY, (3.34 a)
(=i(Py1 — t% +t= A=W =i + LY, (3.34 b)
— (P + to )L(” =i+ LY. (3.34¢)

Since the Laguerre polynomihj (t) satisfies the Laguerreftierential equation
P L) = L (1)

(see ((3.18B)), the assertion (3.34 a) is now clear. The @&3ser{3.34 b) and (3.34 c) are
reduced to the recurrence relations (3.20 a) and (3.204pectively. |

Remark 3.20. An alternative proof 0{3.33 a)will be given in Section 5.4 (see Remark 5.17).
By using the orthonormal basi$?(r)} (see (3.32)), we normalize®(p, ) as
P (p.x) = fin(NP) (3.35)

DhantIT(f +1) 3
= o@(p, X
(aﬂk,amr(ak,am N 1)) c(P-X

for x =rw (r > 0, w € SN1). Then, Theorem 3.19 is reformulated as follows:

Theorem 3.21.For any pe J4"(RN), we have

wia(K)OP(p, X) = (20 + Akam + 1)OP(p, X), (3.36 a)
wka(M)PP(P,X) = i V€ + Dkcam + € + D)@, (p, Y, (3.36 b)
wia(N)PP(p, X) = i y(Akam + OO (p, X). (3.36 ¢)

We recall that an operatdr densely defined on a Hilbert space is called essentially self
adjoint, if it is symmetric and its closure is a self-adjobpierator.
Corollary 3.22. Let a> 0 and k be a non-negative multiplicity function satisfy{8c30)

1) The djferential-djference operaton, = ||X[>2Ax — ||X|? is an essentially self-adjoint
operator on B(RN, ¥y a(X)dX).

2) There is no continuous spectrum/Af,.

3) The set of discrete spectra-ef\, is given by

{al +2m+ 2k)y + N—-2+a:{,me N} (N > 2),
{2af + 2ky +a+1 :{ € N} (N =1).

Proof. In light of the formula(3.9 a)
Ak,a = _au)k,a(k)’
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the eigenvalues afy , are read from Theorem 3.19. Sindk,(RN) is dense il 2(RN, 9y a(X)dX)
(see Proposition 3.12), the remaining statement of CaxoB&22 is straightforward from the
following fact. O

Fact 3.23.Let T be a symmetric operator on a Hilbert spa#é with domainD(T), and let
{f.}n be a complete orthogonal set.i#’. If each f € D(T) and there existg, € R such that
T f, = unf,, for every nthen T is essentially self-adjoint.

Remark 3.24. We shall see in Theorem 3.30 that the actiorsi¢2, R) in Theorem 3.21 lifts
to a unitary representation of the universal covering gr&i(Z, R) and that Corollary 3.22
1) is a special case of the general theory of discretely deamable(gc, K)-modules (see
[33,134).

3.6. Discretely decomposable representations.

Theorem 3.19 asserts thaf ,(RN) is ansl(2, C)-invariant, dense subspacelif(RN, 9y o(X)d ).
ForN > 1, this is a ‘huge’ representation in the sense that it costan infinitely many in-
equivalent irreducible representationssi§2, C).

By a theorem of Harish-Chandra, Lepowsky and Rader, angunible, infinitesimally
unitary @c, K)-module is the underlyingg(, K)-module of a (unique) irreducible unitary
representation oG (see [32, Theorem 0.6]). This result was generalized to eretisly
decomposablag, K)-modules by the second-named author (5ee [34, Theorem 2.7]

In this section, we discuss the meaning of Theorem!3.19 flerpbint of view of dis-
cretely decomposable representations.

We begin with a general setting. L& be a semisimple Lie group, arl a maximal
compact subgroup d& (modulo the center oB). We writeg for the Lie algebra o5, and
ac for its complexification. The following notion singles out algebraic property of unitary
representations that split into irreducible represenatiwithout continuous spectra.

Definition 3.25. Let (zw, X) be a(gc, K)-module.

(1) ([33, Part 1,§1]) We sayw is K-admissible ifdim Hon (r, @) < oo for anyt € K.
(2) ([33, Part Ill, Definition 1.1])We sayw is a discretely decomposable if there exist a
sequence ofgc, K)-modules Xsuch that

O =XocXicXec--, X=|JX,
=0

Xj/ X1 is of finite length as &gc, K)-module for j=1,2,....

(3) We sayw is infinitesimally unitarizable if there exists a Hermitiamer product(, ) on
X such that

(w(Y)u,v) = —(u,w(Y)v) foranyYe g, and any uve X.
We collect some basic results on discretely decomposahl&}-modules:

Fact 3.26(see[33, 34]) Let (w, X) be a(gc, K)-module.

1) If w is K-admissible, thew is discretely decomposable ags, K)-modules.
2) Supposeo is discretely decomposable ag@, K)-module. Ifw is infinitesimally unita-
rizable, thenw is isomorphic to an algebraic direct sum of irreducilfte,, K)-modules.
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3) Any discretely decomposable, infinitesimally unitégy, K)-module is the underlying
(ac, K)-module of a unitary representation of G. Furthermore, saehitary representa-
tion is unique.

We shall apply this concept to the specific situation whetesl(2, R) andG is the univer-
sal covering grou L(Z, R) of S L(2, R).
We recall from (3.8 ) that

1

Lett:= R(e” —e*) = i Rk andK be the subgroup d& with Lie algebrat. SinceG is taken to
be simply connected, the exponential map

R > K, te Exp(tk)

k=i (O ‘1) i(e —¢") esl(2.0).

is a difeomorphism.
ForzeiR, we set

¥z = EXp(-ZK) = Exp(_(i)z 'g) e K. (3.37)

Since{k, n*, n"} forms ansl, triple, we have
Ad(y)n" = e?n*, Ad(y)n =¢€n".
Then it is easy to see that the subgroup
CO):={ymi:nezZ}=2 (3.38)

coincides with the center @.
Next, we give a parametrization of one-dimensional reprieg®ns ofK ~ R as

k\ ~ C, Xu © M (3.39)
by the formulay,(y,) = €** or equivalentlydy,(k) = u.
We shall cally, simply as theK-type .
Let (w, X) be a (¢, K)-module. A non-zero vector € X is alowest weight vectoof
weightu € C if v satisfies

w(h“)v=0, and w(k)v=puv.

We say (@, V) is alowest weight modulef weightu if V is generated by such For each
A € C, there exists a unique irreducible lowest weight K)-module, to be denoted i (1),
of weighta + 1.

With this normalization, we pin down the following well-kwa properties of theg(, K)-
modulerny (1) for g = sl(2, R):

Fact 3.27.

1) For areal A with A > —1, there exists a unique unitary representation, denoteg(hy, of
G = SL(Z R) such that its underlyinsc, K)-module is isomorphic tax ().

2) n(-1) is the trivial one-dimensional representation.

3) For A > 0, n(1) is a relative discrete series representation, namely, @&rix cogficients
are square integrable over G modulo its centé).
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4) 71(%) ® n(—%) is the Weil representation of Mh R), the two fold covering group of
S L(2,R).

5) v (see(3.37) acts onr(1) as scalar e”(*+1),

6) n(1) is well-defined as a unitary representation of (R) if 1 € %Z, of S2,R)if A € Z,
and of PSI2,R) if 1 € 2Z + 1.

7) For 2 # -1,-3,-5,...,1¢ (1) is an infinite dimensional representation. For> -1, we
fix a G-invariant inner product on the representation spate(d). Then we can find an
orthonormal basigv, : ¢ € N} such that

AV, = (20 + 1+ 1),
(D)MW = T/ (€ + 1)A + €+ 1) Va1,

()N, = 1A+ O V1.

Here, we set v = {0}. In particular, mx (1) has the K-typdd + 1,2+ 3,1+ 5,...} with
respect to the parametrizatid.39)

8y ForA = -m(m = 1,2,...), ng(4) is an m-dimensional irreducible representation of
sl(2,C).

By using Fact 3.27, we can read from the formulas in Theoretth the following state-
ment:

Theorem 3.28.Suppose a is a non-zero complex number and k is a non-negaditeulti-

plicity function satisfying the inequali(8.30) i.e. a+ 2(k) + N -2 > 0.

1) (wka Wka®N)) is @€ x (ac, K)-module.

2) As a(ac, K)-modulewy 4 is K-admissible and hence discretely decomposable (seriDefi
tion3.25).

3) (wka» Wka(RN)) is decomposed into the direct sumtok (ac, K)-modules as follows:

Wea(2) = () HA"E) g, © 7). (3.40)
m=0
Here, Acam = 22902 (see(3.11). The Coxeter groug acts on the first factor, and the

Lie algebrasl(2, R) acts on the second factor of each summan(8id0)

Proof of Theorem 3.28M\e fix a non-zerg € J4™(RN). Then, it follows from Theorem 3.19
and Fact 3.27 that fail(2, R) acts on the vector space

C-spat®?(p,) : ¢ € N

as an irreducible lowest weight modutg(Axam)- By (3.26), we get the isomorphism (3.40)
as (¢, K)-modules.

On the other hand, the Coxeter gratifeaves#™(R") invariant. Furthermore, as we saw
in Lemmal 3.4, the action df andsl(2, R) commute with each other. Hence, the first and
third statements are proved.

It follows from the decomposition formula (3.40) thaf , is K-admissible because the
K-type of an individualrk (1) is of the form{id + 1,2 + 3,...} by Fact 3.27 A« o m increases
asmincreases, and din?,"(R") < co. Hence, the second statement is also proved. O
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For f,g € L2(RN, 9 o(X)dX), we write its inner product as
(o= [ 109009 a9l 341)
R

Proposition 3.29. Suppose that & 0 and that k is a non-negative multiplicity function such
that a+2(k)+N—-2 > 0. Then, the representatian, of sl(2, R) on W, o(RN) is infinitesimally
unitary with respect to the inner produgt, »x, namely,

Cka(X) T, gk = =, wra(X) I«
for any Xe sl(2,R) and f, g € Wi a(RV).

Proof. As we saw in[(2.4) that the Dunkl operators are skew-symmetith respect to the
measured(x)dx. In view of the definitions ofA« (see (2.9)) and, , = g||x||2‘aAk (see
(3.2)), we see tha, , is a skew-symmetric operator with respect to the inner progu- ).
Likewise forE; .. Further, the commutation relatiéf, = [E[,, E, ] shows thaty, is also

skew-symmetric. Thus, for aX € sl(2,R), wya(X) is skew-symmetric. O

3.7. The integrability of the representation wy.

Applying the general result on discretely decomposableesgmtations (see Fact 3.26) to our
specific setting wheré is the universal covering group 8fL(2, R), we get the following two
theorems:

Theorem 3.30.Suppose & 0 and k is a non-negative multiplicity function satisfying
a+2k)+N-2>0. (3.42)

Then the infinitesimal representation 4 of sl(2, R) lifts to a unique unitary representation,
to be denoted b », of G on the Hilbert space3dRN, ¥y 2(X)dX). In particular, we have

d
wealX) = 2| QuaExpX).  Xea,

on W,(RN), the dense subspa¢g.29)of L>(RN, 9 a(X)dX). Here, we have writtexp for
the exponential map of the Lie algeb:i#2, R) into G.

Theorem 3.31.Retain the assumption of Theorem 3.30. Then, as a repregentd the di-
rect product grouptt x G, the unitary representatior?(RN, 9 ,(X)dX) decomposes discretely
as

RN, 920900 = 3 (ANEYls1) @ 7dcan) (3.43)
m=0
Here, we recall thatf is the Coxeter group of the root system, G is the universatrov
ing group of SK2,R), and Axam = 2222 (see(3.11). The decompositio(B.43) of
the Hilbert space E(RN, 9y a(X)dX) is given by the formulg3.26)and 7(1) (1 > —1) is the
irreducible unitary representation & (2, R) described in Fact 3.27. In particular, the sum-
mands are mutually orthogonal with respect to the inner pai¢3.41)on L2(RN, 9y 4(X)d X).

Remark 3.32(The N = 1 case) In [40] Kostant exhibits a family of representations with
continuous parameter af(2,R) by second order dierential operators or{0, «). He uses
Nelson’s resulf44] to study the exponentiation of such representations. Sedd].
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In the N = 1 case, the decomposition in Theorem 3.28 (and hence in Tinedi&l) is
reduced to a finite sum becaus€™R") = 0if m > 2and N = 1. Indeed, there are
two summands according to even én0) and odd (m= 1) functions. We observe that
the diference operator ir(2.10) vanishes on even functions of one variable, so the Dunkl
Laplacian Ay collapses to the dierential operatord"—xz2 + Z—Xk%( Thus, our generator§3.3)
acting on even functions dp, «o) take the form

2 d 2k+a-1 [ [ 2 2kd
Hyg= —X—+ —— E/, =-x Br, = —X3(— + ——).
T T a ka ™ g" 7 ka = ¥ (dx2 X dx)
We may compare these with the generators in Kostant’s pl@®rwhere his generators
on (0, ) are
. d ,od2 d o r?
Iy, — +1, y— +——-—),
Y 2ydy (ydy2 dy 4y)
which by the substitution ¥ E—f\x"" ande(y) = xk‘%gp(x) become our operatordy s, E; . E, ,}

with r = &;1 Note that our generators acting on odd functions do not appe&ostant’s
picture.

Remark 3.33. The assumption & 2(k) + N — 2 > O implies
Akam > —1 forany me N,

whence there exists an irreducible, infinite dimensionatieuy representationt(Ay am) of G
such that its underlyin@yc, K)-module is isomorphic tag (Axam) by Fact 3.27 (1).

By the explicit construction of the direct summand in Theo@19, we have

Corollary 3.34. As a representation d8 L(2, R), minimal K-types of the irreducible sum-
mands in(3.43)are given by

h(X) exr(—gllxna), he #M®RN).

As we have seen thaiy, lifts to the unitary representatidiy , of the universal covering
groupG = S (2, R) for anyk anda with certain positivity (3.42). On the other handkiénd
a satisfies a certain rational condition (see below), thepis well-defined for some finite
covering groups oPS L(2,R). This representation theoretic observation gives ani@kpl
formula of the order of thek(a)-generalized Fourier transfor#, , (see Section'5). We pin
down a precise statement here.

Proposition 3.35. Retain the notation of Theorem 3.30, and recall the defimitibthe index
(k) from (2.3). Then the unitary representatiddy, of the universal covering group G of
S L(2,R) is well-defined also as a representation of some finite cogegroup of PS (2, R)

if and only if both a andk) are rational numbers.

Proof. It follows from Fact 3.27 5) that the central elemegt; € C(G) acts ont(Axam) by
the scalar

e N(kam+1) _ eXF(—g . 2ﬂmi) ex;:(— N + 2<k;+ a- 2n7ri).
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This equals 1 for alnif and only if

n(2ky + N -2+ a) c o7

n
- €7 and
a

It is easy to see that there exists a non-zero intagatisfying these two conditions if and
only if botha and(k) are rational numbers. For sunhQ, , is well-defined foiG/nZ. Hence,
Proposition 3.35 is proved. O

We recall from((3.38) that we have identified the cel@é®) of the simply-connected Lie
groupG = S (2, R) with the integer grouf. Then, we have

PSU2,R) ~G/Z, SU2,R)=~G/2Z, Mp(LR) =~ G/4Z.
As a special case of Proposition 3.35 and its proof, we have:

Remark 3.36. LetQ , be the unitary representation of the universal coveringugr.
(1) Suppose & 2.
(@) Qx» descends to S, R) if and only if2(k) + N is an even integer.
(b) Q, descends to M@, R) if and only if2(k) + N is an integer.
This compares well with the Schrodinger model (RIY) of the Weil representa-
tion Qg of the metaplectic group MpI, R) and its restriction to a subgroup locally
isomorphic to S (2, R) (cf. [59] and[30]).
(2) Suppose & 1.
(a) Q1 descends to PSR R) if and only if2(k) + N is an odd integer.
(b) Q1 descends to S, R) if and only if2(k) is an integer.
(c) Q1 descends to M, R) if and only if4(k) is an integer.
The case k= 0 corresponds to the Schrodinger model cigRY, |‘|’7>|‘|) of the minimal
representatior()y; of the conformal group and its restriction to a subgroup libca
isomorphic to S (2, R) (cf. [39]).

Remark 3.37. C. Dunkl reminded us of that the parity conditionZgk) + N appeared also
in a different context, i.e., ifil5, Lemma 5.1]) where the authors investigated affstient
condition on k for the existence and uniqueness of exparalimgmogenous polynomial in
terms of k-harmonics.

3.8. Connection with the Gelfand—Gindikin program.
We consider the following closed conegn= s(2, R) defined by

_J(a b). 2
W._{(C _a).a +bcs0,bzc}.

Then,W is S (2, R)-invariant and is expressed as
W =1 Ad(S L(2,R))RyokK.

We write exp. : gc — S L(2, C) for the exponential map. Its restrictioniy is an injective
map, and we define the following sub$§W) of S L(2, C) by

(W) := SL(2, R) exp-(iW).
SinceW is S (2, R)-invariant, I'(W) becomes a semigroup, sometimes referred to as the
Olshanski semigroup
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Denote byl (W) the universal covering semigrouplefw), and write
Exp : g+ iW — [(W)
for the lifting of exp. . : ¢ + IW — [(W). Then[ (W) = ST(Z,R) Exp(W) and the polar
map
SLZR) x W — I(W), (g, X) - gEXp(iX)
is a homeomorphism.

SinceW is an AdS L(2, R))-invariant conel (W) is invariant under the action &L(2, R)
from the left and right. Thus, the semigroLiV) is written also as

T(W) = S L(2, R) exp-(—Rok)S L(2, R).
Its interior is given by

I'(W° = SL(2,R) exp(R.k)S L(2, R).
Seel[26, Theorem 7.25]. Accordingly, we have

F(W) = SUZR) exp-(-R»0k)S L(Z R).

By Theorem 3.19¢), is a discretely decomposable unitary representaticdhig®, R) on
L2(RN, 9 o(X)dx). It has a lowest weight (R) + N + a — 2)/a. It then follows from [27,
Theorem B] that), , extends to a representation of the Olshanski semigfi¢af), denoted
by the same symbddy 5, such that:

(P1) Qs : T(W) — 2(L?) is strongly continuous semigroup homomorphism.

(P2) For allf € L2(RN, 9a(X)dX), the mapy — (Qa(y)f, f)« is holomorphic in the

interior of F(W).
(P3) Qua(y)" = Qua(y*), wherey? = Exp(IX)g™ for y = g Exp(iX).
Here, we have denoted 3§(L?) the space of bounded operatorsleRN, ¥ 4(X)dX).

Remark 3.38. The Gelfand—Gindikin prograf21] seeks for the understanding of a ‘family
of irreducible representations’ by using complex geonsatrethods. This program has been
particularly developed for lowest weight representatibglIshanskj46] and Stantoifi54],
Hilgert, Neeb[26], and some others. The study of our holomorphic semigfayy using
the Olshanski semigrouf(W) may be regarded as a descendant of this program.

Henceforth we will use the notatidit := {ze C | Re(g > 0} andC** := {ze C| Ref) >
0}.
Forz e C*, we extend the one-parameter subgreufz € iR) (see!(3.37)) holomorphically

as
v, = EXpzk) = Exp@z(_o1 (1))) e FW). (3.44)

Then, the operatoiQ ,(y,) have the following property:

Qk,a('yzl) Qk,a('yzz) = Qk,a(721+zz), V21,2, € C*,
Qralyd)" = Qy2), zeC,
Qualyo) =id.
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Following the formulation of [36, Proposition 3.6.1] (thasek = 0, a = 1), we summarize
basic properties of the holomorphic representa€ipg of the semigroufy’ (W).

Theorem 3.39.Suppose & 0and k is a non-negative multiplicity function on the rootteys
satisfying(3.30) i.e. a+ 2(k) + N - 2> 0.

(1) The map
W) x LARN, %a()dX) — LARN, $a(¥)dX), (. F) > Qua(y)

is continuous.
(2) For any pe ™(RN) and¢ € N, ®¥(p, ) (see(3.28) is an eigenfunction of the
operatorQya(yz) = expka(=zk)):

Qk,a(')/z) cDE}a) ( p, X) — e_z(/lka,m+1+2'f) cDE}a) ( p, X),

wheredam = 2(2m+ 2(ky + N — 2) (see(3.11).

(3) The operator norniiQy a(y2)llop is exp(—§(2<k> + N + a-2)Re2).

(4) If Re( > 0, thenQy 4(y-) is a Hilbert—Schmidt operator.

(5) If Re(@ = 0O, thenQy 4(y-) is a unitary operator.

(6) The representatiofy, is faithful on[ (W) if at least one of a ork) is irrational, and
onI(W)/D for some discrete abelian kernel D if both a afkl are rational.

Proof. The second statement follows from (3.33 a). The fifth staténsea special case of
Theorem 3.30. The proof of the other statements is paralldlet of [36, Proposition 3.6.1],
and we omit it. O

4. THE INTEGRAL REPRESENTATION OF THE HOLOMORPHIC SEMIGROUP Q 4('y7)

We have seen in Theorem 3.39 tbat,(y,) is a Hilbert—Schmidt operator for Re> 0 and
is a unitary operator for Re= 0. By the Schwartz kernel theorem, the oper&gx(y,) can
be expressed by means of a distribution kerel(x, y; 2). If we adopt Gelfand’s notation
on a generalized functions, we may write the oper&p(y,) on L?(RN, 9 a(X)dX) as an
‘integral transform’ against the measutig,(X)dx

Qs (9 = Cea [ Aualx 32 TO)al)ly: (@.1)

Here, we have normalized the kerngl,(X,y; z) by the constangy , that will be defined in
(4.47). In light of the unitary isomorphism

L2RN, B a()dx) = L2RN,dx), £(X) - f(X)dha(X)?.
We see that\a(X, V; 2)%a(X) 29 a(y)? is a tempered distribution ok(y) € RN x RN.

The goal of this section is to find the kermgl (X, y; 2). The main result of this section is
Theorem 4.23.
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4.1. Integral representation for the radial part of Qya(y,).

By Lemma 3.7, thel,-actionwy, on C*(RN \ {0}) (see(3.5) for definition) can be described
in a simple form on eack-spherical componen#,"(R"), namely, it can be expressed as
the action only on the radial direction. Accordingly, we aefine the ‘radial part’ of the
holomorphic semigrou@(k,?(yz) (seel(4.4) below for definition) o?(R, , rZW+N+a-3dr), The
main result of this subsection is the integral formula !ijfz(yz), which will be given in
Theorems 4.4 and 4.5.

4.1.1. Radial part of holomorphic semigroup.

Recall that’Z,"(R") is the space df-harmonic polynomials of degree € N. Let
o™ 1 ARl ® LR, r2RHNa3dr) s L2(RN, dia(X)dX)

be a linear map defined by

X
a'(kr,g(p@) f)(x) = p(m)f(nxn) for p e " (RV)|sv1 and f e LA(R,, r20Nwa=3gp),

Summing upy(k,’?, we get a direct sum decomposition of the Hilbert space:

L2(RN, 9y a(¥)dx) = Z@ RN svr ® LA(R,, r20N+=3qr), (4.2)
melN

It follows from Theorem 3.31 that the unitary representafiy , of SE(\ZfR) on the Hilbert
spacel2(RN, 9 o(X)dx) induces a family of unitary operators, to be denotedlﬁg(yz) (ze
iR, me N), onL?(R,, rZ0+N+a-3dr) such that

o(pe A1) = Q) (a(p® 1) .3)

As is Theorem 3.39 fof) 4(y2), the unitary operatofz(kf';)(yz) extends to a holomorphic
semigroup of Hilbert—Schmidt operators bt(R, r>®+N+a-3dr) for Re) > 0. Further, there
exists a unique kerne{g’(r, s, 2) for eachzandm € N such that

QW (y)f(r) = f F(OAM(r, 590N g (4.4)
0

holds for anyf € L?(R,, r2X0+N+a=3qp),
According to the direct sum (4.2), the semigrdp,(y) is decomposed as follows:

®.
Qua(ys) = Z id)emeen) ®Q£n2(7z)- (4.5)
meN
Comparing the integral expressions (4.1) and (4.4)ai(y.) andQ(kf';)(yz) respectively, we
see that the kernelsia(x, y; 2) andA{ (r, s; 2) satisfy the following identities:
X 00
Cea f Aa(xy:2) p(”—zu)f(nyn)ﬂk,a(y)dy = () fo F(9AGR(r. s W™ ds (4.6)
R
foranyp e ™ (RN) and f € LA(R,, r2¥+N+a-3qr)
In light of the following formula for the measures
Faly)dy = 9(7) SN 3dor()ds
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with respect to polar coordinatgs- s, we see that (4.6) is equivalent to
Cka fs . Aa(rw, sp; 2)p)di(m)do(n) = pw)ALA(T, s 2). (4.7)

Therefore, the distributiom, is determined by the set of functions) (m € N) as
follows:

Proposition 4.1. Fix z € C with Rez > 0. Then, the distributio\,4(X, y; 2) onRN x RN is
characterized by the conditiqd.7)for any pe ™(R") and any me N.

The relation between,, and A"
means of the ‘Poisson kernel'.

(m € N) will be discussed again in Theorem 4.20 by

4.1.2. The casdre) > 0.
Suppose Rej > 0. Then,Q{"(y,) is a Hilbert—Schmidt operator arP(R,, r2¥+N+a-3dr),
and consequently, the kernA{f}(-, ; Z) is square integrable function with respect to the
measurers)*¥+*N+a-3drds

We shall find a closed formula fox{"(r, s; 2). Let us fixm € N (as well ask anda) once
and for all. We have given in Proposition 3.15 an explicihortormal basi$f€(’?](r) : £ € N}
of LA(R,, r?¥+N+2-3dr). On the other hand, it follows from Theorém 3.39 (2) @i (p, x) =

fé?%(r)p(w) (see((3.35)) is an eigenfunction of the Hilbert—SchmidtraporQy »(y):

Qk,a(YZ)aga)(p, X) — e—Z(25+/lk1agm+l)5E}a)(p, X).
Using the identity (4.3), we deduce that

QR ) (1) = e e D), (4.8)
where the constanty ., is defined inl(3.11). Hence, the kern'q(g)(r, s;2) in (4.4) is given
by the following series expansion:

A(krf;)(r, S, Z) = Z f[(?])q(r) fé’?](s)e—z(Ak,am+1+2,g).
=0

In view of the definition|(3.32) of 2(r), AT (r, s; 2 amounts to

e dkamtD(rg)Mga™s) & T(£+1 2 2
(rs) Z (¢+1) e—2€zL§/1k.a,m)(_ra)Lg/lk.a,m)(_ sa)'
atkam2-(tkam+1) £ T(Aam + € + 1) a a

In order to compute this series expansion, we recall some lgstities of Bessel func-
tions. Letl, be thel-Bessel function defined by

(W) 1= €21, (e?'w).
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It is also convenient to introduce the normalidzeBessel function by

(o)

~ WA _ w2
W) = (Z) L) = ; T4+ + 1) (4.9)

_ 1 ! wt 2\1-3
- FTD Le (1- ) idt (4.10)

We note that ,(w) is an entire function ofv € C satisfying

— 1
|/1(O) = m

Now, we can use the following Hille—Hardy identity [1, (&3)]
Z . I'k+1) et D) ) a0w = 1W exp( (u+ v)w)( VV\D (2 \/uvw)

(A+k+1) . 1-
B (u+v)w 2+4/uvw
‘(1—w)1+1exp( T-w ) (1 w)

Here the left-hand side converges fiof < 1. Hence, we get a closed formula f@ﬁkfg)(r, S, 2):

rg)~-%+1 2 (rs)?
A(m) .S 2) = (— s(r +sa)coth(z)| -2 4.11
ca (1 S sinh@) © “am | 3'sinh(z) (4.11)

_ (rs)” o L2+ coth@ T Z (rs)
atkam(sinh(g))kam+l **m\asinh@) /"

Next, let us give an upper estimate of the kernel funcn(ﬁ@(r, s, 2). For this, we recall
from [36, §4.2] the following elementary lemma.

Lemma 4.2. For z= x + iy, we set

. sinh(2)
a(2) = cosh(X) — cos(3)’
. cosf)
P2 = coshf)’
Then, we have
1)
Re cothg) = a(2), (4.12)
Resinh 3 = a(2B(2). (4.13)

2) If ze C*\ inZ, then we haveosh(X) — cos(3) > 0, and
a(2 >0 and |(2)| < L
3) If Rez> 0, thena(2) > 0.
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We set
1

atan (A am + 1)|sinh(z)|kam*1’

Ck,a,m;2) = (4.14)
With these notations, we have:

Lemma 4.3. For z € C* \ inZ, the kernel functlom\(m)(r S, 2) has the following upper esti-
mate:

AR (s 2)| < Clk.am z)(rs)'"exp(—g(ra + (91 - B()) (4.15)
Proof. By the following upper estimate of tHeBessel function (seé [36, Lemma 8.5.1])
IL(wW)| < T(v + 1) Re® fory > —% andw e C (4.16)
that we get
1
(m)
(r,s,2)| < Ck,a,m; z)(rs)mexp(_—(r + §)(Re cothg) - 'Re D ). @17
Here, we have uset? + 2 > 2(rs)2. Then, the substitution of (4.12) and (4.13) shows
Lemma. m|

We are ready to complete the proof of the following:

Theorem 4.4.Lety, = Exp(lz 1 O)) be an element df(W) (see(3.44), andA{Y(r, s; 2)
the function defined bi#.11) Assume ne N and a> 0O satisfy

2m+2(ky+ N+a-2> 0. (4.18)
Then, for ze C**, the Hilbert—Schmidt operata®{")(y) on L2(R,., r2®*N+a-3dr) is given by

QN () t(r) = f A, s,2) f (920N 3d s (4.19)

The integral in(4.19)converges absolutely for & L2(R,,, K0+N+a-3dg),

Proof. We have already proved the formula (4.11) mik{';)(r, s;2). The convergence of

the integral [(4.19) is deduced from the Cauchy—Schwarzualiy because\("(r, ;2) €
L?(R,, s*0N+a-3dg) for all ze C** if (4.18) is fulfilled. O

4.1.3. The casdkeg) =0
The operato{")(y;) is unitary if Reg) = 0. In this subsection, we discuss its distribution
kernel.

We note that the substitution of= iu into (4.11) makes sense as fanag n’Z, and we get

the following formula
ky-N+1 2
(re) ex[( (r2+s%) cot(u))Jmm (E o)

AT, s i) = ex;(——(/lkam 1) am). (4.20)

sinu

Here, we have used the relatib,lﬁ%) =¥ J:(2).
In this subsection, we shall prove:
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Theorem 4.5. Retain the notation and the assumpti@nl8) as in Theorem 4/4. Fou €
R \ nZ, the unitary operato™ (y;,) on LX(R,, r2¥N*a-3dr) is given by

Q) f(r) = fo (AL, s i) SO N 3ds (4.21)

The integral in the right-hand sidd.21)converges absolutely for all f in the dense subspace,
in L2(R,, r¥¥+Nva-3dr), spanned by the function§%},.,, (see(3.32)for definition).

Proof. Lete > 0 andu € R \ nZ. By Theorem 4.4 we have
QM (Yeri) T (1) = f F(AL(r, s; € + i) SZWNa3dg (4.22)

As € — 0 the left-hand side convergesmé,g(m) by Theorem 3.39 (1).
On the other hand, the addition formula

.. cschg)eschiw)
eSChé + 1) = Zoth@ + cothiy)
gives
lcsche + iu)| < [cschiw)). (4.23)

Hence, it follows from Lemma 4.3 that we have
m

(m) < C(k, m < L

25 €+ i) < Ok a M) (rs)" < Cromsi—r.

for some constar@. In view of (3.32), we get
rmexp-is?)
| Sin(u)|kam+1

Now, we can use the dominated convergence theorem to deldaicthé right-hand side of
(4.22) goes to

AP, s e+ i) () < C szm‘Lfk@m)(gsa)'.

f (AL, s;ip) SO N 3d s
0
ase — 0. Hence, Theorem has been proved. ]

As a corollary of Theorem 4.5, we obtain representationriteoproofs of the following
two classical integral formulas of Bessel functions:
Corollary 4.6.
(1) (Weber's second exponential integrfd2, 6.615}.
* 2
[ e a@avDEsVTT = Se i (2
0

where| arg@)| < 5 andv > 0.
(2) (Se€22, 7.421.4).

00 _ ()% 2 2
fo e—ﬁTL§V>(aT)JV(Bﬁ)T%dT:—(5 OB b (P

v v+l L (m)’ (4.24)

for Re©) > 0 andRe() > 0.
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Proof (Sketch)(1) The semigroup 1a@{" (v, )™ (v2,) = QI (v,,.2,) yields
f A1, s Z) AL (S. 175 2) SO N3 s = AT, 15 21 + 2). (4.25)
0

Using the expression (4.20) af, we get the identity (1).
(2) The identity (4.8) (in terms of group theory, this comesni the K-type formula
(3.34 a)) can be restated as

fo A, 52 10(5)s*0 N2 3d s = @t ham D) 1),

in terms of the integral kernels by Theorem|4.4. After sonmepsifications and by putting
constants together, we get the identity (4.24). |

Remark 4.7. 1) The operatotr(Axam)(y,) acts on the irreducible representatiaiy o m) of
SL(Z,R) as a scalar multiplication if z izZ i.e. if y, belongs to the center (see Fact 3.27).
Correspondingly, the kernel functiorﬁ';)(r, S, € + iu) approaches to a scalar multiple of
Dirac’s delta function ag goes td0 if u € n’Z.

2) Of particular interest is another case wheres 7(Z + %). For simplicity, letu = 3. Then,
the formula(4.20)collapses to

i 2 a
A, 5) = ex r( (/lkam +1))(rs) 97 kM(a(rs)i).
Fora= 1,2, we have

7T| in _ NN
A(m)(r s _) —@ iZ(2m+2(k)+N 1)(rs) (ky 2+lJ2m+2<k>+N—2(2 \/E) (a — 1),

A, s; —) e“"5(m+<k>+%)(rs)*"*%*l\]m(m%_1(rs) (a=2).

We shall discuss the unitary opera.(@(y%i) =lim.o Q(y%m) in full detail, which we call
the K, a)-generalized Fourier transforn#, , (up to a phase factor) in Section 5.

4.2. Gegenbauer transform.
In this section, we summarize some basic properties of tlye@®uer polynomials and the
corresponding integral transforms.

4.2.1. The Gegenbauer polynomial.
The Gegenbauer polynomi@l,(t) of degreemis defined by the generating function

(1-2rt +r?) Z Cr(tr™. (4.26)

To be more explicit, it is given as
1. (2v
Gl = (- "=

— 1)m (1—t?)™rz, (4.27)

2\—v+3
————(1-1t) zdtm

If we putt = cos, and expand
(1-2rcosd +r?)™ = ((1-re) (1 —re??)™
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by the binomial theorem, then we have

m
v =¥ Okmx _
C’ (cosh) = kZ; Q=11 cosn — 2K)6. (4.28)
Then, the following fact is readily seen.

Fact 4.8.1) C; (1) is a polynomial of t of degree m, and is also a polynomial ingoaeter.
2) Co(t) = 0 for any m> 1.
3) Cy(t) =1, Ci(t) = 2.

9 )= iy

In this subsection, we prove:

Lemma 4.9. Fix v € R. Then there exists a constanp > 0 such that

sup %Cvm(t)i < B()m* ! forany me N,. (4.29)

-1t<1

Remark 4.10. 1) For v > 0, it is known that the upper bound (&} (t)| is attained at t= 1,
namely, ( )
I'(m+ 2v
()] = Ci(1) = ———-.
o] Ch(0] = Cr() miT(2v)
This can be verified easily [§4.28) or alternatively, by the following integral expression
forv > 0:

I'(v+ %)I‘(m + 2v)

\rmiT(v)[(2v)

2) For v = 0, the left-hand side o{4.29)is interpreted as the £-norm of lim,_,o %C,Vn(t),
which is a polynomial of t by Fact 4.8 2).

3) Our proof below works also for ailt € C.

Cin(t) =

f n(t + V2 — 1 cost)"sir®* 6 do. (4.30)
0

Before proving Lemma 4.9, we prepare the following estimate
Claim 4.11. Let A € R. Then there exists a constant?)\ > 0 such that
’F(/l + K)
(k!
Proof. We recall Stirling’s asymptotic formula of the Gamma fupati

< A(DkT  for any ke N.

I'(X) ~To(X) asx— oo,
wherely(X) := V2rx*le . In light of the following ratio:

1 .
To(k+ 1) _ kA_1(1+ ﬁ) + (1+ i)/l 191—{
To(k+ 1) 1+

k
we get
. T(A+Kk)
M e - L
Thus, Claim follows. O
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Proof of Lemma 4.9By (4.28), we have
ST+ KM=k +v)

sup [Ci(t)l <

-1<t<1

We note that there is no pole in the Gamma factors in the hgind side. We now use Claim
4.11, and get

(V)Zkv 1(m k)v 1

M3

=~
I

0
2v-2
< AW)2(m+ 1)(2) .
Hence, (4.29) is proved for+ 0.
Forv = 0, we use (4.28), and get

1
I|m C” n(cosé) = —(cos(n 2m)6 + cosnd). (4.31)
Hence, the inequality (4.._9) also holds foe 0. Thus, we have proved Lemma4.9. O

4.2.2. The Gegenbauer transform.
We summarize.?-properties of Gegenbauer polynomials in a way that we sisalllater.

Fact 4.12(seel[1], [7, Chapter 15])Suppose > —%.
1) {Cy,(t) : me N} is an orthogonal basis in the Hilbert spacé, := L2((-1, 1), (1-t2)"~zdl).

, 2vv-1 4r _ al'(2v + m)
2) f Cr (L =) = s DM+ TR
3) We set a normalized constant,pby

22710 (m+ L)C(C(v + 1)

Oym = AT+ 2v) (4.32)
Then, the Gegenbauer transform defined by
€,m(h) :==b,m f 1 h(t)C! (t)(1—t2)"2dt, forhe (4.33)
has the following inversion for_r;ula.
= % ;(m + V) E,m(NChH(Y). (4.34)

The orthonality relation in Fact 4.12 can be restated in $avfrthe Gegenbauer transform
as follows:

0 (n# m).

The Gegenbauer transfor,,, arises also in a Dunkl analogue of the classical Funk—
Hecke formula for spherical harmonics as follows.

~ (h=m)
m(CL) = {m” ’ (4.35)
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Fact 4.13 (see [61, Theorem 2.1])Let h be a continuous function da-1,1] and p €
J"(RN). Then, we have

d [, )P 0) = G zOP@), @SN (430)

Here, d is the constant defined i(2.12) and Vih is defined in(2.6) by using the Dunk
intertwining operator Y. For k = 0, (Vkh)(7, w) = h({(n, w)) and () = 1, so that the
identity (4.36)collapses to the original Funk—Hecke formula.

4.2.3. Explicit formulas of Gegenbauer transforms.
In this subsection, we present two explicit formulas of Gémgier transform&,,, (see
(4.33)). These results will be used in describing the kethstributionsAya(X,y; 2) for
a=1,2 (see Theorem 4.24).
Lemma 4.14.
1) Gum(T,-3((1+ 1)) = 22703020 (y + Vlomea( V20) = SHE D oo, (V20).
—~ Y i
2) Cm(€") = 27Ma"C(v + 1)lsm(@).

This lemma is an immediate consequence of the followingnaieformulas and the dupli-
cation formula of the Gamma function:

I(2v) = 22 ST ()0(v + %). (4.37)

Lemma 4.15. For a, v € C such thatRe() > 0, the following two integral formulas hold:

(1)

1 1 1 2\/7_Tr(m+2)/) @ \2m—
F v _t2\v—5 _ZNvN N T
[ 1 l,-3(a(1+ HHCHOA - ) 2dt= — m+ I0) ( \/E) Lmiz( V22).  (4.38)
2)
272 r(2v +m)
Fm+ II0) aml, m(a@). (4.39)
Proof of Lemma 4.15(1) This identity was proved in [36, Lemma 8.5.2].

(2) The integral formula (4.39) is well known (see for ingtan58, page 570]). However,
for the convenience of the readers, we give a simple proahdJg.27), we have

1
f e'C (t)(1 - t?) 2dt =
-1

! T(v+32) T(m+2v) 1 gm )
eC (1)(1 - t3)3dt = 2 —(e™)(1 - tB)™~2dt
Il m( )( ) F(ZV) 2mm!F(m+ v+ %) . dtm( )( )

I(v+1 1
(V 2) Iﬂ(m + ZV) amf eat(l _ t2)m+v—:—2Ldt_
[(2v) 2"m(m+v+3) Ja

Now, (4.39) follows from the integral representation (4.a0l, (). O
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Remark 4.16(expansion formula)Applying the inversion formula of the Gegenbauer trans-
form (see Fact 4.12), we get the following expansion forsfrtam Lemma 4.14:

e =T() > (v + m)("%’)mmm(w)cvm(t), Re¢) > 0 (4.40)
m=0

— w1l +t)l?

V—1/2( \/é

or equivalently,

22T() \ Wi 2m— )
) - \/% g}o(V + m)(i) |2m+2v(W)Cm(t), Re() >0 (4.41)

w(l +t)Y 2) _2YT()
vz " m

The first formulg4.40)is Gegenbauer’s expansion (see for instajé; 7.13(14)], whereas
the second expansion formy&41)was proved in Kobayashi—Mati86, Proposition 5.7.1]

W3, 1o D 10+ M), am(WICH (D).
m=0

4.3. Integral representation for Qi (y.).
In this section, we find the integral kernfel ,(X, y; 2) of the operatofy 4(y,) for ze C* \ inZ.
The main result is Theorem 4.23.

4.3.1. The functions (b, v; w; t).
In this subsection, we introduce a functigf(b, v; w; t) of four variables, and study its basic
properties.

Let T,(w) = (%)~"1.(w) be the normalized-Bessel function (see (4.9)), ar@}(t) the
Gegenbauer polynomial. Consider the following infinite sum

v o bm__
S viwt) = TS ) (B) Ty 0. (4.42)
m=0

We note that = 0 is not a singularity in the summand becaG$gt) = 0 form > 1 (see Fact
4.8 2); see also (4.31)). In this subsection, we prove:

Lemma 4.17.1) The summatio4.42)converges absolutely and uniformly on any compact
subset of
U:={b,vw,t)e R, xRXxCx[-1,1]:1+bv >0} (4.43)

In particular, . (b, v; w; t) is a continuous function on U.
2) (Special value at w= 0)

F(b,v;0;t) = 1. (4.44)
3) (Gegenbauer transform) For> —3,

W bm__
Gon( 7 (b, vi W ) = T(L + bv) (E) Tomen(W), forme N,

Proof. 1) It is suficient to show that for a shiciently largemy the summation oven (> my)
converges absolutely and uniformly on any compact st . ofWe recall from (4.16) and
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(4.29) that
_ Rew|
(W)l < 1)
‘%C,Q(t) < B)m? foranym> 1.
Then,
2 fmen () Tamteio] < 31 [P mpen e

(1+ L)m? (v_v
2

Sinceb > 0,I'(bm+ by + 1) grows faster than any other term in each summand gses to
infinity, and consequently, the last sum converges. Furtbeg, the convergence is uniform
on any compact set of parameteosi( w). Hence, we have proved the first assertion.

2) Sinceb > 0, the summand in (4.42) vanishesxat 0 for anym > 0, and therefore

(b, v;0:t) = [(br +1)
4

=1

v-To(0) - C(1)

Thus, the second assertion is proved.
3) This is an immediate consequence of Fact'4.12 on the Gagenbtransforn¥,,. O

Example 4.18.The special values at¥ 1, 2 are given by
Z(Lv;w;t) = e, (4.45)
Iy~ (W(l+1)?
T2, viw;t)=T|v+ = IV_;(—). (4.46)
( 2) 2 \/é
Proof of Examplée 4.18First, let us prove the identity (4.45). By Lemma 4.17 3), \egé

bm__

(7 (0, v: W, ) = T(L + b) ("EV) oo (W), forallme N,
By Lemma 4.14 2), we have

W\ —
Canl€") = T+ 9)(5) Tl
This shows that
%, m(left-hand side) %, n(right-hand side) for aline N

with regard to the identity (4.45). Since the Gegenbaueyrmohials form a complete or-
thogonal basis in the Hilbert spaté((-1,1), (1 - tz)v‘%dt) (see Fact 4.12), we have proved
(4.45).

The proof for the identity (4.46) goes similarly by using Lea 4.14 1). Thus, Example
4.18 has been shown. |
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4.3.2. The normalization constant.
Fora > 0 and a multiplicity functiork on the root systen#, we introduce the following
normalization constant

Cra 1= ( fR N exp(—%l 1XI1%) 9k a(x)d x)_l (4.47)

wheredy 4 is the density defined in (1.2). Using the polar coordinaieshave
Gk = f f exr.( 2)r 20 N+a-3, (w)dor(w)dr
SN-1

:d; f —t( )N+2(k)2

Here, d; ! is the k-deformation of the volume of the unit sphere (see (2.12)r & non-
negative multiplicity functiork, the integral converges if(R) + N + a— 2 > 0, and we
get

Cea = 2(k)+N 2) (2<k> + ’\;+ a-— 2)_1dk. (448)
Fork = 0, we haved;® = r( ) (see (2.13)), and in particular,
. I(3) 1 . 1
TT 2N @FT) T @of

4.3.3. Definition of 4(r, s, z t) and Axa(X, Y; 2).
We now introduce the following continuous functiontadn the interval {1, 1] with param-
etersr,s> 0, andze C*\ inZ:

exp(—2(r2 + ) coth@) (2 2ky+N—-2 2(rs)?
h Z 1) = a — ;— it 4.4
alf, S 20) sinh@**+™ 7 (a’ 2 * asinh@) ) (4.49)
We observe that, fqu € R \ #7Z, the substitutionz = iu into (4.49) yields:
o exp(é(ra+ Fcotw) (2 2k +N-2 2(rs)?
hk,a(r, S, I/’L’ t) - ez<k)+N+a 2 . QI) 2(k)+N+a 2 (a, 2 y a| S|an), ) (450)

We recall from(4.3) thaa(")(r, s, 2) is the integral kernel of the operat@f” (y,) onL3(R ., r¥¥+N+a-3qp),
Up to a constant factor (independentm), the Gegenbauer transform faf, coincides with
A", s 2):

Ka »

Lemma 4.19. Suppos(k) + N > 1. Then, for every ne N, we have

d
Goryan(alr. S 7)) = S=AG(52) (4.51)

AT, s, ).

B az<k>;N-zr(2(k) +N+a- 2)
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Proof. We observe

lerV:Z(k>+a+N—2

2
and Agam= §(m+ V)

if b= 2 andy = 22 Then, Lemma 4.19 follows from Lemrma 4.17 3) and the definitio
(4.11) of AL(r, 5, 2). O

We are ready to define the following function BN x RN x (C* \ inZ) by

Axa(rw, s7;2) := (Vihia(r, S, Z ) (@, 1), (4.52)

whereV, is introduced in[(2.6) by using the Dunkl intertwining opteraV, andh 4(r, s; Z )
is defined in((4.49).

4.3.4. Expansion formula.
Fora > 0, we will derive a series representation for the kerkgl in terms ofA(k,’Q and the
Poisson kernel of the spac&™RN).

In light of the definitions of# (b, v; w; t) (see (4.42)) an(zk(k”‘;)(r, S, 2) (see(4.11)), we may
rewrite (4.49) as

zomczy (2(K) + N +a— 2 ky+m+ 20 0 one
hea(r, s, z1) = a3 ’F( 3 )ZA(&’(R s Z)(Tvv_—zz)cr<15> - O
meN 2

(4.53)
The above expansion formula (4.53) is the series expangi@egenbauer polynomials (Fact
4.12) corresponding to Lemma 4.19.
Now, applying the operator, to (4.53), we get

Theorem 4.20.For a> 0 and ze C* \ inZ, we have

ez (2K +N+a—2
Ay ) = a2 2>r( (k) + a+ a ) AR, 5 )P, )
meN

where x=rw, y = s, and
(K + m+ B2

TN = AL ) (4.54)
2

Pk,m(w’ 77) = (

In Theorem 4.20, the functioRy m(w,n) on SN-1 x SN-1 is the Poisson kernelor the re-
producing kernel, of the space of spherikdiarmonic polynomials of degre®, which is
characterized by the following proposition.

Proposition 4.21. Py m(w, n) is the kernel function of the projection from the Hilbert spa
L2(SNL, 9(n)dn) to s4™(RN), namely, for any [ 4" (RN),

de [ Penlor PO () = {g(“’) A
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Example 4.22.For N = 1, SN consists of two pointg:1), and. 7 "(RY) = 0if m > 2. In
this case, it is easy to see

1
dkzé’

1 (m=0),
sgnn) (m=1).

Proof of Proposition 4.21By the Funk—Hecke formula in the Dunkl setting (see IFacty.13
we have

Pk,m(w’ 77) = {

. N-2 N2
d [, (G ) w.mplidertn) = Gz (O ) Pl

(o +152
_ {m_ pw) (n=m),

0 (n# m).

Here, we have used Fact 4.12 and (4.35) for the last equidktyce, Proposition 4.21 follows.
i

4.3.5. Integral representation iy 4(y,).

We are ready to prove the main result of this section. Regath fTheorem 3.39 thady ,(y,)
is a holomorphic semigroup consisting of Hilbert—-Schmigiti@tors o 2(RN, 9y 4(x)dX) for
Rez > 0, and is a one-parameter subgroup of unitary operatosdoiR. Here is an integral
representation Ay ,(y,):

Theorem 4.23.Suppose & 0and k is a non-negative multiplicity function on the rootteys
Z satisfying
2(ky + N > max(1, 2 - a). (4.55)
1) SupposeRez > 0. Then, the Hilbert—Schmidt operat@ a(y,) on LA(RN, 9y a(X)dX) is
given by
Qa(y2) F(X) = Cka fR | fOAKa(XY; DFkaly)dy, (4.56)
where ¢, is the constant defined (@.47)and the kernel function (X, y; 2) is defined
in (4.52)
2) Suppose z iy (u € R\ nZ). Then, the unitary operatd®y (yi,) on L2 (RN, 9y a(X)dx) is
given by
e F9 = Gea [ | TOIAalx e el (4.57)
R

Proof. Thanks to Proposition 4.1, it fices to show the following identity:
Cia fs - Ava(rw, 57 2)p)3(m)do(m) = AL (r, S 2) pw),

for all p € J4™R") andm € N. This follows from Theorem 4.20, Proposition 4.21, and
(4.48). Hence, Theorem 4.23 is proved. O
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4.4. Thea=1,2case.
As we have seen in Theorem 4.23, the kernel funcdigg(x, y; z) for the holomorphic semi-
groupQa(y,) is given as

Axa(rw, s7;2) = (Vihka(r, S Z ) (@, 7).

See(2.5) for the definition f,. In this section, we give a closed formulati(r, s; z t) for
a= 1,2, and discuss the convergence of the integral (4.56) in rEned.23.

4.4.1. Explicit formula for h4(r, s,z t) (a = 1, 2).
Whena = 1, 2, the series expansion in (4/53) can be expressed in termsroketary func-
tions as follow.

Theorem 4.24.Let(k) be defined if2.2), andl, the normalized I-Bessel function (4de9)).
Then, for ze C* \ inZ, we have:

exp1(r? + s coth@)

hk,a(r’ S, Z’ t) = SlnhQ) 2<k)+l:+a—2
N-1~ V2(rs)? 1
(K + —— )|y n3(—————(1 + 1)2 =1
% (< >-:-St 2 ) <k>+¥( sinhz ( + ) ) (a )’ (458)
X Gz (@=2).
Proof. In view of the definition(4.49) oby 4(r, S; z t), Theorem 4.24 follows from formulas
(4.45) and/(4.46) for/ (a, v; w; t) in Example 4.18. O

4.4.2. Absolute convergence of integral representation.
By using Theorem 4.24, we shall give an upper boundAips(x,y; z). We begin with the
following:

Lemma4.25.Forb=1,2
|.Z (b, v; w; t)| < &Rew (4.59)
foranyte[-1,1],v > 0and we C.

Proof. We have seen in (4.45) and (4.46) the explicit formulas”gb, v; w; t) for b = 1, 2.
Then (4.59) is obvious fdp = 1, and follows from the upper estimate (4.16) of tHBessel
function forb = 2. |

Proposition 4.26. Suppose b is a positive number, for which the inequédity9)holds. Let
a:= % Then the functio 4(X, y; 2) (see(4.52) satisfies the following inequalities:

1) For Rez > 0, there exist positive constantsB\depending on z such that
|Aka(%Y; 2 < Aexp(=B(IXI* + [Iyl%)),  forany xy e R". (4.60)
2) Forz=iu+e(ueR\nZ, e=>0),

. 1
|Aka(X Y i+ €)l £ —— s (4.61)
|sin@) ™= —
Remark 4.27. By Lemma 4.25, the assumption of Proposition 4.26 is fulfiibe b = 1, 2.
We do not know i{4.59)holds for b other tharl and 2.
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Proof. Suppose the inequality (4.59) gf(b, v; w; t) holds. Then, by the definition & 4(r, S; Z; t)
in (4.49), the inequality (4.59) brings us to the followinggieate:

Nea(r, s, z;t)|< h@ﬁm*“ xp(——(r +sa)a(z))exp( (rs)2a(28(2)).

Here, we have used the functiom&) andB(z2) defined in Lemma 412. Singé + $* > 2(rs)?,
we have obtained:

h all,' S, 4 N+2(k)+a2 4 s 1-
Mt 5201 < h@)l exy( (r + (L - B)N)-

We recall thatAy (X, y; 2) is defined by applying the operatV( to hea(r, Sz ) (see(4.52)).
Then, it follows from Proposition 2.5 that

Aka(X,Y; 2| < lIha(r, s Z )l <

— (z)l| s XSO + (L - (D).

Suppose now that Re> 0. Then,a(z) > 0 and|3(2)| < 1 by Lemme 4.2. Hence, we have
proved (4.60).

On the other hand, suppose- iu + € (u € R\ nZ, € > 0). Thena(2) > 0, |3(2)| < 1 by
Lemma 4.2, and as we have seen in (4.23)

| sinhz > |sing|.
Hence, we have shown (4/61). O
Now we are ready to prove:

Corollary 4.28. Suppose we are in the setting of Theorem 4.23. lefla?.
1) For Rez > 0, the right-hand side of4.56)converges absolutely for anyef L2 (RN, 9y o(X)dX).
2) For z = iy € i(R \ nZ), the right-hand side 0{4.57) converges absolutely for all €
(L N L2)RN, Fa(X)dX).
Proof. 1) It follows from Proposition 4.26 1) that
Awa(%Y; 2) € LP RN x RN, thea(X)ha(y)dx dy)

for Rez > 0. Therefore, Corollary is clear from the Cauchy—Schwarégjuality.
2) We shall substituteby € + iu in (4.56) and lek goes to 0.
For the left-hand side of (4.56), we use Theorem 3.39 1), ahd g

IEiLr(]) Qa(Yesip) = Qualyip)-

For the right-hand side of (4.56), thanks to Propositiof82p, we see
grg fR . Aka(%. Y i+ €) f(y)da(y)dy = fR ) Axa(%Y; i) (V) aly)dy

for f € LY(RN, 9 a(y)dy) by the Lebesgue dominated convergence theorem. Henceawee h
shown that

@)D = [ Aal i) TO) sy
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and the right-hand side converges for dng (L1 N L2)(RN, 9 a(y)dy). Hence, Corollary 4.28
has been proved. O

4.5. The rank one case.
For the one dimensional case, the only choice of the noratneduced root syste¥ is
Z# = {£1} in R up to scaling, corresponding to the Coxeter gréup {id,o} = Z/2Z on
R, whereo(x) = —x. Here(k) = k. In this section we give a closed form af ,(X, y; ) for
N=1.

First of all, forN = 1 anda > 0, we note that we do not need Lemma 4.19, for which
the assumption was(® + N > 1. Hence, instead of (4.55), we simply need the following
assumption:

a>0 and X>1-a (4.62)

The goal of this section is to find a closed formula of the kefalaction Axa(X,Y; 2) (see
(4.52)) for alla > 0 and for an arbitrary multiplicity function subject to (2)6

Proposition 4.29.LetN=1,a> 0,k> 0and2k > 1-a. For ze C*\ in’Z, the holomorphic
semigrouma(y,) on L2(R, [x%*3-2dx) is given by

1 _(2k 1)F(2k +a-— 1

Q) f(¥) = 2% f (1) Ara(X, Y; Iy 2dly,

where
L 2kba-1,ebramong o jxys Xy~ 2 |xyid
AKa(Xayr Z) - ( a ) S|nhc)2k+aa_l (aS|nhQ))+ a S|nhQ) (aS|nhQ)))
(4.63)

Herel,(w) denotes the normalized Bessel funci(drg).

Proof. By Theorem 4.20, the kerndly o(X, y; Z) can be recovered from a family of functions
{A(r,s,2) - me N}. In the rank one cas&? consists of two points, and correspondingly,
Theorem 4.20 collapses to the following:

Axa(X.Y; 2)
ol
= ;a(A(O)(IXI ¥l 2) + AG2(X. Il 2) sgny) )
~ Ck,ae 3 (XP+1yf?) coth ) ) 2 |xy? 2 |xyi8
© 2 sinh@ ol (Ilk’a*o(asmh(z))JrIA“’l(asmh(Z)) san€)
- CLe i 1 T (2 K ) XY T (Z xyt? ))
= 2 smh(z) (aSinhQ))/lk,a,o ka0 asinh(z) (asinh(z))lml Akal asinh@ 5
where
k-1 2k+1 - a1y, 2k+a-1

Here, we have used Example 4.22 for the first equality, antbtineula (4.20) 0%&”2 for the
second equality. This finishes the proof of Proposition 4.29 O
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5. THE (K, @)-GENERALIZED FOURIER TRANSFORMS %} 5

The object of our study in this section is the &)-generalized Fourier transform given by
Fica = 1D ex( 2 (14 A= I4P)).
This is a unitary operator on the Hilbert spaGgRN, 9y o(X)dX).

As we mentioned in Introduction, the unitary operatbg, includes some known trans-

forms as special cases:

e the Euclidean Fourier transforin [29]a € 2, k = 0),

e the Hankel transform [36] a=1,k=0),

e the Dunkl transfornz (@a=2,k>0).
In this section, we develop the theory of tHe &)-generalized Fourier transfori, , for
generala andk by using the aforementioned idea ©4-triple. The point of our approach
Is that we interpret#y , not as an isolated operator but as a special value of therymép-
resentatior( , of the simply connected, simple Lie grodl(2, R) at Vs (see [(3.37)), or
as the boundary value of the holomorphic semigroup. Thersegehat many properties of
the Euclidean Fourier transforms can be extended todte-generalized Fourier transform
2 by using the representation theory®£(2, R). Our theorems fof, include the inver-
sion formula, and a generalization of the Plancherel foaythie Hecke formula, the Bochner
formula, and the Heisenberg inequality for the uncertaomigciple.

As in Diagrani 1.4 of Introduction, the Hilbert spac&RN, 9y 4(X)dX) admits symmetries
of € xS (2, R) for general k, a), and even higher symmetries thas S L(2, R) for particular
values of k, a). In fact, if k = 0, then the Hilbert spade?(RN, 9, 2(X)dX) is a representation
space of the Schrodinger model of the Weil representatiea [18] and references therein)
of the metaplectic grouM p(N, R) for a = 2, and the_?>-model of the minimal representation
(see [39]) of the conformal grouPp(N + 1,2) fora = 1. The special valua = 2 has a
particular meaning also for genetaln the sense tha#,, is equal to the Dunkl transform
Z. How about thea = 1 case for generd? The unitary operator

I = P (5.1

may be regarded as the Dunkl analogue of the Hankel-typsftian %, (see Diagram |1

in Introduction). As we have seen in Section 4.4, this ugitgrerator#; can be written by
means of the Dunkl intertwining operatdg and the classical Bessel functions (see Section
5.3).

5.1. %, as an inversion unitary element.
The k, a)-generalized Fourier transfor# , on L2(RN, 9, o(X)dX) is defined as

2(ky+N+a—2

Fa = €TI0 (yis). (5.2)
Here, we recall from (3.37) that

r3 = E(5k) =t )

is an element of the simply connected Lie grdif(2, R), and from Theorern 3.30 th&,
is a unitary representation 8fL(2, R) on the Hilbert space2(RN, 9y .(X)dx).



LAGUERRE SEMIGROUP AND DUNKL OPERATORS 53

In this subsection, we discuss basic propertie%f for generak anda, which are derived
from the fact thaty%i Is a representative of the non-trivial (therefore, the Estelement of
the Weyl group forls.

Theorem 5.1.Let a> 0 and k be a non-negative multiplicity function on the rooteys#
satisfying the inequality & 2(k) + N > 2 (see(3.30)).

(1) (Plancherel formulaJhe(k, a)-generalized Fourier transfornd , : L2(RN, 9y o(X)dx) —
L2(RN, 9 a(X)dX) is a unitary operator. That isZ, is a bijective linear operator satis-
fying

1 Fcal )ik = Il forany fe LARY, Sia(Xx)dX).

(2) We recall fron’(3.28)thatd>§a)(p, ) is a function orRN defined as

(@ _ (Aam) 2 1 N
O (p. %) = pL " (ZIM) exp(~—INF).  x e R,

for £,me N and pe J4"(RN). Then,d),ﬁ,a)(p, 1) is an eigenfunction of# ,:
Fea@P(p, ) = DO (p, ). (5.3)

Proof. Since the phase factor in (5.2) is modulus one, the firstrs@té is an immediate
consequence of the fact thaf , is a unitary representation &L(2, R) (see Theorem 3.30).
To see the second statement, we recall from Proposition B.5ad Theorem 3.19 that
(Df‘)(p, -) is an eigenfunction ofu,(k). Then, the integration of (3.33 a) leads us to the
identity (5.3). |

Corollary 5.2. The(k, a)-generalized Fourier transforn#, , is of finite order if and only if
ac Q. Ifais of the form a= qﬂ where q and tare positive integers, then

(Fa) =id.
Proof. We recall from Proposition 3.12 3) that
Wia(RY) = C-span®@®(p,-) | £ € N,me N, p € 74"(RN)}
is a dense subspaceliA(RN, 9y o(X)dX). Hence, it follows from[(5.3) that the unitary operator

Fa is of finite order if and only ifae Q. If a = qﬂ then (Zi.)% acts ond@(p, ) as a scalar
multiplication by

(e—in(€+2))zq -1
for anym e N and anyp € J£4™(RN). Thus, we have proved#,)* = id. O

Corollary 5.2 implies particularly tha#; := %, (see((5.1)) is of order two, and the Dunkl
transform% = %, is of order four. We pin down these particular cases as falow

Theorem 5.3(inversion formula) Let k be a non-negative multiplicity function on the root

systen¥z.

1) Letr be any positive integer. Suppd®&)+N > 2— % Then,ﬁk,% is an involutive unitary
operator on E(RN, ﬁk%(x)dx). Namely, the inversion formula is given by

(ﬁk’%)_l = Lgk, . (54)

==
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2) Let r be any non-negative integer. Suppose
2
2r+1
Then,ﬁk,rz+1 is a unitary operator of order four on 2I(JRN,ﬂk,ﬁ(x)dx). The inversion
formula is given as

2Ky+N>2-

(7 D) = (Fi 2, DX, (5.5)
r+1 2r+1

Proof. The first statement has been already proved. In the secaleth&tat, we remark that
the inversion formula (55) is stronger than the fact tha@t{)* = id for a = ;4. To see

(5.5), we use (5/3) to get
(Fa) @ (p,-) = exp(m(2r + i) (p, )
= -1"e(p.)
if a = 52. Sincep(-X) = (-1)™p(x) for p € 2;"(RN), we have shown that (5.5) holds for

2r+1°
any f € Wia(RN). SinceW,a(RN) is dense il (RN, 9y o(X)dx), we have proved (5.5). O

Remark 5.4. Theorem 5.3 2) for r= 0 (i.e. %> = %, the Dunkl transform) was proved
in Dunkl [10], and followed by de Je[81] where the author proved the inversion formula
for C*-valued root multiplicity functions k. Our approach basedtbe S L representation
theory gives a new proof of the inversion formula and the Etinel formula for.7, 5 even
fora= 2.

Remark 5.5. We recall from Theorem 3.31 that(RN, 9% 2(X)dX) decomposes into a discrete
direct sum of irreducible unitary representations oGS L(Z, R). Hence, the squargZy.)?
acts as a scalar multiple on each summand(8#43) by Schur’'s lemma becausg is a
central element of G (sd8.38) and(Fia)? = 6" 590 a(y4) by (5.2). Sincey,; acts on
the irreducible representation(1y .m) as a scalar et by Fact 3.27 (5),#2, acts on it

as the scalar

g gori(amtl) — o250

This gives us an alternative proof of Corollary 5.2.

Next, we discuss intertwining properties of thed)-generalized Fourier transform, ,
with differential operators. L& = ZjN:l x;0; be the Euler operator dR" as before.

Theorem 5.6. The unitary operator% , satisfies the following intertwining relations on a
dense subspace of RN, 9y a(X)dX):

1) #acE=—-(E+N+2K)+a—-2)o Fa.

2) Fao NP = —|IXIP Ak 0 Fia.

3) Fao IXP Ak = —[IXI* o Fya.

These identities hold in the usual sense, and also in thellisbn sense in the space of
distribution vectors of the unitary representation of G GifRN, 9y o(X)d ).

If we use¢ (instead ofx) for the coordinates of the target space®f,, we may write
Theorem 5.6 2) and 3) as

Fralll - IF£)E) = =172 AcFical £)(©), (5.6 a)
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Fialll - IP2A)(E) = ~lEN* Fial F)(E). (5.6 b)

Proof of Theorem 5.6We observe thaym is a representative of the longest Weyl group ele-
ment, and satisfies the following relatlonssi@

Ad(yz)h = -h, Ad(yg)e" = —€", Ad(yy)e = —€",
(see|(3.1) for the definition &, 7, andh). In turn, we apply the identity

Qa(@wia(X)a(0) " = wia(Ad(@)X), (g€ G, X € g),
to By, = wkal(€), By, = wka(€7), andHya = wka(h) (see(3.5)). Then we have

yk,aOHka:_Hkaoﬁka, (5-7)
Jk,aoEk,a Ekaot%ka’
’/KaoEk,a = IEk,ao ykaa’

because, is a constant multiple oﬂ’zka(ym) (see(5.2)). Now, Theorem 5.6 is read from
the explicit formulas oE , E, ., andHya (see (3.3)). O

5.2. Density of (k, a)-generalized Fourier transform .7, ,.

By the Schwartz kernel theorem, the unitary operatQy can be expressed by means of a
distribution kernel. By using the normalizing constagy (see (4.47)), we write the unitary
operatorZ,, on L2(RN, 9y a(X)dX) as an integral transform:

Feal(©) = 0ua [ | sl 01 (sl 5)

Comparing this with the integral expression@§,(y;) in Theorem 4.23, we see that the
distribution kerneBy 5(¢, X) in (5.8) is given by

2(k)+N+a 2

Bea(y) = € E D Aa(x v:15) (5.9)

becauseZi, = €"“ %) Qya(yi5) (See(5.2)).
Now, Theorem 5.6 is reformulated as thedfeliential equations that are satisfied by the
distribution kerneBy 5(Xx, £) as follows:

Theorem 5.7. The distribution Ba(:, -) solves the following dfierential-djference equation
onRN x RN

E*Bya(£, X) = E¥Bya(é, X), (5.10 a)
I€11772A Bya(é, X) = —IIXIPBxal(é, X), (5.10 b)
IXIP2ALBa(é, X) = —I€PBkalé, X). (5.10 ¢)

Here, the superscript in K AY, etc indicates the relevant variable.

Remark 5.8. For a = 2, Theorem 5.7 was previously known as thgedential equation of
the Dunkl kernel (cf[9]).
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Proof of Theorem 5. 7First we use the identity (5.7) as operatorsiohfor anya > 0 andk.
It is convenient to write

1
Hk’a = 5(5 + 2E),
whereE is the Euler operator an€él:= N + 2(k) + a — 2. Then, by|(5.8), the identity (5.7)
implies

fR N(({’ + 2E%)f (X)) Bra(€, M %ha()dx = — fR Y + 2E9Bralé. )Bha()dx  (5.11)

for any test functiorf (x) (i.e. f(x)ﬂk,a(x)% e Z(RN)).
Now we recall that the densit§.(X) (see(1.2) for definition) is homogeneous of degree
a—2+ 2(k) (= ¢-N), we have

E*9ya(X) = (€ — N)Sya(¥). (5.12)
On the other hand, it follows frorﬁ}j'\':l x,-a‘—ij = ZjN:l 6‘—)’(jxj = —N as operators, we have

f (E*f)(X)g(X)dx = —f f(X)(N + EX)g(x)dx (5.13)
RN RN
Combining (5.12) and (5.13), we have
the left-hand side of (5.11H — f f(X)(€Bya(é, X) + 2E By a(é, X))k a(X)d X
RN

Hence, the identity (5.1.1) implies that the distributionred B ,(¢, X) satisfies the dierential
equation
E*Bra(£, X) = E*Bya(é, X). (5.14)
Next, the identity/(5.6/a) implies

. Bt R F (a9t = el o [ Brale 91090010

for any test functiorf. Hence the secondftierential equation (5.10 b) follows.
Finally, by the identity/(5.6 b), we have

[ Bl (10201 (00)ral9x = 1" | Brae: 01 (0
RN RN

Sincel|x|[>2AY is a symmetric operator drf(RN, 9y a(X)dX), the left-hand side is equal to

| (Bt 9) (0000
RN
Hence the third dierential equation (5.10 c) is proved. O

We continue basic properties on the kerBgl(¢, X) of the , a) generalized Fourier trans-
form.

Theorem 5.9.
1) Bxa(AX, &) = Bxa(X, A¢) for 2> 0.

2) Bra(hx hé) = Bya(x, &) forhe €.
3) Bk,a(f’ X) = Bk,a(x’ 6)
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4) Bea(0,x) =1

Proof. 1) This statement follows from theférential equation (5.10 a) given in Theorem 5.7.
2) Since %, commutes with the action of the Coxeter gro@ipthe second statement
follows from the fact thatl ,(x)dx is aC-invariant measure.
3) Puttingu = 3 in (4.50), we get

sz (2 20 + N =2, 29)?, ) (5.15)

i
h . _t — ELASL Y
st =e ‘ﬁ( 2 ai
In particular, we have ' .
hea(r, s 551) = hea(s 15 25t),
2 ’ 2
In view of (4.52) and Proposition 2.5, we conclude that
i i
AKa(X’ y; 2 ) Ak,a(y, 1 )
Hence, the third statement has been proved
4) By Lemma& 4.17hyo(r,0;%;t) = & *“% . Since the Dunkl intertwining operatvf

satisfiesvk(1) = 1 (1is the constant functlon O}RN) (see (I12) in Section'2), it follows from

(4.52) thatAa(x, y; B) = &% 7. Finally use((5.9). O

5.3. Generalized Fourier transform .%, , for special values ata = 1 and 2.
In this subsection we discuss closed formulas of the kéBgpglx, y) of the , a)-generalized
Fourier transform%, , (see (5.8)) in the case= 1,2. The k, a)-generalized Fourier trans-
form % 4 reduces to the Dunkl operat&i if a = 2, and gives rise to a new unitary operator
%, the Dunkl analogue of the Hankel transfornai& 1.

We renormalize the Bessel functidnof the first kind as

_ W _ (-1)'w*
I i=(7) 3w = Z 20T (v + L+ 1) (5.16)
Then, from the definitior] (419) df (2) we have
J(w) = T,(=iw) = T,(iw).
By substitutingz = ”7' into (4.58), we get the following formula:
iy _ [T+ SO DT L (V29i+ 08 (a=1)
2’ g 3 ((o+5) grirst (a=2).

Together with((5.9) and (4.52), we have:

hk,a(r, Sa

Proposition 5.10. In the polar coordinates x rw and y= s, the kernel B,(x,y) is given

by
T(<K) + 252) (Vi T3 (VISTF ) () (= 1),
V(&™) (w, 1) (a=2).

As one can see form (5.17), the kerBgb(x, y) coincides with the Dunkl kernel ax(-iy)
(cf. [11]]).

Bra(rw, i) = { (5.17)
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Theorem 5.11.Let k be a non-negative root multiplicity function=al or 2, and xy € RN.
Then|Bya(x, y)l < 1.

Proof. Theorem 5.11 follows from the special case, ji.&: 7, of Proposition 4.26 2) because
IBa(X Y)I = [Aka(X, Y; i5)l by (5.9). O

Remark 5.12. For a = 2 it was shown thaiBx»(x, y)| is uniformly bounded for,)y € RN first
by de Je{B1] and then by Roslgd9] by 1.

We note that Theorem 5.11 implies the absolute convergdribe mtegral definingy ,,
fora=1,2 on (L' N L?)(RN, 9ca(X)dX), as we proved in Corollary 4.28.

5.4. Generalized Fourier transform .%, 4 in the rank-one case.
This section examine&y , and its kerneBy a(X, y) in the rank-one case.

SupposeN = 1,a> 0,k > 0, and X > 1 — a. Then, by the explicit formula of the kernel
Aka (see Proposition 4.29), followed by the formula (5.9), we ge

2k+a-1

o7 T
Bra(% y) = €275 ) Aya(X, Y;i5)

<2k+7‘1><~im< ) +

=I

T~ sz( |xﬁ)), (5.18)

whereJ,(w) = 1,(-iw) is the normalized Bessel function given in (5.16); herekifanch
of i% is chosen so thatsl= 1. Thus, fora > 0, k € R* such thatR > 1—a andf €
L2(R, |x**2-2dX), the integral transforni , takes the form

Fiaf(y) = 27 a % 1)ff(x) Jaa |x34)

) sz( [xy1?))Ixj*2-2dx

Remark 5.13. If we set
1
BEY;TX, y) = E[Bk a(Xy) + Bk,a(X, _Y)]
Jac 1( |XM%)

2k+a-1
INf—
(=)
Then, the transforn, ,(f) of an even function f on the real line specializes to a Hankel
type transform orR , ..

Let us find the formula (5.18) by an alternative approachstFior general dimensiarN,
by composing (5.9)/ (4.52), and (5!15), we have

2 2(ky+N - 2 2(rs)
3 205 o)

in the polar coordinates = rw, y = . Furthermore, in th&l = 1 case, a closed integral
formula of the Dunkl intertwining operatotk Is known:

Bra(X.y) = (ka (

(ka)(x)— f f(tx)(1 + t)(1 - t2)<dt, (5.19)

r(k)r( )
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see[10, Theorem 5.1]. Hence, we might expect that the fa1Bul8) for the kerneby 4(X, )
could be recovered directly by using the integral formuld €% of V.. In fact this is the case.
To see this, we shall carry out a compution of the followinggral:

Tk+3) r* 2 2k-1 2(s)?
(=, ==, = tw, ) )(L+ t)(1 - tA)<1dt 5.20
o Js (5 =5 5 i)+ Ha-1) (5.20)
forx=rw,y=9:(,s>0,w,n7=+1).
We notice that the summation (4.42) faf(b, v; w; t) is taken ovem = 0 and 1 ifN = 1.
Hence we have

2 2k—1 2(rs)? .
A= Tg Hen) =T

Bk,a(X, y) =

k+a-1\~ 2xyfy (2k+ Lixy~  2xy}
T)(,JLl( a 2)+ J2k+1( a 2))

a

(ai)? g
On the other hand, by using the integral expression of tha Beiction and the duplication
formula (4.37) of the Gamma function, we have

(m=0),
(m=1).

1 1
Hkr i) ' (1 + )1 -t)dt=4 1
I(Ir(3) Jo K1

Substituting these formulas into the right-hand side c2@pwe have completed an alterna-
tive proof of (5.18).

5.5. Master Formula and its applications.

5.5.1. Master Formula.
We state the following two reproducing properties of thenke¢By , of basic importance.

Theorem 5.14.(Master Formulapuppose & 0and k is a non-negative multiplicity function
satisfying2(k) + N > max(1 2 — a).
1) For x,y € RN, we have

i
Ca f exp{ - IUIF*) Bra(X, U)Bra(U, Y)Pica(u)du
RN

2(ky+N+a—2

= =) exp(—gl(nxna + IYI1%))Ba(x. V). (5:21)

2) Let p be a homogeneous polynomialhof degree mThen we have
1 1 .
Cka fRN EX[Z(—EHUH"")(exr_(—%H Al aAk) p)(u)BKa(x, U)da(U)du

—e'F exr(—%lnxlla)(exr(—%ll . ||2_aAk) p)(x). (5.22)

Remark 5.15. For a = 2, the reproducing propertie¢5.21) and (5.22) were previously
proved in Dunk[11, Theorem 3.2 and Proposition 2.1 that case, theses properties played
a crucial role in studying Dunkl analogues of Hermite polymals (sed51, Section 3}, the
properties of the heat kernel associated with the heat egu&br the Dunkl operators (see
[51], Section 4), and in the construction of generalized Fock spaces [&e8ection 3].
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5.5.2. Proof of Theorem 5.14.
We begin with the proof of (5.21). From the semigroup law

Qa(¥2) 2 a(Y2) = Qalyzz),  fOr vz, v, € f(T/\//),
the integral representation O ,(y,) (see Theorerm 4.23) yields

LT /e /e
Cka f Aka(X U 1=)Aka(U, y; 1=)9a(U)du = Aga(X Y; ). (5.23)
RN 4 4 2
We set
u=2ky+N+a-2
In view of (4.49), a simple computation shows
ha(r, s 2 1)
hka(23r, s, 25 1)

— 2% '_ a
= 22 exr(a(r + sa)).
Applying Vi, and using((4.52), we get

Ak,a(X, u; ﬂzl) = 2% exp(é(nxna + ||u||a))AKa(2%x, u %')

= (265 exp(gl(nxna + [ull%)Bea(23 . ). (5.24)

In the second equality, we have usad (5.9). By substitubn2d4) and (5.9) into (5.23), we
get

2| B |
Ca f exp( S I1ulF) Bea(27 X, U)Bca(24 U, V) a(U)du = 275" exp— = (IXIP+ V1)) Bia(X. ).
RN a a

SinceBk,a(Z%x, u) = Bya(X 2%u) (see Theorem 5.9 1)) anffj 5(u)du is homogeneous degree
N + 2(k) + a — 2 = u, the left-hand side equals

. i
25 0ka f exp{ < I1ull?) Bia(X, U)Bia(u, Y)a(u)du.
RN a

Hence, (5.21) is proved.

The remaining part of this subsection is devoted to the pobdfie second statement of
Theorem 5.14.

We recall from(3.3) and (3.6) that

0 1) i
Ka = Wa (O O) =~ X7,
- 0 0\ i, o
IEk,a = Wka (1 0) = ||X||2 Ak

T a
are infinitesimal generators of the unitary representatignof S L(2, R) on L2(RN, ¢ a(X)d ).
We set

. (0 1 i (0 0
Co .= Expl(o 0) Expz(1 O)’ (5.25)
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and introduce the operator

: - 1 1, 5
PBra = explEL,) exp(éEKa) - ex;:(—allxna) exp(—gnxll “A). (5.26)
Then, the following identity irsl,,
Loy o\2 i\t 0 1
_[2 2 = =
(5 DG e
leads us to the identity of operators:
Ba 0 wk,a(h) = wk,a(k) o HBya. (5.28)

SinceHy, = wka(h) acts on homogeneous functions as scalar (see (3.3)), we &miori
that homogeneous functions applied#y, are eigenfunctions aby 5(k). Here is an explicit
formula:

Proposition 5.16. For £,me N and pe J4"(R),
a\l
Ba(POIIXIT) = (~5) A0 (p. ).

Proof. We recall from Lemma 3.7 that the linear map

Ta: CRY) ® C(R.) = CTRY\ {0), (p.y) = p(xy(IXI?)
satisfies the following identity os#,"(R") ® C*(R.,):

LB )0 Ta=Tao (doexf-2(r L + am+ D). (5.29)

2 ka 2\ dr2 & dr
Applying (5.29) top® r¢, and using Theorem 3.11, we get
- Oy A\ (kam) (2
ex;(zEk,a) oTa(p®r)(X) = Ta(p® (_5) oL (ar))(x)

= (-3) etp( Lﬁfk-@m’(g IXI2).

Hence,
[
Hia(POYINI) = exp( Ey,) exr{ 5Eica) Ta(p® 1)
ay’ 1 (cam) (2
= (~3) tp(9 exp~ X)L " (S IXI?)
a’
- (_E) 00 (p, ).
Thus, Proposition 5.1.6 has been proved. |

Remark 5.17. Let pe J4™(RN). By (3.3), wka(h) acts on x)[|x|[* by the multiplication of

the scalard,m + 1 + 2¢. Hencewy a(k) acts on(Df‘)(p, X) as the same scalal o m + 1 + 2¢.
This gives an alternative proof of the formy&33 a)in Theorem 3.19.
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We now introduce the vector space
PARN) := C-sparip(X)|IX[* : p € 4"(RN) for someme N, ¢ € N}. (5.30)

Fora = 2, Z,(RN) coincides with the spacg?(RN) of polynomials onRN owing to the
following algebraic direct sum decomposition (see [4, Teen5.3]):

o [3]

PRN) = (B P I AT ®Y),

m=0 ¢=0

We introduce an endomorphism &#,(RN), to be denoted bye('3)*, as
(e-‘%)*(p(x)nxna") = e D p())IXI¥,  for pe #MRN) andf € N. (5.31)

Remark 5.18. The notation(e™3)* stands for the ‘pull-back of functions’ on the complex
vector spac&N given by
(e‘i%) f(2) = f(e“"éz).

However, taking branches of multi-valued functions intccamt, we should note thé&rig)* #
id fora = 1.

The next proposition is needed for later use.

Proposition 5.19. For a > 0, the foIIowing diagram commutes

Pa(RY) —— LR, Fxa(x)dX)
(e18) l Lﬁé‘k,a
Pa(RY) —— LR, 9ka(¥)dx)

Proof. The identity (5.28) irsl, lifts to the identity
Pra o Ua(Expth) = Qa(Exptk) o Bya,
and in particular
Pia© QalEXp 5:h) = UalEXP5K) © Bia

on Z,(RN) where the both-hand sides make sense. In terms oktlaggeneralized Fourier
transform.%y , (see!(5.2)), we get

m2ky+N+a-2 T
@k,a o ex E a )QKa(Eszh) = ﬁk,a o @k,a'
On the other hand, we recall from (3.6) that
N
N + 2<k> +a-2
wa(h) = Z ,

=1
and therefore its lift to the group representatlon is given b

(QualExpth)F)(x) = exyf N+2o+a- 2t)f(e% ). (5.32)
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Substituting = Z, we get% o ( i%)* = a0 Pya. This completes the proof of Proposition
5.19 O
Whenk = 0 anda = 2, %, coincides with the inverse of the Segal-Bargmann transform
restricted to?(RN) = Z2,,(RN) (cf. [18, p. 40]). We may think o4 , as a k, a)-generalized
Segal-Bargmann transform. We are ready to prove the setatetnent of Theorem 5.14.

Proof of Theorem 5.14 2)n view of Propositiori 5.19, we havé, o %xa(p) = Pka ©
(e75)*(p). Since €73)*p(X) = e = p(x) for a homogeneous polynomial of degregwe get

Frca© Bralp) = €'F Bialp).
Hence, the reproducing property (5.22) is proved. O

5.5.3. Application of Master Formula.
As an immediate consequence of Master Formula (see Theafel)) &e have:

Corollary 5.20. (Hecke type identity)f in addition to the assumption in Theorem 5.14 2),
the polynomial p is k-harmonic of degree m, ti{er22)reads

Fral€ T )(E) = M HEI pg), (5.33)

Corollary 5.20 may be regarded as a Hecke type identity ®xija)-generalized Fourier
transform.% .. An alternative way to prove this identity would be to suhg#tO for¢ in
(5.3).

The identity (5.33) is a particular case of Theorem 5.21Wwekuor this, we will denote by
H,, the classical Hankel transform of one variable defined by

Ha)® = [ 0T (Srs)re s (5.34)

for a functiony defined orR, . Here,J, is the normalized Bessel functidp(w) = (VEV)‘VJV(W)
(seel(4.9)). Then thd(a)-generalized Fourier transfor#y , satisfies the following identity:

Theorem 5.21.(Bochner type identity)f f € (L' N L2)(RN, 9 a(X)dX) is of the form {x) =
pP(X)¢(lIxl) for some pe 4 ™(R) and a one-variable functiop onR,, then

2m+2<k>+N -2

FialF)E) = JeEmp(€) Hy zmzwoanz () (IE1)-
In particular, if f is radial, thenz, 5(f) is also radial.

Remark 5.22. The original Bochner identity for the Euclidean Fourier tisform corre-
sponds to the case @ 2and k= 0. For a = 2 and k> 0, Theorem 5.21 corresponds
to the Bochner identity for the Dunkl transform which wasy@®in[2]. Fora= 1and k=0

it is the Bochner identity for the Hankel-type transformiih(see[36]).

Proof of Theorem 5.21it follows from (4.20) that
2, .a
A s, —) = exr_( M (Aam + 1))(rs) ®-3+1g km(a( s)?)
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We sety(r) := r™y(r). Sincepis homogeneous of degreg we have

X
p(M)wm(nxn) — pOYU(IXI).

From the definition of the unitary opera@{f';)(yz) (seel(4.3)), we get
Qualy2) F() = POIXIQD (2 WmlIXI)
= p(x)IIxI™" f AN, S, Dm(9) 29 N2 2dls
0

Substituting/(5.35) into the above formula with ”5' we get
A mi s 2 a m+2(k)+N+a—-3
Qalyg) F(9) = @ x5 (cam + D)PX) | Jnan | S(IMI9? | (9 ds
0

= gq W&am exd—%i(ﬁkam + 1)) POYH 2,10 () (IX]).-

Now, Theorem 5.21 follows from (5.2). |

5.6. DAHA and S Ly-action.
In this subsection we discuss some link between the repasEnQ; . of SL(2,R) in the
a = 2 case and the (degenerate) rational DAHA (doulfim@ Hecke algebra). To be more
precise, we shall see that our representaipn of S1(2,R) induces the representation of
SL(2,C) on the algebra generated by Dunkl’s operators, multipbcaoperators, and the
Coxeter group (see (5.42) below). This induced action onofperators coincides essen-
tially with a special case of th® L(2, Z)-action discovered by Cherednik [5] and that of the
S (2, C)-action by Etingof and Ginzburg [17]. Note that our apptoéaut not the result) is
new in that we use our action on functions to derive the aaiothe operators in the Hecke
algebra. The authors are grateful to E. Opdam for bringieq #ttention to this link.

We begin with an observation that® is a representation of a gro@on a vector space
W then we can define an automorphism of the associative algatat@V) by

A QQAQQ) ™Y, geG. (5.36)

We shall consider this induced action Br= S (2, R), Q = Qi (see Theorem 3.30) =
the vector space consisting of appropriate function®®n

Remark 5.23. We do not specify the class of functions here. Instead, weusgethe formula
(5.36)to define algebraically the G-action on a certain subspac&wd{V). The point here
is that the G-action on such a subspace will be well-definet @hen the group G may not
preserve W.

We begin with a basic fact on Dunkl operatorsih For¢é € RN, we define the multipli-
cation operatoM; by
M, f(X) := (€, X F(X).
Choose an orthonormal basis ..., &y in RN. As in Section 2.2, we will use the ab-
breviationT;(k) for Dunkl operatorsT, (k), and M; for M. Then we have the following
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commutation relations:

[T, Ml =65 +2 )" k,

aeR*

Since the formula (5.37) is symmetric with respect é&md j, we have:
[Ti(k), Mj] = [T;(k), Mi] forany1<i,j<N. (5.38)

Furthermore, we have the following formulas:

(@, &iXa, &)

T re, foranyl1<i,j<N. (5.37)
04

Lemma 5.24.Leté € RN and se C.

1) [Aw Me] = 2T4(K).
2) eSAk Mge_SAk = M§ + ZSTf(k)

The first statement is due to DurjR|, Proposition 2.2]but we give its proof below for the
reader’s convenience.

Proof. 1) It is suficient to prove the formulafaf = ¢&; (j = 1,..., N).
By using (5.37), we have

[TZ(K), Mg ] = Ti(R[Ti(k), Mj] + [Ti(k), Mj]Ti(k)

=2 TR +2 Y, kL mwr, 4 TR)
aER*

Summing them up over and using the following relations:

N
D (@ ETiK) = Ta(K),
i=1
T, (Kr, +r,T,(K) =0, (see(D1)in Section2.1)
we get
[Ak, Mg ] = 2T;(K).
2) The second statement is straightforward from the firs¢stant. O

Let us consider the induced action®fon EndV) (see Remark 5.23).

Proposition 5.25. We fix a non-zerg € RN.
1) The induced action of) ; by (5.36)preserves the two dimensional subspace

CZ := CM; + CT¢(K).

2) The resulting representation &L(2, R) on (C§ descends to S(B,R), and extends holo-
morphically to S 2, C).
3) Via the basigM;, T(k)}, the representation of Y2, C) onCZ is given by

¢ SL2,C) > GL(C)), (é S)H(é _[i)B). (5.39)
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Proof. 1) SinceS (2, R) is generated by Expg') and Expte’) (t € R), it is suficient to
prove that the subspac&M; + CT,(K) is stable by the induced action of these generators. In
light of the formula(3.3), we have

it
Qua(Expte’) = EXPUEL) = exp( 5 IME).

Obviously, this action commutes with the multiplicationeoator M. On the other hand,
applying (2.21) witha = 2 anda = —%, we get

it it .
exp(§||x||2) o Te(K) o exp(—§||X||2) = T.(K) — itM,..

. Hence, ExgﬂEQZ).preserv.es the two-dimensional subsp@dé: + CT,(k), and its action is
given by the following matrix form

Exptte’) — (é ‘1“) (5.40)

with respect to the bas|$/,, T,(K)}.
Next, we consider the action

it
Qua(EXple)) = EXPLE) = exp(5A4).

Obviously, it commutes with Dunkl’s operatdg(k). On the other hand, applying Lemma
5.24 2) withs = &, we get

it it .
exp('EAk) o M o exp(—'EAk) = M, + itT(K).
Hence, ExpE, ,) also preserves the subspédé, + CT.(k), and its action is given as
Expte) - (L 9). (5.41)
it 1
Thus, we have proved the first statement.

2) The center o6 L(2, R) consists of the elements Exptk) (n € Z) (see (3.38)). Let us
compute the action of ExiK) on (C§ = CM; + CT,(Kk). For this, we recall from (5.27) that

Exp(tk) = co Expth)c,® fort e C.

In view of the formulas/(5.40) and (5.41), the elemest= Expi (8 1) Exp‘§ (0 8) (see

0 1
(5.25)) acts orC; as
1 i\/1 O 1
— ; = .
7o 2Jli 2 1

It follows readily from the formula
N + 2(k)

2

NI= NI~

(Qu2(Exp(th)) f) (x) = exp( t) f(ex)
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(seel(5.32)) that the action on Exipl on C§ is given by

Exp(th) — (g ec_)t).

Therefore, Expk) acts ortC§ by the formula:

NI=

com=(} ¢ Y-8 )

2

NI=

In particular, ift = inx, then Expinzk) acts as£1)"id on Cé%. Thus, the action 08 L(Z, R)

descends t& (2,R)/2Z ~ SL2,R). Then, clearly, this two-dimensional representation
extends holomorphically t8 L(2, C). Hence, the second statement is proved.

3) Since a representation 8fL(2, C) is uniquely determined by the generators Egp)
and Expte’) (t € C), the third statement follows from (5.40) and (5.41). O

Let HH be the algebra generated by
M, T, : £ e RN UG, (5.42)

where( is the Coxeter group. Its defining relations are given by tmutativity of the
Dunkl operatord¢(Kk) (see (D2) in Section/2), the commutativity of the multipkion oper-
atorsM,, the commutation relations (5.37), and the followixg@quivariance:

hoTe(kK)oh™ = Tre(k), hoM;oh™=M,, foranyhe@, ¢éeR",

seel[6| 17].

We recall from Proposition 5.25 3) that the matrix repreagan of theS L(2, C)-action on
CZ = CM; + CT,(K) does not depend ane R \ {0}. Then, a simple computation relied on
(5.38) yields

[9-Ti(k),g- Tj(K)] = 0=g-[Ti(K), T;(K],
[9-Mi,g-M] =0=g-[M;, M],
forany 1< i, j < N and for anyg € S (2, C). Likewise, we get from (5.37)
[9-Ti(K),g- Mj] = [Ti(k), M;].

Furthermore, the representatiof, of S (2, R) commutes with the action of the Coxeter
groupC. Therefore, the action & L(2,C) on C§ (¢ € RN\ {0}) and the trivial action on the
Coxeter groupf extends to an automorphism dfl because all the defining relationsidi
are preserved bg L(2, C).

Hence, we have proved:

Theorem 5.26. The representatiof, of S (2, R) induces the above action of $.C) on
the algebra HH as automorphisms.

Remark 5.27. The SI(2, C)-action on the algebra H is essentially the same with the one
given in[17, Corollary 5.3]



68 SALEM BEN SAD, TOSHIYUKI KOBAYASHI, AND BENT GRSTED

Remark 5.28. As we saw in the proof of Proposition 5.25, the cerét_slr _01) of SL(2,C)
acts 0n©§ as—id. Therefore, PS(2, C) acts on HH as projective automorphisms.

In order to compare th8 L(2, Z)-action onHH defined by Cherednik [5] we consider the
following automorphism of L(2, C):

cC D iC D

and twist theS L(2, C)-action onHH (see Theorem 5.26) hy This means that the new action
takes the form

(:SL2,C) - SL2,0), (A B)H(A ‘iB), (5.43)

go1:SU2.C) - GL(CY), (é g) - (_’E ‘[f‘), (5.44)
on the generator§? = CM; + CT,(K) (see(5.39)).
We write 7, andr, for the automorphisms dfH corresponding to the generatt{%% 1)
and(i (1)) of SL2,7Z). Then, by|(5.44)r, andt, are given by

T]_:Mgl—)Mg, Tgl—)Tg—Mg, hl—)h,

Tz:Tgl—)Tg, Mfl—)Mg—Tg, hl—)h,
which coincide with the one given inl[5].
Of particular importance in Cherednik [5] is the automosgohi

o= 7'17517'1 = 7517'17'51,
which corresponds to the action(o_P:L é) The automorphismr is characterized by

o(T)=-M;, o(M)=T, and o(h)=h forallhe.

From our view point, these automorphismsidth can be obtained as the conjugations of
the action on the function space (see (5.36)). In view of thmtilas (see (5.43)):

11 (1 -i
01 \o 1)
10 (10
1219 ~li 1)
0 1 0 -i mi
‘-1 o): i o):EXp(fh)V%’
we may interpret that;, 7, ando are given by the conjugations of

QualExp(-ie) = exe{5II7)

Quo(Explie)) = exr(—%Ak),

L
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1 1 1 1 1 1
FLS = et o ex_F(EAk) o e2lX” = exr.(éAk) o e o eXF(EAk) (5.45)
mi
= Qk,Z(EXpih)Qk,Z(Yizi),
respectively. Recalling the formulas:
i (N + 2(k))\ ., ..
@l Exp ) 109 = exp 5 2D 1,
ir(N + 2k
(@t N = exp( -2 (BN,

we have

F5t(X) = Faf(ix).
Hence,o- may be interpreted as an algebraic version of the Dunkl toams We notice that
the formula(5.45) fits well into Master Formula (5.22) #o& 2, which we may rewrite as

G2 f &3 (ex{— 2 Ay ) p)()Bralix, U) [ | K, s du= e p(x).
RN 2 aEA

5.7. The uncertainty inequality for the transform .7, ,.
The Heisenberg uncertainty principle may be formulated leyams of the so-called Heisen-
berg inequality for the Euclidean Fourier transform®n Loosely, the more a function is
concentrated, the more its Fourier transform is spread. afé the reader to an excellent
survey [19] for various mathematical aspects of the Heisenbncertainty principle. In this
section we extend the Heisenberg inequality to the)¢generalized Fourier transfori#, ,
onRN,

Let|| - ||« be theL2-norm with respect to the measutg,(X)dx onRN (see|(1.2)). The goal
of this subsection is to prove the following multiplicativeequality:

Theorem 5.29.(Heisenberg type inequalitir all f € L2(RN, 9, o(X)dX) the(k, a)-generalized
Fourier transform%, , satisfies
a a 2ky+N+a-2
- N2 £ - 12 Feal )], = ( L 5 NIFIE. (5.46)

The equality holds if and only if the function f is of the for(x)f= 1 exp(c||x||*) for some
AeCandceR,.

Remark 5.30. The inequality5.46)for k = 0 and a= 2is the original Heisenberg inequality
for the Euclidean Fourier transform. The inequality for-kO and a= 2 is the Heisenberg
type inequality for the Dunkl transform, which was provedtfsy Roslef50] and then by
Shimend53]. In physics terms we can think of the functiq)f= 1 exp(c||x||*) where the
equality holds in the above theorem as a ground state; inddezh a=c =1, N = 3, and

k = 0, it is exactly the wave function for the Hydrogen atom withltveest energy.

In order to prove Theorem 5.29 we begin with the followingitidd inequality:
Lemma 5.31.(1) For all f € L2(RN, 9y a(X)dX)

- EEE + |l 1 Zia(D]E = 200 + N+ a- 2)1 IR, (5.47)
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(2) The equality holds i5.47)if and only if f(x) is a scalar multiple ofexp(—§||x||a).
Proof. By Theorem 5.6(3) and Theorem 5.1(1), we get
- 18 Zaf |, = CIXPFicaf, Ficat M

= —~(FallXP2Acf), Picaf i

= —(IIXP 2 A, e
Hence, the left-hand side of (5.47) equals

KUM= IXE2AY f, T = (—Acaf, Fie (5.48)
It then follows from Corollary 3.22 that the self-adjointeyptor—Ay, has only discrete
spectra, of which the minimum i + N — 2 + a. Therefore, we have proved
(5.48)> (2(k) + N — 2 + )| {12

Thus, the inequality (5.47) has been proved. Further, thalagg holds if and only iff is an
eigenfunction of-Ay , corresponding to the minimum eigenvalug?2+ N — 2 + a, namely,
f is a scalar multiple of exp(§||x||a) (i.e. by puttingf = m = 0 in the formula((3.28) of

@ .
@ (p, x)). Hence, Lemma 5.31 has been proved. O

Proof of Theorem 5.29Now, forc > 0, we setf,(X) := f(cX). Using the fact that the density
ka IS homogeneous of degreé® + a — 2, we get

- 18 £l |} = c20-N-2a+2| 18 ¢

2
k’
and
2 -2(k)-N-a+2 2
|| follf = ¢ 2907 N22) £,

Furthermore, we lift the formula in Theorem 5.9(1) to thenioita
(Faal)(9 = 20D (7, 1)),
from which we get
a 2 Y a 2

- 112 ZicalF[,, = €21l - 112 Fical P

Thus, if we substitutd, for f in Lemma 5.31, we obtain
_ a2 a 2
- 2 E ]|+ Al 12 Fca( D, = (K + N +a = 2)lIf];.
Obviously the minimum value of the left-hand side (as a fiomcofc € R,) is
20 12 £, [l 1 Fal )],

Hence, Theorem 5.29 has been proved. |
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