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1. Introduction

This paper is focussed on the analysis of a class of Hall Hamiltonians in the noncommutative set up.
It is intended as a survey of the general formulation of quantum principal bundles, and as a description of
a specific procedure to introduce, on both the total space and the base space of a quantum Hopf bundle,
a set of Laplacian operators and to couple them with gauge connections. It also presents a detailed
formulation of the classical Hopf bundle. The emphasis in the presentation of structures from differential
geometry will be given to their algebraic aspects extended to the noncommutative setting.

Classical Hall Hamiltonians are gauged Laplace operators acting on the space of sections of the
vector bundles associated to the principal bundles π : G → G/K over homogeneous spaces (with G
semisimple and K compact) and can be constructed in terms of the Casimir operators of G and K.
With (ρ, V ) a representation of K, one has the identification of sections of the associated vector bundle
E = G×ρ(K) V with equivariant maps from G to V , Γ(G/K, E) ≃ C∞(G, V )ρ(K) ⊂ C∞(G)⊗V . Given a
connection on G one has a covariant derivative∇ on Γ(G/K, E), so that the gauged Laplacian operator is
∆E = (∇∇∗+∇∗∇) = ⋆∇⋆∇, where the dual ∇∗ is defined from the metric induced on the homogeneous
space basis G/K by the Cartan-Killing metric on G, or equivalently the Hodge duality comes from the
induced metric on G/K. If the connection is the canonical one, given by the orthogonal splitting of the
Lie algebra g of G in terms of the Lie algebra k of the gauge group and of its orthogonal complement,
then the gauged Laplacian operator can be cast in terms of the quadratic Casimirs of g and k:

(1.1) ∆E = (∆G ⊗ 1− 1⊗ Ck)
∣

∣

C∞(G,V )ρ(K)
= (Cg ⊗ 1− 1⊗ Ck)|C∞(G,V )ρ(K)

The above formula [4] simplifies the diagonalisation of the gauged Laplacian, and has important appli-
cations in the study of the heat kernel expansion and index theorems on principal bundles.

The natural evolution is to develop models of the Hall effect on noncommutative spaces whose sym-
metries are described in terms of quantum groups. In [24] the first model of ’excitations moving on a
quantum 2-sphere’ in the field of a magnetic monopole has been studied. It is described by quantum prin-
cipal U(1)-bundle over a quantum sphere S2q having as a total space the manifold of the quantum group

SUq(2) [6]. The natural associated line bundles are classified by the winding number n ∈ Z: equipped
SUq(2) with the three dimensional left covariant calculus from Woronowicz [38], the gauge monopole
connection is studied and a gauged Laplacian acting on sections of the associated bundle is completely
diagonalised. That paper presents a first generalisation of the relation (1.1). Its most interesting aspect
is that the corresponding energies are not invariant under the exchange monopole/antimonopole, namely
the spectrum of the gauged Laplacian is not invariant under the inversion of the direction of the magnetic
field, a manifestation of the phenomenon usually referred to as ’quantisation removes degeneracy’. A
parallel study of the relation (1.1) is presented in [11], where Laplacians on a quantum projective plane
are gauged via the monopole connection.

The analysis in [24] embodies two specific starting points. The first one is that the quantum Casimir
Cq for the universal envelopping algebra Uq(su(2)) dual to SUq(2) – thus playing the quantum role of the
classical envelopping algebra dual to the classical Lie group – is a quadratic operator in the generators
of Uq(su(2)) acting on SUq(2), but can not be cast in the form of a whatever rank polynomial in the
left invariant generators of the left invariant three dimensional differential calculus by Woronowicz, so to
say in the basis of natural left invariant derivations associated to this differential calculus. The second
starting point is given by the studies performed in [26]. In that paper a ⋆-Hodge operator on the exterior
algebra on the Podleś sphere S2q – coming from the differential two dimensional calculus induced on S2q
by the three dimensional calculus on SUq(2) – had been introduced, so to make it possible the definition
of a Laplacian operator on S2q .

This paper develops the analysis started in [24], and describes another generalisation of the relation
(1.1) to the setting of the same quantum Hopf bundle. A family of compatible ⋆-Hodge structures on the
exterior algebras Ω(SUq(2)) and Ω(S2q), depending on a set of real parameters, are introduced, giving the

corresponding Laplacians �SUq(2) = ⋆d⋆d : A(SUq(2)) 7→ A(SUq(2)), and �S2
q
= ⋆d⋆d : A(S2q) 7→ A(S2q).

The connections on the principal bundle allows for a gauging of the Laplacian �S2
q
on each associated

line bundle. When �S2
q
is gauged into �D0 via the monopole connection, one finds

(1.2) q2n�D0 = (�SUq(2) + γXzXz),

where the integer n ∈ Z specifies the value of the monopole charge. This is the relation generalising
the first equality in (1.1): the role of the quadratic Casimir of the gauge group algebra is played by
γXzXz⊲, with Xz the vertical derivation of the fibration, and γ ∈ R+ appears in this formulation
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as a parametrisation for a set of compatible ⋆-Hodge structures giving Laplacians satisfying the same
relation (1.2).

This paper begins with an exposition of the classical Hopf bundle π : S3 → S2. Section 2 presents a
global – i.e. charts independent – description of the differential calculi on both the Lie group manifold
SU(2) ≃ S3 and on the homogeneous space S2 = S3/U(1), and introduces on the exterior algebras Ω(S3)
and Ω(S2) the Hodge duality structures coming from a Cartan-Killing type metric on the Lie algebra
su(2), in order to define Laplacian operators. The principal bundle structure is described in terms of a
well known principal bundle atlas. The aim of the section is to explicitly compute for such a specific
Hopf bundle, following the classical approach from differential geometry, the main structures which will
be generalised to the quantum setting. A more general and complete analysis of a noncommutative
geometry approach to the differential geometry of principal and quantum bundles is in [3].

Section 3 describes the quantum formulation [6] of the principal bundle having A(SUq(2)) as total
space algebra, A(S2q) as base manifold algebra and A(U(1)) as gauge group algebra, with the differential
calculus on SUq(2) given the 3d left-covariant calculus introduced by Woronowicz [37, 38].

Section 4 presents a ⋆-Hodge duality on Ω(SUq(2)), allowing for the definition of a Laplacian operator.
The Hodge duality is introduced following [22]; section 5 describes an evolution of this approach, giving
a ⋆-Hodge duality structure on Ω(S2q), and analysing its compatibility with the one on Ω(SUq(2)).

Section 6 provides a complete explicit description of the set of connections on this specific realisation
of the quantum Hopf bundle, and of the main properties of the covariant derivative operators on each
associated line bundle. The emphasis is on the domain of the covariant derivative operators – the set of
horizontal coequivariant elements of the bundle – which appears here as the quantum counterpart of the
classical forms also called tensorial forms. Section 7 studies the coupling of the Laplacian operator on
Ω(S2q) to the gauge connections.

Section 8 applies to the commutative algebras {A(SUq(2)),A(S2),A(U(1))} the formalism developed
in the quantum setting, in order to recover the structure of the classical Hopf bundle from an algebraic
perspective. Section 9 closes the paper with an evolution of section 6, describing how a covariant
derivative operator can be defined on Ω(SUq(2)), the whole exterior algebra on the total space SUq(2)
of the quantum Hopf bundle, following the formalism developed in [12, 13].

2. The classical Hopf bundle

The first formulation of what are nowadays known as Hopf fibrations is contained in [18, 19] in
terms of projecting spheres to spheres of lower dimensions: it came also as a geometric formulation of
the Dirac’s model of magnetic monopole [10]. The following lines are intended as a concise introduction
to the formalism of fiber – and principal – bundles, aimed to set the notations that will be used in this
paper: excellent textbooks – like for example [20, 28] – deeply and extensively describe this subject.

With π : P → M a smooth surjective map from a manifold P to a manifold M, (P ,M, π) is a fibre
bundle with typical fibre F over M if there is a fibre bundle atlas with charts (Ui, λi), where Ui is an
open covering of M and the diffeomorphisms λi : π

−1(Ui) → Ui × F are such that π : π−1(Ui) → Ui
is the composition of λi with the projection onto the first factor in Ui × F . The manifold P is called
the total space of the bundle, the manifold M is the base of the bundle. From the definition it follows
that π−1(m) is diffeomorphic to F – the fibre of the bundle – for any m ∈ M. For any f ∈ F one has
λi ◦ λ−1

j (m, f) = (m,λij(m, f)) where λij : (Ui ∩ Uj) × F → F is smooth and λij(m, ) belongs to the

group Diff(F) of diffeomorphisms of the fibre F for each m ∈ Ui ∩ Uj . The mappings λij are called the
transition functions of the bundle, and satisfy the cocycle condition λij(m, ) ◦ λjk(m, ) = λik(m, ) for
m ∈ Ui ∩ Uj ∩ Uk, with λii(m, ) = idF for m ∈ Ui.

A fibre bundle (P ,M, π) is called a vector bundle if its typical fibre F is a vector space and if the
trivialisation diffeomorphisms λi give transition functions λij which are invertible linear maps, elements
in GL(F) for any m ∈ M. A principal bundle (P ,K, [M], π) with structure group K is a fibre bundle
(P ,M, π) with typical fibre K and transition functions λij(m, ) ∈ Aut(K) which give the left translation
of the group K on itself. On the total space of a principal bundle there is also a right action of the Lie
group K – that is rk′(rk(p)) = rkk′ (p) for any p ∈ P and k, k′ ∈ K – such that π(rk(p)) = π(p), and such
that the action is free and transitive. The base M of the bundle can be identified with the quotient P/K
with respect to such a right action.

Given G a Lie group and K ⊂ G a closed Lie subgroup of it, the group manifold G is the total
space manifold of a principal bundle (G,K, G/K, π) with base space G/K - the space of left cosets - and
typical fiber given by the structure or gauge group K, so that the bundle projection π : G→ G/K is the
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canonical projection. The right principal action of the gauge group K on G is given as rk(g) = gk for any
k ∈ K and g ∈ G. This action trivially satisfies the requirements of being free and transitive. If k is the
Lie algebra of the group K, the fundamental vector field Xτ ∈ X(G) associated to τ ∈ k is defined as the
infinitesimal generator of the right principal action rexp sτ (g) = g exp sτ of the one parameter subgroup
exp sτ ⊂ K: the mapping τ ∈ k → {Xτ} ∈ X(G) is a Lie algebra isomorphism between k and the set of
fundamental vector fields {Xτ}. A differential form φ ∈ Ω(G) is called horizontal if iXτ

φ = 0 for any
fundamental vector field Xτ .

If ρ : K → GL(W ) is a finite dimensional representation of K on the vector space W , the associated
vector bundle to G is the vector bundle whose total space is E = G×ρ(K)W , having typical fiber W . It is
defined as the quotient of the product G×W by the equivalence relation (rk(g) = gk;w) ∼ (g; ρ(k)·w) for
any choice of g ∈ G, k ∈ K and w ∈ W : (E , G/K, πE) is a fibre bundle with a projection πE : E → G/K
which is consistently defined on the quotient as πE [g, w]ρ(K) = π(g) from the principal bundle projection
π.

With r∗k : Ω(G) → Ω(G) the action of K on the exterior algebra Ω(G) induced as a pull-back of the
right action rk of K on G, the ρ(K)-equivariant r-forms of the principal bundle are W -valued forms on
G defined as:

(2.1) Ωr(G,W )ρ(K) = {φ ∈ Ωr(G,W ) = Ωr(G)⊗W : r∗k(φ) = ρ−1(k)φ}.

A section of the associated bundle E is an element in Γ(G/K, E), namely a map σ : G/K → E such that
πE(σ(m)) = m for any m ∈ G/K. This definition is extended to Γ(r)(G/K, E), the set of r-forms on the
basis G/K of the principal bundle with values in E . There is a canonical isomorphism

(2.2) Γ(r)(G/K, E) ≃ Ωrhor(G,W )ρ(K)

from the space of E-valued differential forms on G/K onto the space of horizontal ρ(K)-equivariant W -
valued differential forms on the principal bundle (G,K, π). For r = 0 – with Γ(G/K, E) ≃ Γ(0)(G/K, E) –
the isomorphism gives the well known equivalence between equivariant functions of a principal bundle and
sections of its associated bundle. In particular, forW = R,C with trivial representation the isomorphism
is

(2.3) Ω(G/K) ≃ Ωhor(G)ρ(K)=K = {φ ∈ Ω(G) : iXτ
φ = 0; r∗kφ = φ},

giving a description of the exterior algebra on the basis of the principal bundle.

A connection on a principal bundle can be given via a connection 1-form. A connection 1-form on
G is an element ω ∈ Ω(G, k), taking values in k and satisfying the two local conditions:

ω(Xτ ) = τ,

r∗k(ω) = Adk−1 ω,

where the adjoint action of K is given by (Adk−1 ω)(X) = k−1ω(X)k for any vector field X ∈ X(G). At
each point g ∈ G there is on the tangent space TgG a natural notion of vertical subspace, whose basis
is given by the vectors Xτ which are tangent to the fiber group K, while the connection 1-form selects

the horizontal subspace H
(ω)
g (G) given by the kernel of ω. Identifiying the element ω(X) ∈ k with the

vertical vector field it generates, the expression X(ω) = X − ω(X) denotes the horizontal projection of
the vector field X ∈ X(G).

Given any ρ(K)-equivariant form φ ∈ Ωr(G,W )ρ(K), the covariant derivative is defined as the map:

(2.4) D : Ωr(G,W )ρ(K) → Ωr+1
hor (G,W )ρ(K), Dφ(X1, . . . , Xr+1) = dφ(X

(ω)
1 , . . . , X

(ω)
r+1)

where d is the exterior derivative on G. On a ρ(K)-equivariant horizontal form φ ∈ Ωhor(G,W )ρ(K) the
action of the covariant derivative can be written in terms of the connection 1-form as:

(2.5) Dφ = dφ+ ω ∧ φ.

The following sections describe the Hopf fibration π : S3 7→ S2, with G ≃ SU(2), K ≃ U(1) and S2

the space of the orbits SU(2)/U(1), and the monopole connection.
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2.1. A differential calculus on the classical SU(2) Lie group. The aim of this section is to
describe the differential calculus on the total space of this bundle, in terms of a natural basis of global
vector fields and 1-forms [28]. It is intended to give them an explicit expression in order to clarify the
classical limit of their quantum counterparts.

Recall that a Lie group G naturally acts on itself both from the right and from the left. The left
action is the smooth map l : G×G → G defined via the left multiplication l(g′, g) = g′g = lg′(g): since
lg′g′′(g) = lg′(lg′′ (g)), the left action is a group homomorphism lg : G → Aut(G). The right action is
the smooth map r : G × G → G defined via the right multiplication r(g, g′) = gg′ = rg′(g); it is then
immediate to see that rg′g′′(g) = gg′g′′ = rg′′(rg′(g)): the right action is a group anti-homomorphism
rg : G→ Aut(G). For any T ∈ g, the Lie algebra of G, it is possible to define a vector field RT ∈ X(G).
It acts as a derivation on a smooth complex valued function defined on G, and can be written in terms
of the pull-back l∗g : C

∞(G) → C∞(G) induced by lg. On φ ∈ C∞(G):

(2.6) RT (φ) =
d

ds
(l∗exp sT (φ))

∣

∣

s=0

Although defined via the left action lg, the vector field RT is called the right invariant vector field
associated to T ∈ g; this set of fields owes its name to the fact that, given rg∗ : X(G) → X(G) the
push-forward induced by the right action rg, they satisfy a property of right invariance as rg∗(RT ) = RT .
From the definition of the pull-back map l∗g : C

∞(G) → C∞(G) one has:

l∗g′g′′(φ) = φ ◦ lg′g′′ = φ ◦ lg′ ◦ lg′′ = l∗g′′(l
∗
g′(φ))

for any φ ∈ C∞(G). This relation enables to prove that the map ľ : T ∈ g → RT ∈ X(G) is a Lie algebra
anti-homomorphism, [RT , RT ′ ] = R[T ′,T ].

The analogous definitions starting from the right action naturally hold. For any T ∈ g, the vector
field LT ∈ X(G) is defined as a derivation on C∞(G), namely as the infinitesimal generator of the
pull-back r∗g induced by the right action rg:

(2.7) LT (φ) =
d

ds
(r∗exp sT (φ))

∣

∣

s=0

on any φ ∈ C∞(G). Left invariant vector fields satisfy a property of left invariance given as l∗g(LT ) = LT ;
the map ř : T ∈ g → LT ∈ X(G) is a Lie algebra homomorphism, with [LT , LT ′ ] = L[T,T ′]. The sets
{LT}, {RT} are two basis of the left free C∞(G)-module X(G).

The total space of the classical Hopf bundle is the manifold S3, which represents the elements of the
Lie group SU (2). A point g ∈ S3 can be then written via a 2× 2 matrix with complex entries and unit
determinant:

(2.8) g =

(

u −v̄
v ū

)

: ūu+ v̄v = 1;

the left invariant vector fields ř(T ) = LT are given, following (2.7), as the tangent vectors to the curves
g(s) = g · exp sT . In the defining matrix representation it reads:

(2.9)
d

ds

(

u −v̄
v ū

)

· (exp sT ) |s=0 =

(

u −v̄
v ū

)

· (T )

Since exp sT is unitary, T is antihermitian, and the choice of a basis in terms of the Pauli matrices:

(2.10) Tx =
1

2

(

0 i
i 0

)

, Ty =
1

2

(

0 −1
1 0

)

, Tz =
i

2

(

1 0
0 −1

)

,
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gives the explicit form of the left invariant vector fields:

Lx = − i

2

(

v̄
∂

∂u
− ū

∂

∂v
+ u

∂

∂v̄
− v

∂

∂ū

)

Ly = −1

2

(

v̄
∂

∂u
− ū

∂

∂v
− u

∂

∂v̄
+ v

∂

∂ū

)

Lz =
i

2

(

u
∂

∂u
+ v

∂

∂v
− v̄

∂

∂v̄
− ū

∂

∂ū

)

L− = Lx − iLy = i

(

v
∂

∂ū
− u

∂

∂v̄

)

L+ = Lx + iLy = i

(

ū
∂

∂v
− v̄

∂

∂u

)

,(2.11)

satisfying the commutation relations:

[Lz;L−] = iL−,

[Lz;L+] = −iL+,

[L−;L+] = 2iLz.(2.12)

The components of the right invariant vector fields RT = ľ(T ) are then clearly given in the defining
matrix representation (2.6) as:

(2.13)
d

ds
(exp sT ) ·

(

u −v̄
v ū

)

|s=0 = (T ) ·
(

u −v̄
v ū

)

acquiring the form:

Rx =
i

2

(

v
∂

∂u
+ u

∂

∂v
− ū

∂

∂v̄
− v̄

∂

∂ū

)

Ry = −1

2

(

v
∂

∂u
− u

∂

∂v
− ū

∂

∂v̄
+ v̄

∂

∂ū

)

Rz =
i

2

(

u
∂

∂u
− v

∂

∂v
+ v̄

∂

∂v̄
− ū

∂

∂ū

)

R− = Rx − iRy = i

(

v
∂

∂u
− ū

∂

∂v̄

)

R+ = Rx + iRy = i

(

u
∂

∂v
− v̄

∂

∂ū

)

.(2.14)

The commutation relations they satisfy are:

[Rz ;R−] = −iR−,

[Rz ;R−] = iR+,

[R−;R+] = −2iRz.(2.15)

The quadratic Casimir of the Lie algebra su(2) is written as

(2.16) C =
1

2
(L+L− + L−L+) + LzLz =

1

2
(R+R− +R−R+) +RzRz .

The set X(S3) is a free left C∞(S3)- module. Right vector fields can be expressed in the basis of the left
vector fields as Ra = JabLb. The matrix J is given by:

(2.17)





R−

Rz
R+



 =





ū2 2ūv −v2
−ūv̄ uū− vv̄ −uv
−v̄2 2uv̄ u2









L−

Lz
L+





and its inverse matrix is:

(2.18)





L−

Lz
L+



 =





u2 −2uv −v2
uv̄ uū− vv̄ ūv
−v̄2 −2ūv̄ ū2









R−

Rz
R+





A similar analysis can be performed in the study of the cotangent space X∗(G) of a Lie group. This
is a C∞(S3)-bimodule, with two basis of globally defined 1-forms, namely the left invariant {ω̃a} dual to
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the set of left invariant vector fields {La}, and the right invariant {η̃b} dual to the set of right invariant
vector fields {Rb}. They satisfy the invariance property:

l∗g(ω̃a) = ω̃a,

r∗g(η̃b) = η̃b :(2.19)

one then immediately computes:

(2.20) Ri = JijLj ⇔ η̃sJsp = ω̃p.

The left invariant 1-forms are:

ω̃z = −2i (ūdu+ v̄dv)

ω̃− = −i (v̄dū− ūdv̄)

ω̃+ = −i (udv − vdu)(2.21)

with ω̃x = (ω̃− + ω̃+) and ω̃y = i(ω̃+ − ω̃−). The antilinear involution on Ω1(S3), compatible with the
antilinear involution on C∞(S3), is given by ω̃∗

x = ω̃x, ω̃
∗
y = ω̃y, ω̃

∗
z = ω̃z. The right-invariant 1-forms

are:

η̃z = 2i (udū+ v̄dv)

η̃− = i (udv̄ − v̄du)

η̃+ = −i (ūdv − vdū) .(2.22)

Given a complex valued smooth function φ ∈ C∞(S3), the exterior derivative is the map d : C∞(S3) →
Ω1(S3) defined via:

(2.23) dφ(X) = X(φ)

in terms of the Lie derivative X(φ) of φ along the vector field X . This map acquires the form:

(2.24) dφ = La(φ)ω̃a = Rb(φ)η̃b

where now La(φ) represents the Lie derivative of φ along the vector field La, while Rb(φ) represents the
Lie derivative of φ along the vector field Rb.

From the C∞(S3)-bimodule Ω1(S3) define the tensor product of forms as the C∞(S3)-bimodule
{Ω1(S3)}⊗k = Ω1(S3) ⊗C∞(S3) . . . ⊗C∞(S3) Ω

1(S3) (k times). The exterior algebra coming from the

differential calculus (2.24) is defined as the graded associative algebra Ω(S3) =
(

⊕kΩk(S3);∧
)

, with k-

forms and wedge product introduced in terms of an alternation mapping A : {Ω1(S3)}⊗k → {Ω1(S3)}⊗k
[1]. The wedge product is bilinear, and satisfies the identity α ∧ β = (−1)klβ ∧ α for any k-form α and
l-form β. The complex involution is extended by requiring

(α ∧ β)∗ = (−1)klβ∗ ∧ α∗.

The exterior derivative is extended to d : Ωk(S3) → Ωk+1(S3) as the unique C-linear mapping satisfying
the conditions:

(1) d is a graded ∧-derivation, that is d(α ∧ β) = (dα) ∧ β + (−1)kα ∧ dβ for any k-form α;
(2) d2 = d ◦ d = 0;
(3) on φ ∈ Ω0(S3) ≃ C∞(S3), it is given by dφ as in (2.24).

It is then easy to see that Ω2(S3) is three dimensional, with a basis given by {ω̃−∧ ω̃+, ω̃+∧ ω̃z, ω̃z∧ ω̃−}:
extending in a natural way via the pull back the left and right actions of the group SU(2) on Ω2(S3), it
is also clear that such basis elements are left invariant. From (2.21) one has:

dω̃− = iω̃− ∧ ω̃z,
dω̃+ = −iω̃+ ∧ ω̃z,
dω̃z = 2iω̃− ∧ ω̃+.(2.25)

The bimodule Ω3(S3) is one dimensional, with again a left invariant basis 3-form given by {ω̃−∧ω̃+∧ω̃z}.
A right invariant basis of the exterior algebra Ω(S3) is analogously given in terms of the 1-forms η̃a.
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2.2. A Laplacian operator on the group manifold SU(2). Being SU(2) a semisimple Lie
group, the group manifold S3 can be equipped with the Cartan-Killing metric originated from the
Cartan decomposition of the Lie algebra su(2). Consider now as a riemannian metric structure on S3

the symmetric tensor

(2.26) g = α(ω̃x ⊗ ω̃x + ω̃y ⊗ ω̃y) + ω̃z ⊗ ω̃z,

with α ∈ R+. For α = 1 such a metric tensor coincides with the the Cartan-Killing metric. The
volume associated to the g-orthonormal basis and to the choice of the orientation (x, y, z) is given by
θ = α ω̃x∧ ω̃y ∧ ω̃z, so that θ∗ = θ. Such a volume θ is a Haar volume, namely it is invariant with respect
to both the left l∗g and the right actions r∗g of the Lie group SU(2) on itself, since an explicit calculation

gives La(θ) = Ra(θ) = 0. The Hodge duality ⋆ : Ωk(S3) → Ω3−k(S3) which corresponds to this volume
[1] is the C∞(S3)-linear map given on the left invariant basis of the exterior algebra Ω(S3) by ⋆(1) = θ,
⋆(θ) = 1, and:

(2.27)
⋆(ω̃x) = ω̃y ∧ ω̃z, ⋆(ω̃y ∧ ω̃z) = ω̃x,
⋆(ω̃y) = ω̃z ∧ ω̃x, ⋆(ω̃z ∧ ω̃x) = ω̃y,
⋆(ω̃z) = α ω̃x ∧ ω̃y, ⋆(ω̃x ∧ ω̃y) = α−1 ω̃z.

The differential calculus on the group manifold S3 as well as the above ⋆-Hodge duality on the exterior
algebra Ω(S3) give a Laplacian operator defined as �S3φ = ⋆d ⋆ dφ on any φ ∈ C∞(S3). It can be
written as a differential operator in terms of the left invariant vector fields:

(2.28) �S3φ = [
1

2α
(L−L+ + L+L−) + LzLz]φ

The Laplacian operator is the Casimir of the Lie algebra su(2) only if α = 1, that is only if the metric
from where it is originated is the Cartan-Killing metric.

The Hodge structure satisfies two identities:

⋆2 (ξ) = (−1)k(3−k)ξ = ξ(2.29)

ξ ∧ (⋆ξ′) = ξ′ ∧ (⋆ξ)(2.30)

for any ξ, ξ′ ∈ Ωk(S3). This allows to define a symmetric bilinear map 〈 , 〉S3 : Ωk(S3) × Ωk(S3) →
C∞(S3) (k = 0, . . . , 3) as:

(2.31) 〈ξ, ξ′〉S3 θ = ξ ∧ (⋆ξ′).

It is clearly a symmetric tensor on {X∗(S3)}⊗2k, whose components can be expressed in terms of the
components of the inverse metric g−1 = g−1abLa ⊗ Lb ∈ {X1(S3)}⊗2 with g−1abgbc = δac , as

(2.32) 〈ω̃i1 ∧ . . . ∧ ω̃ik , ω̃j1 ∧ . . . ∧ ω̃jk〉S3 =
∑

σ

πσg
−1i1σ(j1) . . . g−1ikσ(jk)

where the summation is over permutations σ of k elements, with parity πσ. Starting from the Hodge
duality a second bilinear map 〈 , 〉∼S3 : Ωk(S3)× Ωk(S3) → C∞(S3), can be introduced as

(2.33) 〈ξ′, ξ〉∼S3 θ = ξ∗ ∧ (⋆ξ′)

for any ξ, ξ′ ∈ Ωk(S3), being hermitian (〈ξ′, ξ〉∼S3)∗ = 〈ξ, ξ′〉∼S3 . The Haar volume form can be used to
introduce an integral on a manifold [1],

∫

θ
: Ω3(S3) → C; being S3 compact, the volume of the group

manifold can be normalised, setting
∫

θ θ = 1. From (2.31) and (2.33) it is possible to define on the

exterior algebra Ω(S3) both a scalar product,

(2.34) (ξ; ξ′)S3 =

∫

θ

ξ ∧ (⋆ξ′) =

∫

θ

〈ξ, ξ′〉S3 θ,

and an hermitian inner product,

(2.35) (ξ′; ξ)∼S3 =

∫

θ

ξ∗ ∧ (⋆ξ′) =

∫

θ

〈ξ′, ξ〉∼S3 θ.
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An evaluation on a non hermitian basis in Ω(S3) presents the differences between the non vanishing
terms of two bilinear forms:

〈1, 1〉S3 = 1;

〈ω̃−, ω̃+〉S3 = 〈ω̃+, ω̃−〉S3 =
1

2α
, 〈ω̃z, ω̃z〉S3 = 1;

〈ω̃+ ∧ ω̃z, ω̃− ∧ ω̃z〉S3 = 〈ω̃− ∧ ω̃z, ω̃+ ∧ ω̃z〉S3 =
1

2α
, 〈ω̃− ∧ ω̃+, ω̃− ∧ ω̃+〉S3 =

1

4α2
;

〈θ, θ〉S3 = 1;(2.36)

while

〈1, 1〉∼S3 = 1;

〈ω̃−, ω̃−〉∼S3 = 〈ω̃+, ω̃+〉∼S3 =
1

2α
, 〈ω̃z, ω̃z〉∼S3 = 1;

〈ω̃+ ∧ ω̃z, ω̃+ ∧ ω̃z〉∼S3 = 〈ω̃− ∧ ω̃z, ω̃− ∧ ω̃z〉∼S3 =
1

2α
, 〈ω̃− ∧ ω̃+, ω̃− ∧ ω̃+〉∼S3 =

1

4α2
;

〈θ, θ〉∼S3 = 1.(2.37)

2.3. The principal bundle structure and the monopole connection. Consider the one pa-
rameter subgroup of SU(2) given by γTz

(s) = exp sTz where Tz is the generator in (2.10). In this specific
matrix representation it is

(2.38) γTz
(s) = exp

[

is

2

(

1 0
0 −1

)]

=

(

eis/2 0

0 e−is/2

)

,

thus proving that γTz
(s) ≃ U(1) as a subgroup in SU(2). The space of left cosets SU(2)/U(1) is

the set of the orbits of the right principal action řexp sTz
(g) = g exp sTz which is free, and smooth; its

infinitesimal generator coincides with the vector field Lz (2.9). As already mentioned the canonical
projection π : SU(2) → SU(2)/U(1) gives a principal bundle whose vertical field is Lz. A formulation
for a principal bundle atlas on a homogeneous space is extensively analysed in terms of local sections
[20, 28]. This section describes in detail how a principal bundle atlas is introduced [15, 35] defining
suitable trivialisations.

Parametrise S3 by

u = cos θ/2 ei(ϕ+ψ)/2

v = sin θ/2 e−i(ϕ−ψ)/2,

with 0 ≤ θ ≤ π and φ, ψ ∈ R, the Hopf map π : SU(2) → S2 ≃ SU(2)/U(1) is defined by:

bz = uu∗ − vv∗ = cos θ,

by = uv∗ + vu∗ = sin θ cosϕ,

bx = −i(vu∗ − uv∗) = − sin θ sinϕ(2.39)

with b2z+ b
2
x+ b

2
y = 1. It is immediate to see that π(u, v) = π(u′, v′) if and only if u′ = ueiα and v′ = veiα

with α ∈ R: this is also a way to recover that the projection has the standard fibre U(1). A choice for
an open covering of the sphere S2 is given by:

S2
(N) = {S2 : bz 6= 1} ⇒ π−1(S2

(N)) = S3
(N) = {S3 : v 6= 0},

S2
(S) = {S2 : bz 6= −1} ⇒ π−1(S2

(S)) = S3
(S) = {S3 : u 6= 0},(2.40)

with S3
(j) ≃ S2

(j) ×U(1) via the diffeomorphisms:

g ≃ (u, v) ∈ S3
(N) : λN (g) = (π(g);

v

|v| ) ∈ S2
(N) ×U(1),

g ≃ (u, v) ∈ S3
(S) : λS(g) = (π(g);

u

|u| ) ∈ S2
(S) ×U(1).

The set of transition functions associated with this trivialisation is given by λ−1
NS = λSN = λS ◦ λ−1

N :
(S2

(N)∩S2
(S))×U(1) → U(1). Choose b ∼ (θ, ϕ) ∈ S2

(N)∩S2
(S). The element (b, eiα) ∈ (S2

(N)∩S2
(S))×U(1)
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is mapped into

λ−1
N (b, eiα) = (u =

by − ibx
√

2(1− bz)
eiα; v =

√

1− bz
2

eiα) ∈ S3
(N)

⇒ λS ◦ λ−1
N (b; eiα) = (b, eiϕeiα).

This means that λSN (b) · eiα = eiϕeiα. The transition functions describe a left action of the U(1) gauge
group on itself, and trivially satisfy the cocycle conditions.

For any integer n there is a representation of the gauge group,

(2.41) ρ(n) : U(1) → C∗, ρ(n)(e
iα) = einα

so that for any n ∈ Z there is a line bundle En = SU(2)×ρ(n)
C associated to the principal Hopf bundle.

Since the representations of the gauge group given in (2.41) are defined on C, the set Ωr(S3,C)ρ(n)
≃

Ωr(S3) of ρ(n)(U(1))-equivariant r-forms on the Hopf bundle can be easily described in terms of the
action of the vertical field of the bundle, giving the infinitesimal version of the definition in (2.1) (with
r = 0, . . . , 3)

(2.42) Ωr(S3)ρ(n)
= {φ ∈ Ωr(S3) : ř∗k(φ) = ρ−1

(n)(k)φ ⇔ Lz(φ) = − in
2
φ}.

The sets Ωr(S3)ρ(n)
are C∞(S2)-bimodule. The horizontal ρ(n)(U(1))-equivariant r-forms are given as:

(2.43) L(r)
n = {φ ∈ Ωr(S3)ρ(n)

: iLz
(φ) = 0}

for r > 0: one obviously has L
(3)
n = ∅, while

(2.44) L(0)
n = Ω0(S3)ρ(n)

= {φ ∈ C∞(S3) : ř∗k(φ) = φ ⇔ Lz(φ) = −(in/2)φ}.

With Γ(r)(S2, En) the set of En-valued r-forms defined on S2, the isomorphisms in (2.2) can be written
as isomorphisms of C∞(S2)-bimodule

(2.45) Γ(r)(S2, En) ≃ L(r)
n .

They formalise the equivalence between r-form valued sections on each line bundle En and ρ(n)(U(1))-
equivariant horizontal r-forms of the principal Hopf bundle. This equivalence can be described – as in
[29] – using the local trivialisation (2.40). A global, algebraic description of them, naturally conceived for
the generalisation to the non commutative setting, is in [23], and it is based on the Serre-Swan theorem1.

Given n ∈ Z, consider an element
∣

∣

∣Ψ̃(n)
〉

∈ C∞(S3)|n|+1 whose components are given by:

n ≥ 0 :
∣

∣

∣Ψ̃(n)
〉

µ
=

√

(

n
µ

)

v̄µūn−µ ∈ L(0)
n ,

n ≤ 0 :
∣

∣

∣
Ψ̃(n)

〉

µ
=

√

(

|n|
µ

)

v|n|−µuµ ∈ L(0)
n(2.46)

with µ = 0, . . . |n|. Recalling the binomial expansion it is easy to compute that:

n ≥ 0 :
〈

Ψ̃(n), Ψ̃(n)
〉

=

n
∑

µ=0

(

n
µ

)

un−µvµv̄µūn−µ = (ūu+ v̄v)n = 1,

n ≤ 0 :
〈

Ψ̃(n), Ψ̃(n)
〉

=

|n|
∑

µ=0

(

|n|
µ

)

ūµv̄|n|−µv|n|−µuµ = (ūu+ v̄v)n = 1.(2.47)

The ket-bra element p̃(n) =
∣

∣

∣
Ψ̃(n)

〉〈

Ψ̃(n)
∣

∣

∣
∈ M|n|+1(C∞(S2)) is then a projector in the free finitely

generated module C∞(S2)|n|+1, as it satisfies the identities (p̃(n))† = p̃(n), (p̃(n))2 = p̃(n). The matrix

1The theorem of Serre and Swan [34] constructs a complete equivalence between the category of (smooth) vector
bundles over a (smooth) compact manifold M and bundle maps, and the category of finite projective modules over the
commutative algebra C(M) of (smooth) functions over M and module morphisms. The space Γ(M, E) of (smooth) sections
of a vector bundle πE : E → M over a compact manifold M is a finite projective module over the commutative algebra
C(M) and every finite projective C(M)-module can be realised as a module of sections of a vector bundle over M.
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elements of the projectors are given by p̃
(n)
µν =

∣

∣

∣
Ψ̃(n)

〉

µ

〈

Ψ̃(n)
∣

∣

∣

ν
: each projector p̃(n) has rank 1, because

its trace is the constant unit function given by

(2.48) tr p̃(n) =

|n|
∑

µ=0

∣

∣

∣Ψ̃(n)
〉

µ

〈

Ψ̃(n)
∣

∣

∣

µ
= 1.

Consider the set of ρ(n)(U(1))-equivariant map L
(0)
n as a left module over C∞(S2) ⊂ C∞(S3): any

equivariant map φ ∈ L
(0)
n can be written in terms of an element 〈f | ∈ C∞(S2)|n|+1 as

φf =
〈

f, Ψ̃(n)
〉

=

|n|
∑

µ=0

〈f |µ
∣

∣

∣Ψ̃(n)
〉

µ
.

Given the set Γ(0)(S2, En) of sections of each associated line bundle En, the equivalence with the set L
(0)
n

of ρ(n)(U(1))-equivariant maps of the Hopf bundle is formalised via an isomorphism between C∞(S2)-left
modules, represented by:

Γ(0)(S2, En) ↔ L(0)
n

〈σf | = 〈f | p̃(n) ↔
〈

f, Ψ̃(n)
〉

〈σf | = φf

〈

Ψ̃(n)
∣

∣

∣
↔ φf =

〈

σf , Ψ̃
(n)
〉

(2.49)

for any 〈f | ∈ C∞(S2)|n|+1. Since from this definition it is 〈σf | p̃(n) = 〈σf |, this isomorphism enables to

recover 〈σf | ∈ Γ(0)(S2, En) ≃ C∞(S2)|n|+1p̃(n). An explicit computation from (2.11) and (2.21) gives:

Lz(ω̃+) = iω̃+ ⇒ ω̃+ ∈ L
(1)
−2;

Lz(ω̃−) = −iω̃− ⇒ ω̃− ∈ L
(1)
2 ,(2.50)

so that for any n ∈ Z the set of ρ(n)(U(1))-equivariant horizontal 1-forms of the Hopf bundle is

(2.51) L(1)
n = {φ = φ′ω̃− + φ′′ω̃+ : φ′ ∈ L

(0)
n−2 andφ

′′ ∈ L
(0)
n+2}.

For n = 0 one also recovers from (2.3) the equivalence L
(1)
0 ≃ Ω1(S2), so to have the C∞(S2)-bimodule

identification L
(1)
n ≃ Ω1(S2)⊗C∞(S2) L

(0)
n . For r = 1 the isomorphism in (2.45) can be written as:

Γ(1)(S2, En) ≃ Ω1(S2)|n|+1 · p̃(n) ↔ L(1)
n ≃ Ω1(S2)⊗C∞(S2) L

(0)
n ,

〈σ| = φ
〈

Ψ̃(n)
∣

∣

∣ ↔ φ =
〈

σ, Ψ̃(n)
〉

.(2.52)

Given any φ ∈ L
(1)
n , set 〈σ| = φ

〈

Ψ̃(n)
∣

∣

∣ ∈ Ω1(S2)|n|+1, so to have 〈σ| = 〈σ| p̃(n). To write the inverse

mapping, consider 〈σ| ∈ Ω1(S2)|n|+1p̃(n) with components 〈σ|µ ∈ Ω1(S2) in the bra-vector notation,

satisfying 〈σ|µ p̃
(n)
µν = 〈σ|ν . Define φ =

〈

σ, Ψ̃(n)
〉

: it is then straightforward to recover that φ ∈ L
(1)
n and

that 〈σ|µ = φ
〈

Ψ̃(n)
∣

∣

∣

µ
.

The same path can be followed to analyse the higher order forms. One has Lz(ω̃− ∧ ω̃+) = 0, so the
C∞(S2)-bimodule of horizontal ρ(n)(U(1))-equivariant 2-forms of the Hopf bundle is given by

(2.53) L(2)
n = {φ = φ′′′ω̃− ∧ ω̃+ : φ′′′ ∈ L(0)

n } ≃ Ω2(S2)⊗C∞(S2) L
(0)
n

for any n ∈ Z. It is clear that for r = 2 the isomorphism in (2.45) can be written as:

Γ(2)(S2, En) ≃ Ω2(S2)|n|+1 · p̃(n) ↔ L(2)
n ≃ Ω2(S2)⊗C∞(S2) L

(0)
n ,

〈σ| = φ
〈

Ψ̃(n)
∣

∣

∣ ↔ φ =
〈

σ, Ψ̃(n)
〉

.(2.54)

The most natural choice of a connection, compatible with the local trivialisation, is given via the
definition, as a C-valued connection 1-form, of

(2.55) ω =
i

2
ω̃z = (u∗du + v∗dv).
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It globally – i.e. trivialisation independent – selects the horizontal part of the tangent space as the left
C∞(S3)-module H(ω)(S3) ⊂ X(S3) = {L±} since ω(L±) = 0. On the basis of left invariant vector fields

the horizontal projection acts as L
(ω)
± = L±, L

(ω)
z = 0.

2.4. A Laplacian operator on the base manifold S2. The canonical isomorphism expressed in
(2.3) allows to recover the exterior algebra Ω(S2) on the basis of the Hopf bundle as the set of horizontal
forms in Ω(S3) which are also invariant for the right principal action of the gauge group U(1). Recalling
the definition of the C∞(S2)-bimodules of ρ(n)(U(1))-equivariant forms given in (2.51) and (2.53), it is
possible to identify

Ω0(S2) = C∞(S2) ≃ L
(0)
0 ;

Ω1(S2) ≃ L
(1)
0 = {φ = φ′ω̃− + φ′′ω̃+ : φ′ ∈ L

(0)
−2, φ

′′ ∈ L
(0)
2 };

Ω2(S2) ≃ L
(2)
0 = {fω̃− ∧ ω̃+ : f ∈ L

(0)
0 = C∞(S2)},(2.56)

where all such identifications are C∞(S2)-bimodule isomorphisms.
On the basis manifold S2 ≃ SU(2)/U(1) = π(SU(2)), whose trivialisation is given in (2.40), consider

the metric

(2.57) ǧ = 2α (ω̃− ⊗ ω̃+ + ω̃+ ⊗ ω̃−)

and its associated volume θ̌ = α ω̃x ∧ ω̃y = 2iα ω̃− ∧ ω̃+ = iLz
θ in terms of the volume on the group

manifold S3. The corresponding Hodge duality is the C∞(S2)-linear map ⋆ : Ωk(S2) → Ω2−k(S2) given
by:

(2.58)
⋆(θ̌) = 1, ⋆(1) = θ̌,
⋆(φ′′ω̃+) = iφ′′ω̃+, ⋆(φ′ω̃−) = −iφ′ω̃−,

with φ′ ∈ L
(0)
−2 and φ′′ ∈ L

(0)
2 . The Laplacian operator on S2 can be now evaluated:

(2.59) �S2f = ⋆d ⋆ df =
1

2α
(L+L− + L−L+)f.

It corresponds to the action of the Laplacian �S3 (2.28) on the subalgebra algebra C∞(S2) ⊂ C∞(S3).

Remark 2.1. Given the Hodge duality (2.58), the expression (2.31) defines a bilinear symmetric tensor
〈 , 〉S2 : Ωk(S2)× Ωk(S2) → C∞(S2) (with k = 0, 1, 2):

(2.60) 〈ξ, ξ′〉S2 θ̌ = ξ ∧ (⋆ξ′),

for any ξ, ξ′ ∈ Ωk(S2). Its non zero terms are given by:

〈1, 1〉S2 = 1;

〈φ′ω̃−, φ
′′ω̃+〉S2 = 〈φ′′ω̃+, φ

′ω̃−〉S2 = φ′φ′′/2α;
〈

θ̌, θ̌
〉

S2 = 1 :(2.61)

such a tensor coincides with the restriction to the exterior algebra Ω(S2) of the analogue tensor 〈 , 〉S3 .
The expression

(2.62) 〈ξ, ξ′〉∼S2 θ̌ = ξ′∗ ∧ (⋆ξ),

with again ξ, ξ′ ∈ Ωk(S2), defines a bilinear map on Ω(S2), which coincides with the restriction of the
bilinear map 〈 , 〉∼S3 to Ω(S2):

〈1, 1〉∼S2 = 1;

〈φ′ω̃−, ψ
′ω̃−〉∼S2 =

1

2α
ψ′∗φ′ = 〈φ′ω̃−, ψ

′ω̃−〉∼S3 ,

〈φ′′ω̃+, ψ
′′ω̃+〉∼S2 =

1

2α
ψ′∗φ′ = 〈φ′′ω̃+, ψ

′′ω̃+〉∼S3 ;
〈

θ̌, θ̌
〉∼

S2 = 1 = 〈2iα ω̃− ∧ ω̃+, 2iα ω̃− ∧ ω̃+〉∼S3(2.63)

for any φ′, ψ′ ∈ L
(0)
−2 and φ′′, ψ′′ ∈ L

(0)
2 .
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Remark 2.2. Introducing from the volume form θ̌ an integral
∫

θ̌
: Ω2(S2) 7→ C with the normalisation

∫

θ̌
θ = 1, the bilinear maps in (2.60) and (2.62) give on the exterior algebra Ω(S2) a symmetric scalar

product and a hermitian inner product, setting:

(ξ; ξ′)S2 =

∫

θ̌

ξ ∧ (⋆ξ′),(2.64)

(ξ; ξ′)∼S2 =

∫

θ̌

ξ′∗ ∧ (⋆ξ).(2.65)

It is clear that they coincide with the restrictions to Ω(S2) of respectively (2.34) and (2.35).

3. The quantum principal Hopf bundle

This section describes a quantum formulation of a Hopf bundle. It starts with a description of the
algebraic approach to the theory of differential calculi on Hopf algebras coming from [38, 21] and then
algebraically presents the geometric structures of a principal bundle.

3.1. Algebraic approach to the theory of differential calculi on Hopf algebras. The first
order differential forms on the smooth group manifold SU(2) ≃ S3 have been presented as elements in
the space X∗(S3), or more properly as sections of the cotangent bundle T ∗(S3). The set Ω1(S3) ≃ X∗(S3)
of 1-forms is a bimodule over C∞(S3), with the exterior derivative d satisfying the basic Leibniz rule
d(ff ′) = (df)f ′+fdf ′ for any f, f ′ ∈ C∞(S3). Moreover, being S3 a compact manifold, any differential
form θ ∈ Ω1(S3) is necessarily of the form θ = fkdf

′
k (with k ∈ N).

In an algebraic setting, these properties are a definition. Given a C-algebra with a unit A and Ω a
bimodule over A with a linear map d : A → Ω, (Ω, d) is defined a first order differential calculus over A
if d(ff ′) = (df)f ′ + fdf ′ for any f, f ′ ∈ A and if any element θ ∈ Ω can be written as θ =

∑

k fkdf
′
k

with fk, f
′
k ∈ A.

For a C-algebra with unit A, any first order differential calculus (Ω1(A), d) on A can be obtained
from the universal calculus (Ω1(A)un, δ). The space of universal 1-forms is the submodule of A ⊗ A
given by Ω1(A)un = ker(m : A ⊗ A → A), with m(a ⊗ b) = ab the multiplication map. The universal
differential δ : A → Ω1(A)un is δa = 1⊗ a− a⊗ 1. If N is any sub-bimodule of Ω1(A)un with projection
πN : Ω1(A)un → Ω1(A) = Ω1(A)un/N , then (Ω1(A), d), with d := πN ◦ δ, is a first order differential
calculus over A and any such a calculus can be obtained in this way. The projection πN : Ω1(A)un →
Ω1(A) is πN (

∑

i ai ⊗ bi) =
∑

i aidbi with associated subbimodule N = kerπ.
The concept of action of a group on a manifold is algebraically dualised via the notion of coaction

of a Hopf algebra H on an algebra A: if the algebra A is covariant for the coaction of a quantum
group H = (H,∆, ε, S), one has a notion of covariant calculi on A as well, thus translating the idea of
invariance of the differential calculus on a manifold for the action of a group. Then, let A be a (right,
say) H-comodule algebra, with a right coaction ∆R : A → A ⊗ H which is also an algebra map. In
order to state the covariance of the calculus (Ω1(A), d) one needs to extend the coaction of H. A map

∆
(1)
R : Ω1(A) → Ω1(A)⊗H is defined by the requirement

∆
(1)
R (df) = (d⊗ id)∆R(f)

and bimodule structure governed by

∆
(1)
R (fdf ′) = ∆R(f)∆

(1)
R (df ′),

∆
(1)
R ((df)f ′) = ∆

(1)
R (df)∆R(f

′).

The calculus is said to be right covariant if it happens that

(id⊗∆)∆
(1)
R = (∆

(1)
R ⊗ id)∆

(1)
R

and

(id⊗ε)∆(1)
R = 1.

A calculus is right covariant if and only if for the corresponding bimodule N it is verified that ∆
(1)
R (N ) ⊂

N ⊗H, where ∆
(1)
R is defined on N by formulæ as above with the universal derivation δ replacing the

derivation d:

(3.1) ∆
(1)
R (δf) = (δ ⊗ id)∆R(f).
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Differential calculi on a quantum group H = (H,∆, ε, S) were studied in [38]. As a quantum group
consider a Hopf ∗-algebra with an invertible antipode: the coproduct ∆ : H → H⊗H defines both a
right and a left coaction of H on itself:

∆
(1)
R (dh) = (d⊗ 1)∆(h),

∆
(1)
L (dh) = (1⊗ d)∆(h).(3.2)

Right and left covariant calculi on H will be defined as before. Right covariance of the calculus implies
that Ω1(H) has a module basis {ηa} of right invariant 1-forms, that is 1-forms for which

∆
(1)
R (ηa) = ηa ⊗ 1,

and left covariance of a calculus similarly implies that Ω1(H) has a module basis {ωa} of left invariant

1-forms, that is 1-forms for which ∆
(1)
L (ωa) = 1 ⊗ ωa. In addition one has the notion of a bicovariant

calculus, namely a both left and right covariant calculus, satisfying the compatibility condition:

(id⊗∆
(1)
R ) ◦∆(1)

L = (∆
(1)
L ⊗ id) ◦∆(1)

R .

Given the bijection

(3.3) r : H⊗H → H⊗H, r(h⊗ h′) = (h⊗ 1)∆(h′),

one proves that r(Ω1(H)un) = H ⊗ ker ε. Then, if Q ⊂ ker ε is a right ideal of ker ε, the inverse
image NQ = r−1(H ⊗Q) is a sub-bimodule contained in Ω1(H)un. The differential calculus defined by
such a bimodule, Ω1(H) := Ω1(H)un/NQ, is left-covariant, and any left-covariant differential calculus
can be obtained in this way. Bicovariant calculi are in one to one correspondence with right ideals
Q ⊂ ker ε which are in addition stable under the right adjoint coaction Ad of H onto itself, that is
Ad(Q) ⊂ Q ⊗ H. Explicitly, one has Ad = (id⊗m) (τ ⊗ id) (S ⊗∆)∆, with τ the flip operator, or
Ad(h) = h(2)⊗

(

S(h(1))h(3)
)

using the Sweedler notation ∆h =: h(1)⊗h(2) with summation understood,
and higher numbers for iterated coproducts.

Given the ∗-structure on H, a first order differential calculus (Ω1(H), d) on H is called a ∗-calculus
if there exists an anti-linear involution ∗ : Ω1(H) → Ω1(H) such that (h1(dh)h2)

∗ = h∗2(d(h
∗))h∗1 for

any h, h1, h2 ∈ H. A left covariant first order differential calculus is [38] a ∗-calculus if and only if

(S(Q))∗ ∈ Q for any Q ∈ Q. In such a case the ∗-structure is also compatibe with the left coaction ∆
(1)
L

of H on Ω1(H): ∆
(1)
L (dh∗) = (∆(1)(dh))∗.

The ideal Q also determines the tangent space of the calculus. This is the complex vector space of
elements {Xa} in H′ defined by

XQ := {X ∈ H′ : X(1) = 0, X(Q) = 0, ∀Q ∈ Q},
whose dimension, which coincides with the dimension of the calculus, is given by dim XQ = dim(ker εH/Q).
If the vector space XQ is finite dimensional, then [21] its elements Xa belong to the dual Hopf algebra
Ho ⊂ H′. Given an infinite dimensional Hopf ∗-algebra H and the set H′ of its linear functionals, the
set H′ ⊗H′ is a linear subspace of (H⊗H)′ obtained via the identification X ⊗ Y ∈ H′ ⊗H′ with the
linear functional on H ⊗H determined by (X ⊗ Y )(h1 ⊗ h2) = X(h1)Y (h2). For any X ∈ H′ consider
∆X as the element in (H ⊗H)′ defined by ∆X(h1 ⊗ h2) = X(h1h2). The space Ho ⊂ H′ denotes the
set of linear functionals X ∈ H′ for which ∆X ∈ H′ ⊗H′, i.e. there exist functionals {Ya}, {Zb} ∈ H′

– with a, b = 1, . . . , r; r ∈ N – such that

X(h1h2) =

r
∑

i=1

Yi(h1)Zi(h2) ⇔ ∆X =

r
∑

i=1

Yi ⊗ Zi.

Dualising the structure maps from H to H′ via:

X1X2(h) = X1(h(1))X2(h(2)),

εH′(X) = X(1),

(SH′(X))(h) = X(S(h)),

1H′(h) = ε(h),

X∗(h) = X(S(h)∗)(3.4)

for any X,X1, X2 ∈ H′ and h, h1, h2 ∈ H, the dual Ho is proved to be the largest Hopf ∗-subalgebra
contained in H′. The presence of a ∗-structure on a first order left-covariant differential calculus can
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be translated into a condition on the quantum tangent space: (Ω1(H), d) is a left-covariant differential
calculus if and only if X ∗

Q ⊂ XQ with H′ endowed by the complex structure in (3.4).
The exterior derivative can be written as:

(3.5) dh :=
∑

a
(Xa ⊲ h) ωa,

in terms of the canonical left and right H′-module algebra structure on H given by [37]:

X ⊲ h := h(1)(X(h(2))),

h ⊳ X := X(h(1))h(2).(3.6)

Left and right actions mutually commute:

(X1 ⊲ h) ⊳ X2 = X1 ⊲ (h ⊳ X2),

and the ∗-structures are compatible with both actions:

X⊲h∗ = ((S(X))∗⊲h)∗,

h∗⊳X = (h⊳(S(X))∗)∗, ∀X ∈ Ho, h ∈ H.
Given the two Hopf ∗-algebras H = (H,∆, ε, S) and U = (U ,∆U , εU , SU), they can be dually paired.
This duality is expressed by the existence of a bilinear map 〈 , 〉 : U ×H → C such that:

〈∆U (U), h1 ⊗ h2〉 = 〈U, h1h2〉 ,
〈U1U2, h〉 = 〈U1 ⊗ U2,∆(h)〉 ,
〈U, 1〉 = εU (U),

〈1, h〉 = ε(h)(3.7)

for any Ua ∈ U(H) and hb ∈ H. The pairing is also required to be compatible with ∗-structures:
〈U∗, h〉 = 〈U, (S(h))∗〉,
〈U, h∗〉 = 〈(SU (U))∗, h〉.(3.8)

Such a dual pairing has the property that 〈SU(U), h〉 = 〈U, S(h)〉. A dual pairing can be defined on
the generators and then extended to the whole algebras following the relations (3.7): it is called non
degenerate if the condition 〈U, h〉 = 0 for any h ∈ H implies U = 0, and if 〈U, h〉 = 0 for any U ∈ U
implies h = 0.

It comes from this analysis out that via a non degenerate dual pairing between the two Hopf algebras
H and U , it is possible to regard U as a Hopf ∗-subalgebra of Ho, and H as a Hopf ∗-subalgebra of Uo,
after the identifications U(h) = h(U) = 〈U, h〉 for any U ∈ U and h ∈ H. A further comparison among
relations (3.4) and (3.7) shows that H and Ho are dually paired in a natural way, with a pairing which
is non degenerate if Ho separates the points in H.

The derivation nature of elements in XQ is expressed by their coproduct,

∆(Xa) = 1⊗Xa +
∑

b
Xb ⊗ fba,

with the elements fab ∈ Ho having specific properties [38]:

∆(fab) = fac ⊗ fcb,

ε(fab) = δab,

S(fab)fbc = fabS(fbc) = δac.

These elements also control the commutation relation between the basis 1-forms and elements of H:

ωah =
∑

b
(fab ⊲ h)ωb,

hωa =
∑

b
ωb
(

(S−1(fab)) ⊲ h
)

for h ∈ H.
For a left covariant differential calculus, the elements Xa ∈ XQ play the role which is classically played by
the vectors tangent to a Lie group manifold at the group identity: the first of equations (3.6) transforms
them into the analogue of left invariant derivations on the Hopf algebra of functions on the group. Their
dual forms ωa play the role of the left invariant one forms. For a bicovariant differential calculus it is
possible to define a basis of the bimodule of 1-forms which are right invariant. The right coaction of H
on Ω1(H) defines a matrix:

(3.9) ∆
(1)
R (ωa) = ωb ⊗ Jba
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where Jab ∈ H. This matrix is invertible, since S(Jab)Jbc = δac and JabS(Jbc) = δac; it satisfies the
properties ∆(Jab) = Jac ⊗ Jcb, ε(Jab) = δab and can be used to define a set of 1-forms:

(3.10) ηa = ωbS(Jba) ⇔ ηaJab = ωb

which are right invariant:

(3.11) ∆
(1)
R (ηa) = ηa ⊗ 1.

On the basis of right invariant 1-forms, the exterior derivative operator acquires the form:

(3.12) dh = ηa(h ⊳ Ya)

where Ya = −S−1(Xa) are the analogue of the derivations associated to right invariant vector fields.
Equation (2.24) is then represented, in an algebraic approach to the theory of differential calculi, by
(3.5) and (3.12). The derivation nature of Ya as well as the commutation relation between the basis of
right invariant 1-forms and elements of H are ruled by the same elements fab ∈ U(H) [2]:

∆(Ya) = Ya ⊗ 1 +
∑

b
S−1(fba)⊗ Yb

ηah = (h ⊳ S−2(fab))ηb,

hηa = ηb(h ⊳ (S
−1(fab)).

3.2. Quantum principal bundles. An algebraic formalisation of the geometric structures of a
principal bundle has been introduced in [6] and refined in [7]. A slightly different formulation of such a
structure is in [12, 13]; an interesting comparison between the two approaches is in [14].

Following [6], consider as a total space an algebra P (with multiplication m : P ⊗ P → P) and as
structure group a Hopf algebraH. Thus P is a rightH-comodule algebra with coaction ∆R : P → P⊗H.
The subalgebra of the right coinvariant elements, B = PH = {p ∈ P : ∆Rp = p⊗ 1}, is the base space
of the bundle. At the ‘topological level’ the principality of the bundle is the requirement of exactness of
the sequence:

(3.13) 0 → P
(

Ω1(B)un
)

P → Ω1(P)un
χ→ P ⊗ ker εH → 0

with Ω1(P)un and Ω1(B)un the universal calculi and the map χ defined by

(3.14) χ : P ⊗ P → P ⊗H, χ := (m⊗ id) (id⊗∆R) ,

or χ(p′⊗p) = p′∆R(p). The exactness of this sequence is equivalent to the requirement that the analogous
‘canonical map’ P⊗BP → P⊗H (defined as the formula above) is an isomorphism. This is the definition
that the inclusion B →֒ P be a Hopf-Galois extension [33].

Remark 3.1. The surjectivity of the map χ appears as the dual translation of the classical condition that
the action of the structure group on the total space of the principal bundle is free. In the classical setting
described in section 2, given the principal bundle (P ,K, [M], π), the condition that the right principal
action rk is free can be written as the injectivity of the map:

P ×G → P ×M P, (p, k) 7→ (p, rk(p)),

whose dualisation is the condition of the surjectivity of the map χ.

With differential calculi on both the total algebra P and the structure Hopf algebra H one needs
compatibility conditions that eventually lead to an exact sequence like in (3.13) with the calculi at hand
replacing the universal ones. Then, let

(

Ω1(P), d
)

be a H-covariant differential calculus on P given via

the subbimodule NP ∈
(

Ω1(P)un
)

, and
(

Ω1(H), d
)

a bicovariant differential calculus on H given via the
Ad-invariant right ideal QH ∈ ker εH. In order to extend the coaction ∆R of H on P to a coaction of H
on Ω1(P), one requires ∆R(NP ) ⊂ NP ⊗H. The coaction ∆R of H on NP ⊂ P ⊗ P is understood as a
usual coaction of a Hopf algebra on a tensor product of its comodule algebras, i.e.

∆R = (id⊗ id⊗·) ◦ (id⊗τ id) ◦ (∆R ⊗∆R).

The condition ∆R(NP) ⊂ NP ⊗H is equivalent to the condition (3.1).
The compatibility of the calculi are then the requirements that χ(NP) ⊆ P ⊗QH and that the map

∼NP
: Ω1(P) → P ⊗ (ker εH/QH), defined by the diagram

(3.15)

Ω1(P)un
πN−→ Ω1(P)

↓ χ ↓∼NP

P ⊗ ker εH
id⊗πQH−→ P ⊗ (ker εH/QH)
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(with πN and πQH
the natural projections) is surjective and has kernel

(3.16) ker ∼NP
= PΩ1(B)P =: Ω1

hor(P).

Here Ω1(B) = BdB is the space of nonuniversal 1-forms on B associated to the bimodule NB := NP ∩
Ω1(B)un. These conditions ensure the exactness of the sequence:

(3.17) 0 → PΩ1(B)P → Ω1(P)
∼NP−→ P ⊗ (ker εH/QH) → 0.

The condition χ(NP ) ⊆ P ⊗ QH is needed to have a well defined map ∼NP
: with all conditions for

a quantum principal bundle (P ,B,H;NP ,QH) satisfied, this inclusion implies the equality χ(NP ) =
P ⊗ QH. Moreover, if (P ,B,H) is a quantum principal bundle with the universal calculi, the equality
χ(NP) = P ⊗QH ensures that (P ,B,H;NP ,QH) is a quantum principal bundle with the corresponding
nonuniversal calculi.

Elements in the quantum tangent space XQH
(H) giving the calculus on the structure quantum group

H act on ker εH/QH via the pairing 〈·, ·〉 between Ho and H. Then, with each ξ ∈ XQH
(H) one defines

a map

(3.18) ξ̃ : Ω1(P) → P , ξ̃ := (id⊗ξ) ◦ (∼NP
)

and declare a 1-form ω ∈ Ω1(P) to be horizontal iff ξ̃ (ω) = 0, for all elements ξ ∈ XQH
(H). The

collection of horizontal 1-forms is easily seen to coincide with Ω1
hor(P) in (3.16).

3.3. A topological quantum Hopf bundle. As a step toward a quantum formulation of the
classical Hopf bundle π : S3 → S2 this section will describe, following [24], a topological U(1)-bundle [6]
over the standard Podleś sphere S2q [30], with total space the manifold of the quantum group SUq(2).

3.3.1. The algebras. The coordinate algebraA(SUq(2)) of the quantum group SUq(2) is the ∗-algebra
generated by a and c, with relations

ac = qca ac∗ = qc∗a cc∗ = c∗c,

a∗a+ c∗c = aa∗ + q2cc∗ = 1.(3.19)

The deformation parameter q ∈ R is taken in the interval 0 < q < 1, since for q > 1 one gets isomorphic
algebras; at q = 1 one recovers the commutative coordinate algebra on the group manifold SU(2). The
Hopf algebra structure for A(SUq(2)) is given by the coproduct:

∆

[

a −qc∗
c a∗

]

=

[

a −qc∗
c a∗

]

⊗
[

a −qc∗
c a∗

]

,

antipode:

S

[

a −qc∗
c a∗

]

=

[

a∗ c∗

−qc a

]

,

and counit:

ǫ

[

a −qc∗
c a∗

]

=

[

1 0
0 1

]

.

The quantum universal envelopping algebra Uq(su(2)) is the Hopf ∗-algebra generated as an algebra
by four elements K,K−1, E, F with KK−1 = 1 and subject to relations:

K±E = q±EK±,

K±F = q∓FK±,

[E,F ] =
K2 −K−2

q − q−1
.(3.20)

The ∗-structure is
K∗ = K, E∗ = F, F ∗ = E,

and the Hopf algebra structure is provided by coproduct:

∆(K±) = K± ⊗K±,

∆(E) = E ⊗K +K−1 ⊗ E,

∆(F ) = F ⊗K +K−1 ⊗ F ;

antipode:
S(K) = K−1, S(E) = −qE, S(F ) = −q−1F ;
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and a counit:

ε(K) = 1, ε(E) = ε(F ) = 0.

From the relations (3.20), the quadratic quantum Casimir element:

(3.21) Cq :=
qK2 − 2 + q−1K−2

(q − q−1)2
+ FE − 1

4

generates the centre of Uq(su(2)). The irreducible finite dimensional ∗-representations σJ of Uq(su(2))
(see e.g. [25]) are labelled by nonnegative half-integers J ∈ 1

2N (the spin); they are given by2

σJ (K) |J,m〉 = qm |J,m〉 ,
σJ (E) |J,m〉 =

√

[J −m][J +m+ 1] |J,m+ 1〉 ,(3.23)

σJ (F ) |J,m〉 =
√

[J −m+ 1][J +m] |J,m− 1〉 ,
where the vectors |J,m〉, for m = J, J − 1, . . . ,−J + 1,−J , form an orthonormal basis for the (2J + 1)-
dimensional, irreducible Uq(su(2))-module VJ , and the brackets denote the q-number. Moreover, σJ is a
∗-representation of Uq(su(2)), with respect to the hermitian scalar product on VJ for which the vectors
|J,m〉 are orthonormal. In each representation VJ , the Casimir (3.21) is a multiple of the identity with
constant given by:

(3.24) C(J)
q = [J + 1

2 ]
2 − 1

4 .

The Hopf algebras Uq(su(2)) andA(SUq(2)) are dually paired. The bilinear mapping 〈·, ·〉 : Uq(su(2))×
A(SUq(2)) 7→ C compatible with the ∗-structures, is set on the generators by:

〈K, a〉 = q−1/2, 〈K−1, a〉 = q1/2,

〈K, a∗〉 = q1/2, 〈K−1, a∗〉 = q−1/2,

〈E, c〉 = 1, 〈F, c∗〉 = −q−1,(3.25)

with all other couples of generators pairing to 0. Since the deformation parameter q runs in the real
interval range ]0, 1[, this pairing is proved [21] to be non degenerate. The canonical left and right actions
of Uq(su(2)) on A(SUq(2)) can be recovered by:

(3.26)

K± ⊲ as = q∓
s
2 as F ⊲ as = 0 E ⊲ as = −q(3−s)/2[s]as−1c∗

K± ⊲ a∗s = q±
s
2 a∗s F ⊲ a∗s = q(1−s)/2[s]ca∗s−1 E ⊲ a∗s = 0

K± ⊲ cs = q∓
s
2 cs F ⊲ cs = 0 E ⊲ cs = q(1−s)/2[s]cs−1a∗

K± ⊲ c∗s = q±
s
2 c∗s F ⊲ c∗s = −q−(1+s)/2[s]ac∗s−1 E ⊲ c∗s = 0;

and:

(3.27)

as ⊳ K± = q∓
s
2 as as ⊳ F = q(s−1)/2[s]cas−1 as ⊳ E = 0

a∗s ⊳ K± = q±
s
2 a∗s a∗s ⊳ F = 0 a∗s ⊳ E = −q(3−s)/2[s]c∗a∗s−1

cs ⊳ K± = q±
s
2 cs cs ⊳ F = 0 cs ⊳ E = q(s−1)/2[s]cs−1a

c∗s ⊳ K± = q∓
s
2 c∗s c∗s ⊳ F = −q(s−3)/2[s]a∗c∗s−1 c∗s ⊳ E = 0.

Denote A(U(1)) := C[z, z∗]
/

< zz∗ − 1 >; the map π : A(SUq(2)) → A(U(1)),

(3.28) π

[

a −qc∗
c a∗

]

=

[

z 0
0 z∗

]

is a surjective Hopf ∗-algebra homomorphism, so that A(U(1)) becomes a quantum subgroup of SUq(2)
with a right coaction,

(3.29) ∆R := (id⊗π) ◦∆ : A(SUq(2)) 7→ A(SUq(2))⊗A(U(1)).

2The ‘q-number’ is defined as:

(3.22) [x] = [x]q :=
qx − q−x

q − q−1
,

for q 6= 1 and any x ∈ R.
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The coinvariant elements for this coaction, elements b ∈ A(SUq(2)) for which ∆R(b) = b ⊗ 1, form a
subalgebra of A(SUq(2)) which is the coordinate algebra A(S2q) of the standard Podleś sphere S2q . From:

∆R(a) = a⊗ z,

∆R(a
∗) = a∗ ⊗ z∗,

∆R(c) = c⊗ z,

∆R(c
∗) = c∗ ⊗ z∗(3.30)

as a set of generators for A(S2q) one can choose:

(3.31) B− := −ac∗, B+ := qca∗, B0 :=
q2

1 + q2
− q2cc∗,

satisfying the relations3:

B−B0 = [
q2 − q4

1 + q2
B− + q2B0B−],

B+B0 = [
q2 − 1

q2 + 1
B+ + q−2B0B+],

B+B− = q
[

q−2B0 − (1 + q2)−1
] [

q−2B0 + (1 + q−2)−1
]

,

B−B+ = q
[

B0 + (1 + q2)−1
] [

B0 − (1 + q−2)−1
]

,

and ∗-structure:
(B0)

∗ = B0, (B+)
∗ = −qB−.

The sphere S2q is a quantum homogeneous space of SUq(2) and the coproduct of A(SUq(2)) restricts to

a left coaction of A(SUq(2)) on A(S2q) which on generators reads:

∆(B−) = a2 ⊗B− − (1 + q−2)B− ⊗B0 + c∗2 ⊗B+,

∆(B0) = q ac⊗B− + (1 + q−2)B0 ⊗B0 − c∗a∗ ⊗B+,

∆(B+) = q2 c2 ⊗B− + (1 + q−2)B+ ⊗B0 + a∗2 ⊗B+.

3.3.2. The associated line bundles. The left action of the group-like element K on A(SUq(2)) allows

[27] to give a vector basis decomposition A(SUq(2)) = ⊕n∈ZL(0)
n , where

(3.32) L(0)
n := {x ∈ A(SUq(2)) : K⊲x = qn/2x}.

In particular A(S2q) = L(0)
0 . One also has L(0)∗

n ⊂ L(0)
−n and L(0)

n L(0)
m ⊂ L(0)

n+m. Each L(0)
n is a bimodule

over A(S2q); relations (3.30) show that they can be equivalently characterised by the coaction ∆R of the
quantum subgroup A(U(1)) on A(SUq(2)):

(3.33) L(0)
n = {x ∈ A(SUq(2)) : ∆R(x) = x⊗ z−n}.

This equation appears as the natural quantum analogue of the classical relation (2.44), introducing

L(0)
n ⊂ A(SUq(2)) as A(S2q)-bimodule of co-equivariant elements with respect to the coaction (3.29) of

the gauge group algebra. The relation (3.32) can then be read as an infinitesimal version of that in

(3.33). The classical L
(0)
n are recovered as rank 1 projective left C∞(S2)-modules: the analogue property

in the quantum setting was shown in [31]. Each L(0)
n is isomorphic to a projective left A(S2q)-module

of rank 1. These projective left A(S2q)-modules give modules of equivariant maps or of sections of line

bundles over the quantum sphere S2q with winding numbers (monopole charge) −n. The corresponding

projections [8, 17] can be explicitly written. Given n ∈ Z, consider an element
∣

∣Ψ(n)
〉

∈ A(SUq(2))
|n|+1

whose components are:

n ≥ 0 :
∣

∣

∣Ψ(n)
〉

µ
=
√

βn,µ c
∗µa∗n−µ ∈ L(0)

n ,

where : βn,0 = 1; βn,µ = q2µ
∏µ−1

j=0

(

1− q−2(n−j)

1− q−2(j+1)

)

, µ = 1, . . . , n(3.34)

3I should like to thank T.Brzezinski, who noticed that the commutation relations among the generators Bj of the

algebra A(S2q) written in [24] are not correct.
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n ≤ 0 :
∣

∣

∣
Ψ(n)

〉

µ
=

√
αn,µ c

|n|−µaµ ∈ L(0)
n ,

where : αn,0 = 1; αn,µ =
∏|n|−µ−1

j=0

(

1− q2(|n|−j)

1− q2(j+1)

)

, µ = 1, . . . , |n|(3.35)

Using the commutation relations (3.19) and the explicit form of the coefficients in (3.34) and (3.35), it
is possible to compute that:

n ≥ 0 :
〈

Ψ(n),Ψ(n)
〉

=
∑n

µ=0
βn,µ a

n−µcµc∗µa∗n−µ = (aa∗ + q2cc∗)n = 1,

n ≤ 0 :
〈

Ψ(n),Ψ(n)
〉

=
∑|n|

µ=0
αn,µ a

∗µc∗|n|−µc|n|−µaµ = (a∗a+ c∗c)|n| = 1(3.36)

so that a projector p(n) ∈ M|n|+1(A(S2
q )) can be defined as:

(3.37) p(n) =
∣

∣

∣Ψ(n)
〉〈

Ψ(n)
∣

∣

∣

which is by construction an idempotent - (p(n))2 = p(n) - and selfadjoint operator - (p(n))† = p(n) - whose
entries are:

n ≥ 0 : p(n)µν =
√

βn,µβn,ν c
∗µa∗n−µan−νcν ∈ A(S2q),

n ≤ 0 : p̌(n)µν =
√
αn,µαn,ν c

|n|−µaµa∗νc∗|n|−ν ∈ A(S2q).(3.38)

The projections (3.37) play a central role in the description of the quantum Hopf bundle. As a
first application one can prove that the algebra inclusion A(S2q) →֒ A(SUq(2)) satisfies the topological
requirements for a quantum principal bundle, when both the algebras are equipped with the universal
calculus.

Proposition 3.2. The datum (A(SUq(2)),A(S2q),A(U(1))) is a quantum principal bundle.

Proof. The proof consists of showing the exactness of the sequence

0 → A(SUq(2))
(

Ω1(S2q)un
)

A(SUq(2)) → Ω1(SUq(2))un
χ−→ A(SUq(2))⊗ ker εU(1) → 0

or equivalently that the map χ : Ω1(SUq(2))un → A(SUq(2))⊗ker εU(1) defined as in (3.14) – and with the

A(U(1))-coaction on A(SUq(2)) given in (3.29) – is surjective. Given an element x ∈ L(0)
n ⊂ A(SUq(2)),

from (3.33) the map χ acts as:

(3.39) χ(δx) = χ(1 ⊗ x− x⊗ 1) = x⊗ (z−n − 1).

A generic element in A(SUq(2)) ⊗ ker εU(1) is of the form x ⊗ (zn − 1) with n ∈ Z and x ∈ A(SUq(2)).
To show surjectivity of χ the strategy is to show that 1 ⊗ (zn − 1) is in its image since left A(SUq(2))-
linearity of χ will give the general result: if γ ∈ Ω1(SUq(2))un is such that χ(γ) = 1 ⊗ (zn − 1), then
χ(xγ) = x (1⊗ (zn − 1)) = x ⊗ (zn − 1). Fixed now n ∈ Z, define an element γ in A(SUq(2)) as

γ =
〈

Ψ(−n), δΨ(−n)
〉

following (3.34) and (3.35). Since
∣

∣Ψ(−n)
〉

∈ L(0)
−n, one computes that:

χ(γ) = 1⊗ (zn − 1),

thus completing the proof. �

Next, it is possible to identify the spaces of equivariant maps L(0)
n – or equivalently of coequivariant

elements L(0)
n – with the left A(S2q)-modules of sections E(0)

n = (A(S2q))
|n|+1p(n). For this write any

element in the free module (A(S2q))
|n|+1 as 〈f | = (f0, f1, . . . , f|n|) with fµ ∈ A(S2q). This allows to write

equivariant maps as

φf :=
〈

f,Ψ(n)
〉

=
∑n

µ=0
fµ
√

βn,µ c
∗µa∗n−µ for n ≥ 0,

=
∑|n|

µ=0
fµ

√
αn,µ c

|n|−µaµ for n ≤ 0.

making it straightforward to establish the proposition, which generalises to the quantum setting the
equivalence (2.49):
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Proposition 3.3. Given n ∈ Z, let E(0)
n := (A(S2q))

|n|+1p(n). There is a left A(S2q)-modules isomor-
phism:

L(0)
n

≃−−→ E(0)
n , φf 7→ 〈σf | = φf

〈

Ψ(n)
∣

∣

∣ = 〈f | p(n),
with inverse

E(0)
n

≃−−→ L(0)
n , 〈σf | = 〈f | p(n) 7→ φf :=

〈

f,Ψ(n)
〉

.

3.3.3. A Peter-Weyl decomposition of A(SUq(2)). The aim of this section is to describe the known

decomposition of the modules L(0)
n into representation spaces under the action of Uq(su(2)) [21]. From

(3.32) one has a vector space decomposition A(SUq(2)) = ⊕n∈ZL(0)
n , with

(3.40) E⊲L(0)
n ⊂ L(0)

n+2, F⊲L(0)
n ⊂ L(0)

n−2.

On the other hand, commutativity of the left and right actions of Uq(su(2)) yields that
L(0)
n ⊳h ⊂ L(0)

n , ∀h ∈ Uq(su(2)).
It has already been shown in [31] that there is also a decomposition,

(3.41) L(0)
n :=

⊕

J=
|n|
2 ,

|n|
2 +1,

|n|
2 +2,···

V
(n)
J ,

with V
(n)
J the spin J-representation space (for the right action) of Uq(su(2)). Altogether it gives a

Peter-Weyl decomposition for A(SUq(2)) (already given in [37]).

More explicitly, the highest weight vector for each V
(n)
J in (3.41) is cJ−n/2a∗J+n/2:

K⊲(cJ−n/2a∗J+n/2) = qn/2(cJ−n/2a∗J+n/2),

(cJ−n/2a∗J+n/2)⊳K = qJ(cJ−n/2a∗J+n/2),

(cJ−n/2a∗J+n/2)⊳F = 0.(3.42)

Analogously, the lowest weight vector for each V
(n)
J in (3.41) is aJ−n/2c∗J+n/2:

K⊲(aJ−n/2c∗J+n/2) = qn/2(aJ−n/2c∗J+n/2),

(aJ−n/2c∗J+n/2)⊳K = q−J(aJ−n/2c∗J+n/2),

(aJ−n/2c∗J+n/2)⊳E = 0.

The elements of the vector spaces V
(n)
J can be obtained by acting on the highest weight vectors with the

lowering operator ⊳E, since clearly
(

cJ−n/2a∗J+n/2
)

⊳E ∈ L(0)
n , or explicitly,

K⊲
[(

cJ−n/2a∗J+n/2
)

⊳E
]

= qn/2
[(

cJ−n/2a∗J+n/2
)

⊳E
]

.

To be definite, consider n ≥ 0. The first admissible J is J = n/2; the highest weight element is a∗n and

the vector space V
(n)
n/2 is spanned by {a∗n⊳El} with l = 0, . . . , n+1: V

(n)
n/2 = span{a∗n, c∗a∗n−1, . . . , c∗n}.

Keeping n fixed, the other admissible values of J are J = s+ n/2 with s ∈ N. The vector spaces V
(n)
s+n/2

are spanned by {csa∗s+n⊳El} with l = 0, . . . , 2s+n+1. Analogous considerations are valid when n ≤ 0.
In this cases, the admissible values of J are J = s + |n| /2 = s − n/2, the highest weight vector in

V
(n)
s−n/2 is the element cs−na∗s, and a basis is given by the action of the lowering operator ⊳E, that is

V
(n)
s−n/2 = span{(cs−na∗s) ⊳El, l = 0, . . . , 2s− n+ 1}.

From (3.40) one has that the left action F⊲ maps L(0)
n to L(0)

n−2. If p ≥ 0, the element a∗p is the

highest weight vector in V
(p)
p/2 and one has that F⊲a∗p ∝ ca∗p−1. The element ca∗p−1 is the highest weight

vector in V
(p−2)
p/2 since one finds that (ca∗p−1)⊳F = 0 and (ca∗p−1)⊳K = qp/2(ca∗p−1). In the same vein,

the elements F t⊲a∗p ∝ cta∗p−t are the highest weight elements in V
(p−2t)
p/2 ⊂ L(0)

p−2t, t = 0, . . . , p. Once

again, a complete basis of each subspace V
(p−2t)
p/2 is obtained by the right action of the lowering operator

⊳E.
With these considerations, the algebra A(SUq(2)) can be partitioned into finite dimensional blocks

which are the analogues of the Wigner D-functions [36] for the group SU(2). To illustrate the meaning

of this partition, start with the element a∗, the highest weight vector of the space V
(1)
1/2 . Representing
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the left action of F⊲ with a horizontal arrow and the right action of ⊳E with a vertical one, yields the
box

a∗ → c
↓ ↓

−qc∗ → a
,

where the first column is a basis of the subspace V
(1)
1/2 , while the second column is a basis of the subspace

V
(−1)
1/2 . Starting from a∗2 – the highest weight vector of V

(2)
1 – one gets:

a∗2 → q−1/2 [2] ca∗ → [2] c2

↓ ↓ ↓
−q1/2 [2] c∗a∗ → [2] (aa∗ − cc∗) → [2]2 q1/2ca

↓ ↓ ↓
q2 [2] c∗2 → −q1/2 [2]2 ac∗ → [2]

2
a2

.

The three columns of this box are bases for the subspaces V
(2)
1 , V

(0)
1 ,V

(−2)
1 , respectively. The recursive

structure is clear. For a positive integer p, one has a box Wp made up of (p+ 1) × (p+ 1) elements.
Without explicitly computing the coefficients, one gets:

a∗p → ca∗p−1 → . . . → cta∗p−t → . . . → cp

↓ ↓ . . . ↓ . . . ↓
c∗a∗p−1 → . . . → . . . → . . . → . . . → acp−1

↓ ↓ . . . ↓ . . . ↓
. . . → . . . → . . . → . . . → . . . → . . .
↓ ↓ . . . ↓ . . . ↓

c∗sa∗p−s → . . . → . . . → . . . → . . . → ascp−s

↓ ↓ . . . ↓ . . . ↓
. . . → . . . → . . . → . . . → . . . → . . .
↓ ↓ . . . ↓ . . . ↓
c∗p → ac∗p−1 → . . . → atc∗p−t → . . . → ap

.

The space Wp is the direct sum of representation spaces for the right action of Uq(su(2)),

Wp = ⊕pt=0V
(p−2t)
p/2 ,

and on each Wp the quantum Casimir Cq acts is the same manner from both the right and the left,

with eigenvalue (3.24), that is Cq⊲wp = wp⊳Cq =
(

[p+1
2 ]2 − 1

4

)

wp, for all wp ∈ Wp. The Peter-Weyl
decomposition for the algebra A(SUq(2)) is given as

A(SUq(2)) = ⊕p∈NWp = ⊕p∈N

(

⊕pt=0V
(p−2t)
p/2

)

.

A compatible basis with this decomposition is given by elements

(3.43) wp:t,r := F t⊲a∗p⊳Er ∈ Wp

for t, r = 0, 1 . . . , p. In order to get elements in the Podleś sphere subalgebra A(S2q) ≃ L(0)
0 out of a

highest weight vector a∗p we need p = 2l to be even and left action of F l: F l⊲a∗2l ∝ cla∗l ∈ A(S2q).
Then, the right action of E yields a spherical harmonic decomposition,

(3.44) A(S2q) = ⊕l∈NV
(0)
l ,

with a basis of V
(0)
l given by the vectors F l⊲a∗2l⊳Er, for r = 0, 1, . . . , 2l.

3.4. A quantum Hopf bundle with non-universal differential calculi. Once described how
the inclusion A(S2q) →֒ A(SUq(2)) has the structure of a topological quantum principal bundle, the aim

of this section is to describe non-universal differential calculi on the algebras A(SUq(2)),A(S2q),A(U(1)),
and to show that these are compatible [6, 7].
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3.4.1. The left-covariant 3D calculus on SUq(2). The first differential calculus defined on the quan-
tum group SUq(2) is the left-covariant one developed in [37]. It is three dimensional with corresponding
ideal QSUq(2) ⊂ ker εSUq(2) generated by the 6 elements {a∗+q2a−(1+q2); c2; c∗c; c∗2; (a−1)c; (a−1)c∗}.
Its quantum tangent space turns out to be, in terms of the non degenerate pairing (3.25), the vector
space over the complex XSUq(2) ⊂ Uq(su(2)), whose basis is

X− = q−1/2FK,

X+ = q1/2EK,

Xz =
1−K4

1− q−2
;(3.45)

their coproducts result:

∆Xz = 1⊗Xz +Xz ⊗K4,

∆X± = 1⊗X± +X± ⊗K2.(3.46)

The differential d : A(SUq(2)) → Ω1(SUq(2)) is

(3.47) dx = (X+ ⊲ x)ω+ + (X− ⊲ x)ω− + (Xz ⊲ x)ωz ,

for all x ∈ A(SUq(2)). This equation gives a basis for the dual space of 1-forms Ω1(A(SUq(2))),

ωz = a∗da+ c∗dc,

ω− = c∗da∗ − qa∗dc∗,

ω+ = adc− qcda,(3.48)

of left-covariant forms, that is ∆
(1)
L (ωs) = 1 ⊗ ωs, with ∆

(1)
L the (left) coaction of A(SUq(2)) onto itself

extended to forms (3.2). The above relations (3.48) can be inverted to

da = −qc∗ω+ + aωz,

da∗ = −q2a∗ωz + cω−,

dc = a∗ω+ + cωz,

dc∗ = −q2c∗ωz − q−1aω−.(3.49)

A direct computation shows that (S(QSUq(2)))
∗ ⊂ QSUq(2). This differential calculus is then a ∗-calculus,

with ω∗
− = −ω+ and ω∗

z = −ωz. The bimodule structure is:

ωzφ = q2nφωz ,

ω±φ = qnφω±(3.50)

for any φ ∈ L(0)
n . Higher dimensional forms can be defined in a natural way by requiring compat-

ibility for commutation relations and that d2 = 0. Consider the tensor product {Ω(SUq(2))}⊗2 =
Ω1(SUq(2)) ⊗A(SUq(2)) Ω

1(SUq(2)). A consistent alternation mapping on {Ω(SUq(2))}⊗2, generalising
the alternation mapping in the classical formalism, can be introduced only if the quantum differential
calculus is bicovariant. The strategy to define a wedge product comes then from Lemma 15 in chapter
14 in [21], where it is proved that SQSUq(2)

(x) =
∑

a,b 〈XaXb, x〉ωa⊗ωb for any x ∈ QSUq(2) generates a

two-sided ideal in {Ω(SUq(2))}⊗2. The bimodule of exterior differential 2-forms results to be the quotient

(3.51) Ω2(SUq(2)) ≃ {Ω1(SUq(2))}⊗2/A(SUq(2)){SQ}A(SUq(2)).

The wedge product ∧ : Ω1(SUq(2)) × Ω1(SUq(2)) → Ω2(SUq(2)) embodies the commutation relations
among 1-forms: from the six generators in QSUq(2) the elements generating SQ can be written as

ω+ ∧ ω+ = ω− ∧ ω− = ωz ∧ ωz = 0,

ω− ∧ ω+ + q−2ω+ ∧ ω− = 0,

ωz ∧ ω− + q4ω− ∧ ωz = 0,

ωz ∧ ω+ + q−4ω+ ∧ ωz = 0.(3.52)
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Such commutation rules also show that the bimodule Ω2(SUq(2)) is 3 dimensional, the three basis 2-forms
being exact, since one has

dωz = −ω− ∧ ω+,

dω+ = q2(1 + q2)ωz ∧ ω+,

dω− = −(1 + q−2)ωz ∧ ω−;(3.53)

the commutation relations moreover clarify that this left covariant calculus has a unique top form ω− ∧
ω+ ∧ ωz. The ∗-structure is extended to Ωm+n by (α ∧ β)∗ = (−1)mnβ∗ ∧ α∗ with α ∈ Ωm and β ∈ Ωn.
This definition is compatible with (3.52).

The left covariance of the differential calculus allows to extend to higher order forms in a natural

way the left coaction ∆
(1)
L of A(SUq(2)) on Ω1(SUq(2)). An element η ∈ {Ω1(SUq(2))}⊗k can always be

written as η = xa1 ... ak ωa1 ⊗ . . . ⊗ ωak in terms of the left invariant forms ωj in (3.48). Define

∆
(k)
L (η) = xa1...ak(1) ⊗ xa1...ak(2)ωa1 ⊗ . . .⊗ ωak ,

from the Sweedler notation for the coproduct ∆(xa1...ak). One proves that this definition is consistent

on the exterior algebra Ωk(SUq(2)), as ∆
(2)
L (SQ) ⊂ 1⊗SQ, and that ∆

(k)
L (dη) = (1⊗d)∆

(k−1)
L (η) for any

η ∈ Ωk(SUq(2)) with k = 1, 2, 3. The relations (3.53) show then that Ω2(SUq(2)) has a basis of exact
left invariant forms, given by dωj ; it is also clear that ω− ∧ ω+ ∧ ωz is a left-invariant 3-form.

3.4.2. The calculus on the structure group. The strategy adopted in [6] consists in defining the
calculus on U(1) via the Hopf projection π in (3.28). Out of the QSUq(2) which determines the left
covariant calculus on SUq(2), one defines a right ideal QU(1) = π(QSUq(2)) ⊂ ker εU(1) for the calculus
on U(1).

This specific QU(1) results generated by the element ξ = (z−1 − 1) + q2(z − 1), and the differential
calculus is then characterised by the quotient ker εU(1)/QU(1). Any term in ker εU(1) can be written as

ϕ = u(z − 1) =
∑

j∈ Z
ujz

j(z − 1), with u =
∑

j∈Z
ujz

j ∈ A(U(1)) and uj ∈ C, so that the elements

ϕ(j) = zj(z − 1) define a vector space basis over C of ker εU(1). The basis elements ϕ(j) can be written
in terms of the element ξ, via the two identities:

j ≥ 0, ϕ(j) = zj(z − 1) = ξ

(

j
∑

m=1

q−2mzj−m+1

)

+ q−2j(z − 1),

j ≤ 0, ϕ(j) = z−|j|(z − 1) = −ξ





|j|−1
∑

m=0

q2mz1+m−|j|



+ q2|j|(z − 1),(3.54)

which can be proved by induction on j. Define a map λ : ker εU(1) → ker εU(1) setting on the basis

elements λ(ϕ(j)) = q−2j(z − 1), and linearly extending it to:

(3.55) λ : u(z − 1) =
∑

j∈ Z

ujz
j(z − 1) 7→

∑

j∈ Z

ujq
−2j(z − 1).

It is clear that λ describes the choice of a representative element out of the equivalence class [u(z− 1)] ∈
ker εU(1)/QU(1), since it is possible to see that kerλ = QU(1). To prove this assertion, one first directly

computes that λ(ξ) = 0, then since λ is linear one recovers that λ(uξ) = λ(u(q2(z − 1) + (z−1 − 1))) =
q2λ(u(z − 1)) + λ(u(z−1 − 1)), so to have:

λ(uξ) = q2λ(u(z − 1)) + λ





∑

j∈ Z

ujz
j(z−1 − 1)





= q2λ(u(z − 1)) + λ



−
∑

j∈ Z

ujz
j−1(z−1)





= q2





∑

j∈ Z

ujq
−2j(z − 1)



−
∑

j∈ Z

ujq
−2(j−1)(z − 1) = 0,(3.56)
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thus proving that QU(1) ⊂ kerλ. To prove the inverse inclusion, consider an element ǔ = u(z − 1) ∈
ker εU(1), and write it as:

u(z − 1) =
∑

j∈Z

ujz
j(z − 1)

=
∑

j∈N

ujz
j(z − 1) +

∑

j∈N

u−jz
−j(z − 1)

=
∑

j∈N

uj(α(j)ξ + q−2j(z − 1)) +
∑

j∈N

u−j(β(−j)ξ + q2j(z − 1))

(3.57)

where α(j) =
∑j

m=1 q
−2mzj−m+1 and β(−j) = ∑|j|−1

m=0 q2mz1+m−|j| are the terms proportional to ξ in
(3.54) for positive and negative values of j ∈ Z. The previous sum can be rewritten as:

u(z − 1) = ξ





∑

j∈N

ujα(j) +
∑

j∈N

u−jβ(−j)



+
∑

j∈ Z

ujq
−2j(z − 1).

From the definition (3.55), it is λ(ǔ) = 0 ↔∑

j∈ Z
ujq

−2j = 0, so the last lines proves that kerλ ⊂ QU(1).

Lemma 3.4. Given the ideal QU(1) ⊂ ker εU(1) generated by the element ξ = (z−1 − 1) + q2(z − 1), it is
ker εU(1)/QU(1) ≃ C.

Proof. Define a map λ̃ : ker εU(1) → C setting, on the basis elements ϕ(j) ∈ ker εU(1), λ̃(ϕ(j)) =

q−2j and extending it to ker εU(1) by linearity. The properties of the map λ defined in (3.55) clarify

that ker λ̃ = QU(1), so to give a well defined map λ̃ : ker εU(1)/QU(1) → C. It is immediate to see

that λ̃ is an isomorphism of vector spaces, thus describing the equivalence: with w ∈ C, the map
λ̃−1(w) = w ∈ [w(z − 1)] ⊂ ker εU(1) represents the inverse of the map λ̃. �

This result shows that the differential calculus generated by the specific QU(1) is 1D, while a direct
computation shows that it is bicovariant. As a basis element for its quantum tangent space one can
consider

(3.58) X = Xz =
1−K4

1− q−2
,

with dual left-invariant 1-form given by ωz. This calculus turns out to have a ∗-structure, with ω∗
z = −ωz.

Explicitly, one has ωz = z∗dz with

dz = zωz,

dz∗ = −q2z∗ωz;

and noncommutative A(U(1))-bimodule relations

zdz = q2(dz)z;

ωzz = q−2zωz,

ωzz
∗ = q2z∗ωz.

3.4.3. The standard 2D calculus on S2q. The restriction of the above 3D calculus to the sphere S2q
yields the unique left covariant 2-dimensional calculus on the latter [26]. An evolution of this approach
has led [32] to a description of the unique 2D calculus of S2q in term of a Dirac operator. The ‘cotangent

bundle’ Ω1(S2q) is shown to be isomorphic to the direct sum L(0)
−2 ⊕ L(0)

2 , that is the line bundles with

winding number ±2. Since the element K acts as the identity on A(S2q), the differential (3.47) becomes,
when restricted to the latter,

df = (X− ⊲ f)ω− + (X+ ⊲ f)ω+

= (F ⊲ f) (q−1/2ω−) + (E ⊲ f) (q1/2ω+), for f ∈ A(S2q).
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These leads to break the exterior derivative into a holomorphic and an anti-holomorphic part, d = ∂̄+∂,
with:

∂̄f = (X− ⊲ f)ω− = (F ⊲ f) (q−1/2ω−),

∂f = (X+ ⊲ f)ω+ = (E ⊲ f) (q1/2ω+), for f ∈ A(S2q).

An explicit computation on the generators (3.31) of S2q yields:

∂̄B− = q−1 a2 ω−, ∂̄B0 = q ca ω−, ∂̄B+ = q c2 ω−,

∂B+ = q2 a∗2 ω+, ∂B0 = −q2 c∗a∗ ω+, ∂B− = q2 c∗2 ω+.

The above shows that: Ω1(S2q) = Ω1
−(S

2
q) ⊕ Ω1

+(S
2
q) where Ω1

−(S
2
q) ≃ L(0)

−2 ≃ ∂̄(A(S2q)) is the A(S2q)-
bimodule generated by:

{∂̄B−, ∂̄B0, ∂̄B+} = {a2, ca, c2}ω− = q2ω−{a2, ca, c2}

and Ω1
+(S

2
q) ≃ L(0)

+2 ≃ ∂(A(S2q)) is the one generated by:

{∂B+, ∂B0, ∂B−} = {a∗2, c∗a∗, c∗2}ω+ = q−2ω+{a∗2, c∗a∗, c∗2}.
That these two modules of forms are not free is also expressed by the existence of relations among the
differential:

∂B0 = q−1B−∂B+ − q3B+∂B−, ∂̄B0 = qB+∂̄B− − q−3B−∂̄B+.

Writing any 1-form as α = φ′ω− + φ′′ω+ ∈ L(0)
−2ω− ⊕ L(0)

+2ω+, the product of 1-forms is

(3.59) (φ′ω− + φ′′ω+) ∧ (ψ′ω− + ψ′′ω+) = (q−2φ′′ψ′ − φ′ψ′′)ω+ ∧ ω−,

while the exterior derivative acts as:

d(φ′ω− + φ′′ω+) = (dφ′) ∧ ω− + φ′dω− + (dφ′′) ∧ ω+ + φ′′dω+

= (X+⊲φ
′)ω+ ∧ ω− + {(Xz⊲φ

′)ωz ∧ ω− + φ′dω−}
+ (X−⊲φ

′′)ω− ∧ ω+ + {(Xz⊲φ
′′)ωz ∧ ω+ + φ′′dω+}

= {(X−⊲φ
′′)− q2(X+⊲φ

′)}ω− ∧ ω+,(3.60)

since the terms in curly brackets vanish: {(Xz⊲φ
′)ωz ∧ ω− + φ′dω−} = {(Xz⊲φ

′′)ωz ∧ ω+ + φ′′dω+} = 0
from (3.53) and (3.32). It is then clear that the calculus on the quantum sphere is 2D, and that
Ω2(S2q) = A(S2q)ω− ∧ ω+ = ω− ∧ ω+A(S2q), as both ω± commute with elements of A(S2q) and so does
ω− ∧ ω+.

Remark 3.5. From (3.53) it is natural to ask that dω− = dω+ = 0 when restricted to S2q. Then, the

exterior derivative of any 1-form α = φ′ω− + φ′′ω+ ∈ L(0)
−2ω− ⊕ L(0)

+2ω+ is given by:

dα = d(φ′ω− + φ′′ω+)

= ∂φ′ ∧ ω− + ∂̄φ′′ ∧ ω+

= (X+⊲φ
′ − q−2X−⊲φ

′′)ω+ ∧ ω−

= q−1/2(E⊲φ′ − q−1F⊲φ′′)ω+ ∧ ω−,(3.61)

since K⊲ acts as q∓ on L(0)
∓2. Notice that in the above equality, both E⊲φ′ and F⊲φ′′ belong to A(S2q), as

it should be.

The above results can be summarised in the following proposition, which is the natural generalisation
of the description in (2.56) of the classical exterior algebra on the sphere manifold S2.

Proposition 3.6. The 2D differential calculus on the sphere S2q is given by:

Ω(S2q) = A(S2q)⊕
(

L(0)
−2ω− ⊕ L(0)

+2ω+

)

⊕A(S2q)ω+ ∧ ω−,

with multiplication rule
(

f0;φ
′, φ′′; f2

)(

g0;ψ
′, ψ′′; g2

)

=
(

f0g0; f0ψ
′ + φ′g0, f0ψ

′′ + φ′′g0; f0g2 + f2g0 + q−2φ′′ψ′ − φ′ψ′′
)

,
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and exterior derivative d = ∂̄ + ∂:

f 7→ (q−1/2F⊲f, q1/2E⊲f), for f ∈ A(S2q),

(φ′, φ′′) 7→ q−1/2(E⊲φ′ − q−1F⊲φ′′), for (φ′, φ′′) ∈ L(0)
−2 ⊕ L(0)

+2.

3.4.4. The compatibility conditions between the calculi. Given the 3D left-covariant differential cal-
culus on SUq(2) described in section 3.4.1, as well the 1D bicovariant differential calculus on the gauge
group algebra U(1) in section 3.4.2, the ‘principal bundle compatibility’ of these calculi is established by
showing that the sequence (3.17) is exact. For the case at hand, this sequence becomes

0 → A(SUq(2))
(

Ω1(S2q)
)

A(SUq(2)) →

→ Ω1(SUq(2))
∼NSUq(2)−→ A(SUq(2))⊗ ker εU(1)/QU(1) → 0,

where QU(1) is the ideal given in section 3.4.2 that defines the calculus on A(U(1)) and the map ∼NSUq(2)

is defined as in the diagram (3.15) which now acquires the form:

Ω1(SUq(2))un
πNSUq(2)−→ Ω1(SUq(2))

↓ χ ↓∼NSUq(2)

A(SUq(2))⊗ ker εU(1)

id⊗πQU(1)−→ A(SUq(2))⊗ (ker εU(1)/QU(1)) .

Having a quantum homogeneous bundle, that is a quantum bundle whose total space is a Hopf algebra
and whose fiber is a Hopf subalgebra of it, with the differential calculus on the fiber obtained from the
corresponding projection, for the above sequence to be exact it is enough [7] to check two conditions.
The first one is

(id⊗π) ◦Ad(QSUq(2)) ⊂ QSUq(2) ⊗A(U(1))

with π : A(SUq(2)) → A(U(1)) the projection in (3.28). This is easily established by a direct calculation
and using the explicit form of the elements in QSUq(2). The second condition amounts to the statement
that the kernel of the projection π can be written as a right A(SUq(2))-module of the kernel of π itself
restricted to the base algebra A(S2q). Then, one needs to show that kerπ ⊂ (kerπ|S2

q
)A(SUq(2)), the

opposite implication being obvious. With π defined in (3.28), one has that

kerπ = {cf, c∗g, with f, g ∈ A(SUq(2))}.
Then cf = c(a∗a + c∗c)f = ca∗(af) + c∗c(cf), with both ca∗ and c∗c in kerπ|S2

q
. The same holds for

elements of the form c∗g, and the inclusion follows.
The analysis of the map ∼NSUq(2)

: Ω1(SUq(2)) → A(SUq(2)) ⊗ ker εU(1)/QU(1) shows that ω± ∈
Ω1(A(SUq(2))) are indeed the generators of the horizontal forms of the principal bundle, being in the
ker ∼NSUq(2)

. From (3.39) one recovers:

χ(δa) = a⊗ (z − 1),

χ(δa∗) = a∗ ⊗ (z∗ − 1),

χ(δc) = c⊗ (z − 1),

χ(δc∗) = c∗ ⊗ (z∗ − 1).

Given the two generators ω± and the specific QSUq(2) which determines the 3D calculus, corresponding
universal 1-forms can be taken to be:

ω+ = adc− qcda ⇒ (aδc− qcδa) ∈ [πNSUq(2)
]−1(ω+),

ω− = c∗da∗ − qa∗dc∗ ⇒ (c∗δa∗ − qa∗δc∗) ∈ [πNSUq(2)
]−1(ω−).

The action of the canonical map then gives:

χ(aδc− qcδa) = (ac− qca)⊗ (z − 1) = 0,

χ(c∗δa∗ − qa∗δc∗) = (c∗a∗ − qa∗c∗)⊗ (z∗ − 1) = 0,

which means that

(3.62) ∼NSUq(2)
(ω±) = 0

For the third generator ωz, one shows in a similar fashion that

(3.63) ∼NSUq(2)
(ωz) = 1⊗ (πQU(1)

(z − 1)).

27



From these it is possible to conclude that the elements ω± generate the A(SUq(2))-bimodule of horizontal
forms, while from (3.58) one has that the vector X = Xz = (1− q−2)−1(1−K4) is the dual generator to

the calculus on the structure Hopf algebra A(U(1)). For the corresponding ‘vector field’ X̃ on A(SUq(2))

as in (3.18), one has that X̃(ω±) = 〈X,∼NSUq(2)
(ω±)〉 = 0, while X̃(ωz) = 〈X,∼NSUq(2)

(ωz)〉 = 1.

These results identify X̃ as a vertical vector field.

4. A ⋆-Hodge duality on Ω(SUq(2)) and a Laplacian on SUq(2)

In classical differential geometry a metric structure g on a N-dimensional manifold M enables to
define a Hodge duality ⋆ : Ωk(M) → ΩN−k(M) on the exterior algebra Ω(M). The strategy is to consider
the volume form θ ∈ ΩN (M) associated to a g-orthonormal basis; this corresponds to the choice of an
orientation. Via the Hodge duality it becomes possible to introduce in Ω(M) both a symmetric bilinear
product and a sesquilinear inner product.

The algebraic formulation of geometry of quantum groups, that has been described, presents no
metric tensor. The strategy to introduce a Hodge duality on the exterior algebra Ω(H) coming from
a N-dimensional differential calculus on a Hopf algebra H is then reversed with respect to the strategy
used in the classical setting. The path consists in defining a suitable bilinear product on Ω(H) and
considering a volume N-form, from which to induce a ⋆-Hodge structure, using an equation like the one
in (2.33) as a definition.

The following description of the quantum formulation of a Hodge duality originates from [22]. As-
sume that H is a ∗-Hopf algebra equipped with a left covariant calculus (Ω1(H), d), with N the dimension

of the calculus such that dim ΩNinv(H) = 1, dimΩkinv(H) = dimN−k
inv (H). Suppose also that H admits a

Haar state h : H → C, that is a unital linear functional on H for which (id⊗h)∆x = (h⊗ id)∆x = h(x)1
for any x ∈ H, where 1 is used to emphasise the unit of the algebra. Suppose further that h is positive,
that is h(x∗x) ≥ 0 for all x ∈ H; it is known that the Haar state is unique and automatically faithful: if
h(x∗x) = 0, then necessarily x = 0. One can endow H with an inner product derived from h, setting:

(4.1) (x′;x)H = h(x∗x′)

for any x, x′ ∈ H. The whole exterior algebra can be endowed with an inner product, defined on a left
invariant basis and then extended via the requirement of left invariance,

(4.2) (x′ω′;xω)H = h(x∗x′)(ω′, ω)H

for any x, x′ ∈ H and left invariant forms ω, ω′ in Ω(H). An inner product is said graded if the spaces
Ωk(H) are pairwise orthogonal.

Out of ΩN (H) choose a left invariant hermitian basis element θ = θ∗, which will be called the volume
form of the calculus. A linear functional

∫

θ : Ω(H) → C – called the integral on Ω(H) associated to the

volume form θ ∈ ΩN (H) – is defined by setting
∫

θ
η = 0 if η is a k-form with k < N , and

∫

θ
η = h(x) if

η = x θ with x ∈ H. The differential calculus will be said non-degenerate if, whenever η ∈ Ωk(H) and
η′ ∧ η = 0 for any η′ ∈ ΩN−k(H), then necessarily η = 0. This property reflects itself in the property
of left-faithfulness of the functional

∫

θ: starting from a non degenerate calculus, it is possible to prove

that, if η is an element in Ωk(H) for which
∫

θ
η′ ∧ η = 0 for all η′ ∈ ΩN−k(H), then it is η = 0.

Proposition 4.1. Given the exterior algebra Ω(H) coming from a left covariant, non degenerate calculus
(Ω1(H), d), there exists a unique left H-linear bijective operator L : Ωk(H) → ΩN−k(H) for k = 0, . . . , N ,
such that

(4.3)

∫

θ

η∗ ∧ L(η′) = (η′; η)H

on any η, η′ ∈ Ωk(H).

The proof of this result is in [22], where the operator L is called a Hodge operator. With a left-
invariant inner product which is positive definite, i.e. (ω, ω)H > 0 for any exterior form ω, the operator L
does not yet define a ⋆-Hodge structure on Ω(H), since its square does not satisy the natural requirement
(2.29). It is then used to define a new graded left invariant inner product setting on a basis of left invariant
forms ω ∈ Ω(H):

(ω;ω′)♮H = (ω;ω′)H, onΩk(H), k < N/2;

(ω;ω′)♮H = (L−1(ω);L−1(ω′))H, onΩk(H), k > N/2.(4.4)
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If N is odd, these relations completely define a new left invariant graded inner product on the exterior
algebra Ω(H); notice also that assuming the relation (4.1) means that (1; 1)H = 1, from which one has

L(1) = θ, so to obtain in (4.4) that (θ; θ)♮H = (1; 1)H = 1.
In analogy with (4.3) define a new Hodge operator L♮ : Ωk(H) → ΩN−k(H) via the inner product

given in (4.4) as

(4.5)

∫

θ

η∗ ∧ L♮(η′) = (η′; η)♮H.

Due to the left-faithfulness of the integral, it is clear that L♮ is a well defined bijection, which satisfies
the identity L = L♮ when restricted to Ωk(H) with k < N/2. Such an operator L♮ is also proved to
satisfy (L♮)2 = (−1)k(N−k): this is the reason why one can define a ⋆-Hodge structure on Ω(H) as:

(4.6) ⋆ : Ωk(H) → ΩN−k(H) ⋆ (η) = L♮(η).

The relation (4.5) appears as the quantum version of the classical relation (2.35), which is now used as
a definition for the Hodge duality.

If the dimension of the calculus is given by an even N = 2m, a more specific procedure is needed,
The same procedure as before gives a ⋆-Hodge operator on Ωk(H) for k 6= m via the inner product (4.4).
Using the volume form θ ∈ ΩN (H) set now a sesquilinear form

(4.7) 〈η′, η〉 =
∫

θ

η∗ ∧ η′,

which is non-degenerate by the faithfulness of the integral
∫

θ
. The H-bimodule Ωm(H) has a basis of

(

2m
m

)

left invariants elements ωa. The restriction of (4.7) to elements ωa defines a sesquilinear form

on the vector space Ωminv: this form is hermitian if (−1)m
2

= 1, and anti-hermitian if (−1)m
2

= −1, so
it can be ’diagonalised’. There exists a basis ω̌j ∈ Ωm(H) such that one has 〈ω̌a, ω̌b〉 = ±δab if it is
hermitian, and 〈ω̌a, ω̌b〉 = ±iδab if it is anti-hermitian. It is then possible to use such a basis to define a
left H-linear operator L : Ωm(H) → Ωm(H) setting on the basis

(4.8) L(ω̌a) = (−1)m
2 〈ω̌a, ω̌a〉 ω̌a.

(no sum on a). This map is a bijection, and satisfies L2 = (−1)m
2

, so a ⋆-Hodge structure on Ωminv(H)
can be defined as:

(4.9) ⋆ (ω̌a) = L(ω̌a),

and extended on any η ∈ Ωm(H) by the requirement of left linearity, thus giving a complete constructive
procedure for a ⋆-Hodge structure on Ω(H). The Hodge operator L : Ωm(H) → Ωm(H) is then used to
introduce a left invariant inner product on Ωm(H), defined by:

(4.10) (ωa;ωb)
♮
H =

∫

θ

ω∗
b ∧ L(ωa),

on a basis of left invariant {ωa} 2-forms, and then extended via the requirement of left invariance as in
(4.2). It is easy to see that the definition eventually gives the inner product

(4.11) (ω̌a; ω̌b)
♮
H = δab.

4.1. A ⋆-Hodge structure on Ω(SUq(2)). This section describes how the outlined procedure
yields a left invariant inner product on the exterior algebra Ω(SUq(2)) generated by the left covariant 3D
calculus from section 3.4.1, and the way it gives rise to a ⋆-Hodge structure. Such a ⋆-Hodge structure
will be then used to define a Laplacian operator on A(SUq(2)), which is completely diagonalised.

The Hopf algebra A(SUq(2)) has a Haar state h : A(SUq(2)) → C, which is positive, unique and
authomatically faithful. From the Peter-Weyl decomposition of A(SUq(2)) in terms of the vector space
basis elements wp:r,t ∈ Wp (3.43), the Haar state is determined by setting:

h(1) = 1 h(wp:r,t) = 0 ∀ p ≥ 0.

The algebraic relations (3.19) among the generators of A(SUq(2)) makes it then possible to prove that
the only non trivial action of h on A(SUq(2)) can also be written as:

h((cc∗)k) = (

k
∑

j=0

q2j)−1 =
1

1 + q2 + . . .+ q2k
,
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with k ∈ N. One can define on A(SUq(2)) an inner product derived from h, setting:

(4.12) (x′, x)SUq(2) = h(x∗x′)

with x, x′ ∈ A(SUq(2)). The differential 3D calculus being left covariant, the set of k-forms Ωk(SUq(2))
has a basis of left invariant forms. The exterior algebra Ω(SUq(2)) is endowed with an inner product,
defined on a left invariant basis and extended via the requirement of left invariance:

(x′ω′, x ω)SUq(2) = h(x⋆x′)(ω′, ω)SUq(2)

for all x, x′ in A(SUq(2)) and ω, ω
′ ∈ Ω(SUq(2)) left invariant forms. Assume the top form θ = α′ω− ∧

ω+ ∧ ωz as volume form, with α′ ∈ R so that θ⋆ = θ. The integral on the exterior algebra Ω(SUq(2))
associated to the volume form θ is defined by

∫

θ
η = 0 if η is a k-form with k < 2, and

∫

θ
η = h(x) if

η = x θ. This integral is left-faithful.
Set a left invariant graded inner product by assuming that the only non-zero products among left

invariant forms are:

(1, 1)SUq(2) = 1,

(θ, θ)SUq(2) = 1;(4.13)

while in Ω1(SUq(2)) are:

(ω−, ω−)SUq(2) = β,

(ω+, ω+)SUq(2) = ν,

(ωz , ωz)SUq(2) = γ(4.14)

with β, ν, γ ∈ R, and:

(ω− ∧ ω+, ω− ∧ ω+)SUq(2) = 1,

(ω+ ∧ ωz, ω+ ∧ ωz)SUq(2) = 1,

(ωz ∧ ω−, ωz ∧ ω−)SUq(2) = 1(4.15)

in Ω2(SUq(2)). This choice comes as the most natural in order to mimic the properties of the classical
inner product (2.37), coming from the classical Hodge structure (2.27) originated from the metric (2.26).
The Hodge operator defined in (4.3) is:

L(1) = α′ ω− ∧ ω+ ∧ ωz,
L(ω−) = −α′βq−6 ωz ∧ ω−,

L(ω+) = −α′ν ω+ ∧ ωz,
L(ωz) = −α′γ ω− ∧ ω+,

L(ω− ∧ ω+) = −α′ ωz,

L(ω+ ∧ ωz) = −α′ ω+,

L(ωz ∧ ω−) = −α′ ω−,

L(ω− ∧ ω+ ∧ ωz) = α′−1.(4.16)

The Hodge operator L is used to define a new graded left invariant inner product on Ω(SUq(2)), as:

(ω′, ω)♮SUq(2)
= (ω′, ω)SUq(2) on Ωk(SUq(2)), k = 0, 1;

(ω′, ω)♮SUq(2)
= (L−1(ω′), L−1(ω))SUq(2) on Ωk(SUq(2)), k = 2, 3,(4.17)

on the basis of left invariant forms. On Ωk(SUq(2))) – with k = 2, 3 – one has:

(ω− ∧ ω+, ω− ∧ ω+)
♮
SUq(2)

= α′−2γ−1,

(ω+ ∧ ωz, ω+ ∧ ωz)♮SUq(2)
= α′−2ν−1,

(ωz ∧ ω−, ωz ∧ ω−)
♮
SUq(2)

= q12α′−2β−1,

(θ, θ)♮SUq(2)
= 1.(4.18)

Associated to this new inner product there is in analogy a new unique left A(SUq(2))-linear operator
L♮ : Ωk(SUq(2)) → Ω3−k(SUq(2)) defined by

∫

θ
η∗ ∧L♮(η′) = (η′, η)♮, which is a bijection. This operator
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is such that (L♮)2 = (−1)k(3−k) = 1, so following (4.6) one has a ⋆-Hodge structure on the exterior
algebra Ω(SUq(2)):

(4.19) ⋆ : Ωk(SUq(2)) → Ω3−k(SUq(2)) ⋆ (η) = L♮(η),

given by:

⋆ (1) = θ = α′ ω− ∧ ω+ ∧ ωz,
⋆ (ω−) = −α′βq−6 ωz ∧ ω−,

⋆ (ω+) = −α′ν ω+ ∧ ωz,
⋆ (ωz) = −α′γ ω− ∧ ω+,

⋆ (ω− ∧ ω+) = −α′−1γ−1 ωz,

⋆ (ω+ ∧ ωz) = −α′−1ν−1 ω+,

⋆ (ωz ∧ ω−) = −α′−1β−1q6 ω−,

⋆ (ω− ∧ ω+ ∧ ωz) = α′−1.(4.20)

Remark 4.2. The definition of the graded left invariant inner product (·, ·)♮SUq(2)
in (4.17) shows that,

in order to have a ⋆-Hodge structure on the exterior algebra Ω(SUq(2)) generated by the 3D calculus,
it is sufficient to choice an hermitian volume form and a graded left invariant inner product only on
Ωk(SUq(2)) for k = 0, 1. This is a general aspect: given a Hopf ∗-algebra H, equipped with a finite odd
N dimensional left covariant differential calculus, the formalism developed in [22] shows that what one
needs is an hermitian volume form and a graded left invariant inner product on Ωk(H) for k < N/2.

4.1.1. A Laplacian operator on A(SUq(2)). Given a differential calculus and a ⋆-Hodge structure on
the Hopf algebra A(SUq(2)) it is possible to define a scalar Laplacian operator �SUq(2) : A(SUq(2)) →
A(SUq(2)) as �SUq(2)φ = ⋆d ⋆ dφ for any φ ∈ A(SUq(2)). This Laplacian can be written down by a
computation on the basis of the left invariant forms of the calculus:

dφ = (X+⊲φ)ω+ + (X−⊲φ)ω− + (Xz⊲φ)ωz ;

⋆dφ = −α′[ν(X+⊲φ)ω+ ∧ ωz + βq−6(X−⊲φ)ωz ∧ ω− + γ(Xz⊲φ)ω− ∧ ω+].

The last line comes from (4.20) and the left linearity of the ⋆-Hodge on the exterior algebra Ω(SUq(2)).
By (3.53) the derivative d acts on the previous 2-form as:

d ⋆ dφ = −α′[ν(X−X+⊲φ)(ω− ∧ ω+ ∧ ωz) + βq−6(X+X−⊲φ)(ω+ ∧ ωz ∧ ω−) + γ(XzXz⊲φ)(ωz ∧ ω− ∧ ω+)]

= −α′{[νX−X+ + βX+X− + γXzXz]⊲φ}(ω− ∧ ω+ ∧ ωz),
where the commutation rules (3.52) have been used. The last of (4.20) finally gives the Laplacian
operator the expression:

(4.21) ⋆ d ⋆ dφ = −[νX−X+ + βX+X− + γXzXz]⊲φ

in terms of the left action of the quantum vector fields of the calculus. The expression (4.21) shows that
�SUq(2) : Ln → Ln. This operator can be diagonalised. One has to recall the decomposition (3.41) of
the modules Ln for the right action of Uq(su(2)): this right action leaves invariant the eigenspaces of
the Laplacian since left and right actions of Uq(su(2)) on A(SUq(2)) do commute. On each irreducible

subspace V
(n)
J (3.41) for the right action of Uq(su(2)) one has a basis φn,J,l = (cJ−n/2a⋆J+n/2) ⊳ El =

w2J:J− n
2
,l (with l = 0, . . . , 2J) of eigenvectors (3.43) for the Laplacian. The spectrum of the Laplacian

does not depend on the integer l: an explicit computation shows that

XzXz ⊲ φn,J,l = q2(n+1)[n]2φn,J,l,

X+X− ⊲ φn,J,l = qn−1([J − n

2
][J + 1 +

n

2
] + [n])φn,J,l,

X−X+ ⊲ φn,J,l = qn+1([J − n

2
][J + 1 +

n

2
])φn,J,l.(4.22)

The spectrum of the Laplacian (4.21) is then given as �SUq(2)φn,J,l = λn,J,lφn,J,l with:

(4.23) λn,J,l = −qn{νq[J − n

2
][J + 1 +

n

2
] + βq−1([J − n

2
][J + 1 +

n

2
] + [n]) + γqn+2[n]2}.
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5. A ⋆-Hodge structure on Ω(S2q) and a Laplacian operator on A(S2q)

The way the ⋆-Hodge structure (4.20) has been introduced on Ω(SUq(2)) comes from the analysis in
[22]. The aim of this section is to extend that procedure in order to introduce a ⋆-Hodge structure on
Ω(S2q). The strategy is to directly follow the same path, and to apply to the differential calculus Ω(S2q)
the same procedure, explicitly checking its consistency in the new setting.

5.1. A ⋆-Hodge structure on A(S2q). The differential calculus on the quantum sphere S2q has
been described in section 3.4.3 and fully presented in proposition 3.6. It is a 2D left covariant calculus:
as a volume form consider θ̌ = iα′′ω− ∧ ω+.

Lemma 5.1. The 2D calculus Ω(S2q) from proposition 3.6 is non degenerate.

Proof. The proof of this lemma is direct. To be definite, consider a 0-form η = f with f ∈ A(S2q) ≃
L(0)
0 , so to have a product

η′ ∧ η = f ′(ω− ∧ ω+)f = f ′f ω− ∧ ω+

from the commutation rules in (3.50), where η′ = f ′ ω− ∧ ω+ with f ′ ∈ L(0)
0 . One has η′ ∧ η = 0 ⇔

f ′f = 0: such a relation is satisfied for any f ′ ∈ L(0)
0 iff f = 0.

Consider now the 1-form η = xω− with x ∈ L(0)
−2, so to have a product

η′ ∧ η = (x′ω− + y′ω+) ∧ xω− = −y′xω− ∧ ω+

where (x′, y′) ∈ (L(0)
−2,L

(0)
2 ). The relation η′ ∧ η = 0 ⇔ y′x = 0 is satisfied for any y′ ∈ L(0)

2 iff x = 0.
The remaining cases can be analogously analysed, thus proving the claim. �

The restriction of the Haar state h to A(S2q) yields a faithful, invariant – that is h(f⊳X) = h(f)ε(X)

for f ∈ A(S2q) and X ∈ Uq(su(2)) – state on A(S2q), allowing the definition of an integral
∫

θ̌ : Ω(S
2
q) → C

given by:
∫

θ̌

f = 0, on f ∈ A(S2q),

∫

θ̌

η = 0, on η ∈ Ω1(S2q),

∫

θ̌

f ω− ∧ ω+ = −iα′′−1 h(f).(5.1)

Lemma 5.2. The integral
∫

θ̌
defined in (5.1) is left-faithful.

Proof. The proof of this result is also direct. Consider, to be definite, the 1-form η = xω− with

x ∈ L(0)
−2, and a generic η′ = x′ω− + y′ω+ ∈ Ω1(S2q). The relation

∫

θ̌
η′ ∧ η = 0 for any η′ ∈ Ω1(S2q)

is equivalent to the condition h(y′x) = 0 ∀ y′ ∈ L(0)
2 . Since this last equality must be valid for any

y′ ∈ L(0)
2 , choosing y′ = x∗, it results h(x∗x) = 0: the faithfulness of the Haar state h then gives x = 0.

The claim of the lemma is proved by an analogous analysis on the remaining cases. �

The restriction to Ω(S2q) of the left invariant graded product (4.17) on Ω(SUq(2)), which is the one

compatible with the ⋆-Hodge structure, gives a left A(S2q)-invariant graded inner product:

(1, 1)S2
q
= 1;

(x′ω− + y′ω+, x ω− + y ω+)S2
q
= h(x∗x′)β + h(y∗y′)ν;

(ω− ∧ ω+, ω− ∧ ω+)S2
q
= α′−2γ−1,(5.2)

with , x, x′ ∈ L(0)
−2 and y, y′ ∈ L(0)

2 . Recalling proposition 4.1 – namely equation (4.3) – and the

results proved in lemmas 5.1 and 5.2, a left A(S2q)-linear Hodge operator L : Ωk(S2q) → Ω2−k(S2q) can be

defined for k = 0, 2. From the first line in the inner product relation (5.2) one has L(1) = θ̌, while the
third gives L(θ̌) = α′′2α′−2γ−1. It is evident that for such an Hodge operator it is L2 6= 1, which is a
natural requirement for a ⋆-Hodge structure on Ωk(S2q) for k = 0, 2. On the exterior algebra Ω(SUq(2))
this problem was solved by changing the inner product via the definition (4.17), and proving that the
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new Hodge operator does satisy all the required properties to have a consistent ⋆-Hodge. Following an
analogous path, define

(1, 1)♮S2
q
= 1,

(x′ω− + y′ω+, x ω− + y ω+)
♮
S2
q
= (x′ω− + y′ω+, x ω− + y ω+)S2

q
,

(θ̌, θ̌)♮S2
q
= (L−1(θ̌), L−1(θ̌))S2

q
= 1,(5.3)

where the inner products on 1-forms amounts to a different labelling of the inner product in (5.2). The
Hodge operator on Ωk(S2q) for k = 0, 2 relative to such a new inner product is given by L♮(1) = θ̌ and

L♮(θ̌) = 1. But now the inner product has changed: the requirement that the inner product ( , )♮SUq(2)

on the exterior algebra Ω(SUq(2)) fixed – via a restriction, as given in (5.2) – the inner product ( , )S2
q

on the exterior algebra Ω(S2q) implies that the condition

(5.4) (θ̌, θ̌)♮S2
q
= (θ̌, θ̌)♮SUq(2)

has to be imposed, giving

(5.5) α′′2α′−2γ−1 = 1

as a constraint among the parameters. The constraint (5.4) can be interpreted as the quantum analogue
of fixing the classical metric on the basis S2 of the Hopf bundle as the contraction of the Cartan-Killing
metric on S3 ∼ SU(2), since that choice in the classical formalism, as stressed in remark 2.2, gives the
equality of the inner product on Ω(S2) defined in (2.65) with the restriction of the inner product on
Ω(S3) given in (2.35).

The differential calculus on S2q is even dimensional with N = 2, so on Ω1(S2q) define a sesquilinear
form:

(5.6) 〈η′, η〉 =
∫

θ̌

η∗ ∧ η′ = iα′′−1{h(y∗y′)− q2h(x∗x′)}

where η = xω− + y ω+ and η′ = x′ω− + y′ω+, with x, x
′ ∈ L(0)

−2 and y, y′ ∈ L(0)
2 . The quantum sphere

S2q is a quantum homogeneous space and not a Hopf algebra, so there is no left-invariant basis in Ω1(S2q):
neverthless such a sesquilinear form can be ”diagonalised”, as

〈xω−, x ω−〉 = −iq2α′′−1 h(x∗x);

〈y ω+, y ω+〉 = iα′′−1 h(y∗y),(5.7)

where the faithfulness of the Haar state ensures that the coefficients on the right hand side of these
expressions never vanish. The general result from [22] – recalled in (4.8) – is no longer valid on a
quantum homogeneous space: the diagonalisation in (5.7) suggests indeed a way to define a Hodge
operator. Since α′′ can be both positive or negative, define

x θ− = q−1

( |α′′|
h(x∗x)

)1/2

xω−,

y θ+ =

( |α′′|
h(y∗y)

)1/2

yω+(5.8)

so to have from (5.7):

〈x θ−, x θ−〉 = −i |α
′′|
α′′

,

〈y θ+, y θ+〉 = i
|α′′|
α′′

.(5.9)

In the same way as in (4.8), define a left A(S2q)-linear operator L : Ω1(S2q) → Ω1(S2q) setting:

L(x θ−) = i
|α′′|
α′′

x θ−,

L(y θ+) = −i |α
′′|
α′′

y θ+.(5.10)

Such an operator clearly satisfies the condition L2 = −1 for any value of α′′. It is not yet a consistent
Hodge operator: it has to be compatible with the left invariant inner product on Ω1(S2q) obtained in
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(5.3) as a restriction of the analogue on Ω1(SUq(2)). From the relation (4.10), this compatibility must
be imposed:

(5.11) (η′, η)♮S2
q
=

∫

θ̌

η∗ ∧ L(η′).

This condition is fulfilled if and only if the parameters in this formulation satisfy:

(5.12) |α′′|β = q2,

(5.13) |α′′|ν = 1.

The ⋆-Hodge structure on Ω(S2q) is defined as a left A(S2q)-linear operator whose action is given by:

⋆ (1) = iα′′ ω− ∧ ω+,

⋆ (xω−) = i
|α′′|
α′′

(xω−),

⋆ (y ω+) = −i |α
′′|
α′′

(y ω+),

⋆ (iω− ∧ ω+) = α′′−1,(5.14)

with the parameters α′, α′′, β, ν, γ satisfying the constraints (5.5), (5.12), (5.13).

Remark 5.3. The ⋆-Hodge structure (5.14) differs from the one in [26], because in that paper the ⋆-
Hodge structure was required to satisfy the relation ⋆2 = 1, while the path followed here is to remain
consistent with the requirement that ⋆2 = (−1)k(N−k) on k-forms from a N -dimensional calculus.

The definition (5.14) of the Hodge duality is still not complete. The constraints among the parameters
involve the absolute value of α′′, so one still needs to choose their relative signs. In the classical setting
the only parameter was α ∈ R, and it has been chosen positive so to give a riemannian metric g in the
analysis of section 2.2. As it is clear from (2.31) and from the definition (2.33), the positivity of the
metric implies the positivity of the symmetric form 〈 , 〉S3 (2.31) and of the sesquilinear inner product
〈 , 〉∼S3 (2.33): the signature of the metric tensor implies the signature of both the bilinear forms

In the quantum setting, having no metric tensor, the choice of the relative signs of the parameters
is equivalent to choose the signature of the left-invariant inner product (4.14) on Ω1(SUq(2)): this will
encode a specific metric signature.

The natural choice for a riemannian signature is, from (4.14) and (4.18), given by β, ν, γ ∈ R+. This
choice turns out to be compatible with (5.5), (5.12) and (5.13) for every α′ and α′′. From (5.12) and
(5.13) one also has that:

(5.15) β = q2ν.

This relation has a number of interesting and important consequences, described in the next propositions.

Proposition 5.4. The ⋆-Hodge structure given as a left A(S2q)-linear map ⋆ : Ωk(S2q) → Ω2−k(S2q) for

k = 0, 1, 2 and defined by (5.14), has the property4

(5.16) ⋆ (η) ∧ η′ = (−1)k(2−k)η ∧ ⋆(η′)
for any η, η′ ∈ Ωk(S2q).

Proof. The relation is trivially satisfied for k = 0, 2. Consider now the two elements η = xω−+y ω+

and η′ = x′ω− + y′ω+ in Ω1(S2q), which means x, x′ ∈ L(0)
−2 and y, y′ ∈ L(0)

2 by proposition 3.6. The
multiplication rule from the same proposition gives:

(⋆η) ∧ η′ = iα′′(β xy′ + ν yx′)ω− ∧ ω+,

η ∧ (⋆η′) = −iα′′(q−2β yx′ + q2ν xy′)ω− ∧ ω+.(5.17)

The two expression are equal – up to the sign, which is the claim of the proposition – from (5.15). �

Proposition 5.5. The left A(S2q)-linear ⋆-Hodge map defined by (5.14) is right A(S2q)-linear: given

η ∈ Ω(S2q), it is ⋆(ηf) = ⋆(η)f for any f ∈ A(S2q).

4In the classical formalism, the ⋆-Hodge structure on an exterior algebra coming from a N dimensional differential
calculus ⋆ : Ωk(H) 7→ ΩN−k(H) satisfies the identity (2.30):

η ∧ (⋆η′) = η′ ∧ (⋆η)

to which the identity (5.16) reduces in the classical limit.
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Proof. The 2D differential calculus on the quantum sphere S2q has the specific property, coming

from the bimodule structure (3.50) of Ω1(SUq(2)) – where one has ω±φ = qnφω± for any φ ∈ L(0)
n –

that ω±f = fω± with f ∈ L(0)
0 ≃ A(S2q). The claim of the proposition is trivial for η ∈ Ω0(S2q) ≃ A(S2q).

For a 1-form η = xω− + yω+ in Ω1(S2q), one has:

⋆(ηf) = ⋆((xω− + yω+)f) = ⋆(xfω− + yfω+) = iα′′ν(xfω− − yfω+) = iα′′ν(xω− − yω+)f = ⋆(η)f.

An analogue chain of equalities is valid for η = f ′ω− ∧ ω+ ∈ Ω2(S2q), with f
′ ∈ A(S2q). �

In the same way it is possible to prove the following identities, which will be explicitly used in the
analysis of the gauged Laplacian operator, and which slightly generalise the last proposition.

Lemma 5.6. Given the left A(S2q)-linear ⋆-Hodge map defined by (5.14), with φ ∈ L(0)
n , φ′ ∈ L(0)

−n and

η ∈ Ω1(S2q) one has:

⋆ (φ′ηφ) = φ′(⋆η)φ,

⋆ (φ′(ω− ∧ ω+)φ) = q2nφ′{⋆(ω− ∧ ω+)}φ.

Proof. With φ′ηφ ∈ Ω1(S2q), and again η = xω− + yω+, it is explicitly:

⋆(φ′ηφ) = ⋆(φ′qn(yφω+ + xφω−)) = −iqnα′′ν φ′(yφω+ − xφω−) = −iα′′ν φ′(yω+ − xω−)φ = φ′(⋆η)φ.

⋆(φ′(ω− ∧ ω+)φ) = q2n ⋆ (φ′φ(ω− ∧ ω+)) = q2nφ′φ ⋆ (ω− ∧ ω+) = q2nφ′{⋆(ω− ∧ ω+)}φ,
where the last equality is evident, since ⋆(ω− ∧ ω+) ∈ C. �

5.2. A Laplacian operator on A(S2q). Using the 2D differential calculus on the Podleś sphere S2q
and the ⋆-Hodge structure on Ω(S2q) it is natural to define a Laplacian operator �S2

q
: A(S2q) → A(S2q) as

�S2
q
f = ⋆d ⋆ df on any f ∈ A(S2q). An explicit computation using the properties of the exterior algebra

Ω(S2q) represented in proposition 3.6 gives:

df = (X+⊲f)ω+ + (X−⊲f)ω−,

⋆df = −iα′′[ν(X+⊲f)ω+ − q−2β(X−⊲f)ω−],

d ⋆ df = −iα′′[νX−X+ + βX+X−]⊲f (ω− ∧ ω+),

⋆d ⋆ df = −[νX−X+ + βX+X−]⊲f.(5.18)

The relation (3.32) shows that such a Laplacian operator can be seen as an operator �S2
q
: L(0)

0 → L(0)
0 .

In particular, from (4.21), the Laplacian �S2
q
is the restriction of the Laplacian �SUq(2) to the subalgebra

A(S2q) ⊂ A(SUq(2)). A basis of the eigenvector spaces L(0)
0 = ⊕J∈NV

(0)
J coming from (3.41) is given by

elements φ0,J,l = cJa∗J⊳El = w2J:J,l, so that formulas (4.22) drive to a spectrum of this Laplacian on
S2q as:

�S2
q
φ0,J,l = −(qν + q−1β){[J ][J + 1]}φ0,J,l

= −2qν{[J ][J + 1]}φ0,J,l.(5.19)

Remark 5.7. Equations (4.21) and (5.18) show that the classical relations between the Laplacians �SU(2)

and �S2 , coming from the Hodge duality associated to the metric tensor g (2.26) related to the Cartan-
Killing metric, is then reproduced in the quantum formalism, in the specific realisation of the quantum
Hopf bundle that has been described. The constraints among the 5 real parameters used in the analysis
of the Hodge duality can be written as:

γ = α′′2α′−2,

ν = |α′′|−1,

β = q2ν.(5.20)

The parameters α′, α′′ are the coefficients of the volume forms. The analysis of the classical limit of this
formulation is in section 8. The choice:

lim
q→1

α′ = −4α,

lim
q→1

α′′ = −2α(5.21)

35



gives (4.21) and (5.18) in the classical limit. Being α a positive real number, it seems natural to assume
α′ and α′′ negative real numbers. This also gives ν = −α′′−1 from the second relation in (5.20), so to
have a Hodge duality (5.14) which is now:

⋆ (1) = θ̌ = iα′′ ω− ∧ ω+,

⋆ (xω−) = −ix ω−,

⋆ (y ω+) = iy ω+,

⋆ (iω− ∧ ω+) = α′′−1,(5.22)

giving, if (5.21) is satisfied, the Hodge duality (2.58) in the classical limit.

6. Connections on the Hopf bundle

The structure of a quantum principal bundle (P ,B,H;NP ,QH) with compatible differential calculi,
given the total space algebra P on which the gauge group Hopf algebra H coacts, has been described in
section 3.2. The compatibility conditions ensure the exactness of the sequence (3.17):

(6.1) 0 → PΩ1(B)P → Ω1(P)
∼NP−→ P ⊗ (ker εH/QH) → 0.

with the map ∼NP
defined via the commutative diagram (3.15). Among the compatibility conditions,

the requirement that ∆RNP ⊂ NP ⊗H – giving a right covariance of the differential structure on P –

allows to extend the coaction ∆R of H on P to a coaction of H on 1-forms, ∆
(1)
R : Ω1(P) → Ω1(P)⊗H,

defining ∆
(1)
R ◦ d = (d⊗ 1) ◦∆R.

Note that Ad(ker εH) ⊂ (ker εH) ⊗ H. If the right ideal QH is Ad-invariant (which is equivalent
to say that the differential calculus on H is bicovariant), it is possible to define a right-adjoint coaction

Ad(R) : ker εH/QH → ker εH/QH ⊗H by the commutative diagram

ker εH
πQH−→ ker εH/QH

↓ Ad ↓ Ad(R)

ker εH ⊗H πQH
⊗id−→ (ker εH/QH)⊗H

Together with the right coaction ∆R of H on P , such a right-adjoint coaction Ad(R) allows to define a

right coaction ∆
(Ad)
R of H on P ⊗ ker εH/QH as a coaction of a Hopf algebra on the tensor product of

its comodules. This coaction is explicitly given by the relation:

(6.2) ∆
(Ad)
R (p⊗ πQH

(h)) = p(0) ⊗ πQH
(h(2))⊗ p(1)(Sh(1))h(3),

adopting the Sweedler notation for the coaction as ∆R(p) = p(0) ⊗ p(1).
It is now possible to define a connection on the quantum principal bundle as a right invariant splitting

of the sequence (6.1). Given a left P-linear map σ : P ⊗ (ker εH/QH) → Ω1(P) such that

∆
(1)
R ◦ σ = (σ ⊗ id)∆

(Ad)
R ,

∼NP
◦σ = id,(6.3)

then the map Π : Ω1(P) → Ω1(P) defined by Π = σ◦ ∼NP
is a right invariant left P-linear projection,

whose kernel coincides with the horizontal forms PΩ1(B)P :

Π2 = Π,

Π(PΩ1(B)P) = 0,

∆
(1)
R ◦Π = (Π⊗ id) ◦∆(1)

R .(6.4)

The image of the projection Π is the set of vertical 1-forms of the principal bundle. A connection on a
principal bundle can also be written in terms of a connection 1-form, which is a map ω : H → Ω1(P).
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Given a right invariant splitting σ of the exact sequence (6.1), define the connection 1-form as ω(h) =
σ(1 ⊗ πQH

(h− εH(h))) on h ∈ H. Such a connection 1-form has the following properties:

ω(QH) = 0,

∼NP
(ω(h)) = 1⊗ πQH

(h− εH(h)) ∀h ∈ H,
∆

(1)
R ◦ ω = (ω ⊗ id) ◦Ad,
Π(dp) = (id⊗ ω)∆R(p) ∀ p ∈ P .(6.5)

Conversely if ω is a linear map ker εH → Ω1(P) that satisfies the first three conditions in (6.5), then
there exists a unique connection on the principal bundle, such that ω is its connection 1-form. In this
case, the splitting of the sequence (6.1) is given by:

(6.6) σ(p⊗ [h]) = pω([h])

with [h] in ker εH/QH, while the projection Π is given by:

(6.7) Π = m ◦ (id⊗ ω)◦ ∼NP

The general proof of these results is in [6]. This section explicitly describes the connections on the
quantum Hopf bundle with the compatible differential calculi presented in sections 3.4.1 and 3.4.2.

6.1. Vertical subspaces on the quantum Hopf bundle. The right coaction ∆
(1)
R : Ω1(SUq(2)) →

Ω1(SUq(2))⊗A(U(1)) of the gauge group algebraA(U(1)) on the set of 1-forms on the total space algebra
of the bundle, whose consistency is allowed by the compatibility conditions between the 3D left covariant
calculus on A(SUq(2)) and the 1D bicovariant calculus on A(U(1)), gives:

∆
(1)
R ωz = ωz ⊗ 1,

∆
(1)
R ω± = ω± ⊗ z±2.(6.8)

From the analysis on the 1D calculus on A(U(1)) performed in section 3.4.4 and the result of lemma 3.4, a
connection on the quantum Hopf bundle is given via a splitting map σ : A(SUq(2))⊗(ker εU(1)/QU(1)) →
Ω1(SUq(2)), which can be defined recalling the isomorphism λ̃ : ker εU(1)/QU(1) → C. Given w ∈ C set:

(6.9) σ(1 ⊗ w) = σ(w ⊗ 1) = w(ωz + Uω+ + V ω−);

and extend by the requirement of left A(SUq(2))-linearity, so to have:

σ(1 ⊗ [ϕ(j)]) = q−2j(ωz + Uω+ + V ω−),

σ(φ ⊗ [ϕ(j)]) = q−2jφ(ωz + Uω+ + V ω−),(6.10)

where φ ∈ A(SUq(2)) and the requirement of right covariance (6.3) selects – from (6.8) – U ∈ L(0)
2 and

V ∈ L(0)
−2. The projection Π associated to this connection is easily seen to be:

Π(ω±) = σ(∼NSUq(2)
(ω±)) = 0,

Π(ωz) = σ(∼NSUq(2)
(ωz)) = σ(1 ⊗ [ϕ(0)]) = ωz + Uω+ + V ω−.(6.11)

In this expression the 1-forms ω± are recovered as horizontal (3.62), a notion depending only on the
compatibility conditions between the differential calculi, while a choice of a connection is equivalent to the
choice of the vertical part of Ω1(SUq(2)). The set of connections for the quantum Hopf bundle corresponds
to the set of the possible choices of 1-forms on the basis of the bundle as a = Uω+ + V ω− ∈ Ω1(S2q), so
that the second line in (6.11) can be written as

(6.12) Π(ωz) = ωz + a.

The connection one form (6.5) ω : U(1) → Ω1(SUq(2)) is given by:

ω(zj) = σ(1 ⊗ [zj − 1])

=

(

1− q−2j

1− q−2

)

(ωz + Uω+ + V ω−) =

(

1− q−2j

1− q−2

)

(ωz + a).(6.13)
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Given the projection Π and the connection 1-form ω, it is possible to compute the lhs and the rhs of
the last line in (6.5). On the basis of left invariant differential forms and using the explicit form of the

quantum vector fields in (3.45), with φ ∈ L(0)
j one has:

Π(dφ) = Π((Xj⊲φ)ωj) = (Xj⊲φ)Π(ωj)

=

(

1− q2j

1− q−2

)

φ(ωz + Uω+ + V ω−);(6.14)

and also:

(id⊗ ω)∆R(φ) = (id⊗ ω)(φ⊗ z−j)

=

(

1− q2j

1− q−2

)

φ(ωz + Uω+ + V ω−) = Π(dφ).(6.15)

The monopole connection corresponds to the choice U = V = 0 ⇔ a = 0, so to have Π0(ωz) = ωz and
the monopole connection 1-form ω0(z

j) = [(1−q−2j)/(1−q−2)]ωz [5, 9]. With a connection, one has the

notion of covariant derivative D : A(SUq(2)) → Ω1(A(SUq(2))) of equivariant maps. Given φ ∈ L(0)
n ,

define

(6.16) Dφ = (1−Π)dφ.

The covariant derivative Dφ is clearly an horizontal 1-form: the adjective ”covariant” refers to the
behaviour under the coaction of the gauge group algebra, as one directly (3.33) shows that:

(6.17) ∆Rφ = φ⊗ z−j ⇔ ∆
(1)
R (Dφ) = Dφ⊗ z−j,

from the right invariance (6.4) of the projection Π. In terms of the connection 1-form the covariant
derivative can be written, using (6.15), as :

Dφ = (1 −Π)dφ = dφ−Π(dφ)

= dφ− φ ∧ ω(z−j)(6.18)

on a φ ∈ L(0)
j . It is then immediate to recover that, for any f ∈ L(0)

0 ≃ A(S2q), one has Df = df .

Remark 6.1. Given any φ ∈ L(0)
n , from (6.18) and (6.12), the covariant derivative can be written as:

Dφ = {(X+⊲φ) − (Xz⊲φ)U}ω+ + {(X−⊲φ)− (Xz⊲φ)V }ω−.

It is an easy computation using the A(SUq(2))-bimodule properties (3.50) of Ω1(SUq(2)) to prove that
Dφ ≃ Ω1(S2q) ·A(SUq(2)) for any connection represented by a ∈ Ω1(S2q). This means that any connection
on this quantum Hopf bundle is a strong connection, following the analysis in [16].

6.2. Covariant derivative on the associated line bundles. A covariant derivative, or a con-

nection, on the left A(S2q)-module E(0)
n is a C-linear map

(6.19) ∇ : Ωk(S2q)⊗A(S2
q)
E(0)
n → Ωk+1(S2q)⊗A(S2

q)
E(0)
n ,

defined for any k ≥ 0 and satisfying a left Leibniz rule:

∇(α 〈σ|) = dα ∧ 〈σ|+ (−1)mα ∧ (∇〈σ|)
for any α ∈ Ωm(S2q) and 〈σ| ∈ Ωk(S2q) ⊗A(S2

q)
E(0)
n . A connection is completely determined by its

restriction ∇ : E(0)
n → Ω1(S2q) ⊗A(S2

q)
E(0)
n and then extended by the Leibniz rule. Connections always

exist on projective modules: the canonical (Levi-Civita, or Grassmann) connection on a left projective

A(S2q)-module E(0)
n is given as

(6.20) ∇0 〈σ| = (d 〈σ|)p(n);
the space C(E(0)

n ) of all connections on E(0)
n is an affine space modelled on HomA(S2

q)
(E(0)
n , E(0)

n ⊗A(S2
q)

Ω1(S2q)), so that any connection can be written as:

(6.21) ∇〈σ| = (d 〈σ|)p(n) + (−1)k 〈σ| ∧A(n)

with 〈σ| ∈ Ωk(S2q)⊗A(S2
q)
E(0)
n and A(n) ∈ M|n|+1 ⊗A(S2

q)
Ω1(S2q) – which is called the gauge potential of

the connection ∇ – subject to the condition A(n) = A(n)p(n) = p(n)A(n). The composition

∇2 = ∇ ◦∇ : Ωk(S2q)⊗A(S2
q)
E(0)
n → Ωk+2(S2q)⊗A(S2

q)
E(0)
n
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is Ω(S2q)-linear. This map can be explicitly calculated: given 〈σ| ∈ Ωk(S2q) ⊗A(S2
q)
E(0)
n , from (6.21) one

has

∇2 〈σ| = d(∇〈σ|)p(n) + (−1)k+1(∇〈σ|) ∧ A(n)

= d{(dσ)p(n) + (−1)k 〈σ| ∧ A(n)}p(n) + (−1)k+1{(d 〈σ|)p(n) + (−1)k 〈σ| ∧ A(n)} ∧A(n)

= d{(d 〈σ|)p(n)}p(n) + (−1)k(d 〈σ| ∧ A(n))p(n) + (〈σ| ∧ dA(n))p(n)

+ (−1)k+1{(d 〈σ|)p(n) ∧ A(n)} − 〈σ| ∧ A(n) ∧A(n)

= 〈σ| {−(dp(n) ∧ dp(n))p(n) + (dA(n))p(n) −A(n) ∧ A(n)}.(6.22)

The restriction of the map ∇2 to E(0)
n , seen as an element in Ω2(S2q) ⊗A(S2

q)
E(0)
n , is the curvature F∇ of

the given connection.

The left A(S2q)-module isomorphism between L(0)
n and E(0)

n described in proposition 3.3 allows for

the definition of an hermitian structure on each projective left module E(0)
n , { ; } : E(0)

n × E(0)
n → A(S2q)

given as:

(6.23) {〈σ|φ ; 〈σ|φ′} = φφ′∗,

with φ, φ′ ∈ L(0)
n . Such an hermitian structure satisfies the relations:

{f 〈σ|φ ; f ′ 〈σ|φ′} = fφ(f ′φ′)∗,

{〈σ|φ , 〈σ|φ} ≥ 0, {〈σ|φ , 〈σ|φ} = 0 ⇔ 〈σ| = 0.

The left A(S2q)-module isomorphism between L(0)
n and E(0)

n also enables to relate the concept of
connection on the quantum Hopf bundle to that of covariant derivative on the associated line bundles.
As first step, define the A(S2q)-bimodule:

(6.24) L(1)
n = {φ ∈ Ω1

hor(SUq(2)) ≃ A(SUq(2))Ω
1(S2q)A(SUq(2)) : ∆

(1)
R φ = φ⊗ z−n}

and introduce the notations:
E(k)
n = Ωk(S2q)⊗A(S2

q)
E(0)
n .

The maps:

L(1)
n

≃−→ E(1)
n : φ 7→ 〈σ|φ = φ

〈

Ψ(n)
∣

∣

∣ ,

E(1)
n

≃−→ L(1)
n : 〈σ| 7→ φ =

〈

σ,Ψ(n)
〉

(6.25)

give left A(S2q)-module isomorphisms (in this notation the explicit dependence on 〈f | ∈ A(S2q)
|n|+1 as in

proposition 3.3 has been dropped). Via this isomorphism, any connection on the quantum Hopf bundle
– represented by a projection Π (6.11) or by a connection 1-form (6.13) – induces a gauge potential A(n)

on any associated line bundle E(0)
n .

Proposition 6.2. Given the left A(S2q)-isomorphism L(0)
n ≃ E(0)

n described in proposition 3.3, as well

as the analogue left A(S2q)-module isomorphism L(1)
n ≃ E(1)

n described in (6.25), there is an equivalence
between the set of connections on the quantum Hopf bundle via a projection Π in Ω(SUq(2)) as in (6.11),

and the set of covariant derivative ∇ ∈ C(E(0)
n ) on any associated line bundle. With φ ∈ L(0)

n so that

〈σφ| = φ
〈

Ψ(n)
∣

∣ ∈ E(0)
n , the equivalence is given by Dφ = (∇〈σ|φ)

∣

∣Ψ(n)
〉

.

Proof. Choose φ ∈ L(0)
n , so to have σφ = φ

〈

Ψ(n)
∣

∣ and from the definition in (6.21) express a

covariant derivative on E(0)
n via a gauge potential as:

∇〈σ|φ = d
(

φ
〈

Ψ(n)
∣

∣

∣

) ∣

∣

∣Ψ(n)
〉〈

Ψ(n)
∣

∣

∣+ φ
〈

Ψ(n)
∣

∣

∣A(n)(6.26)

= {dφ− φ[
〈

Ψ(n), dΨ(n)
〉

−
〈

Ψ(n)
∣

∣

∣A(n)
∣

∣

∣Ψ(n)
〉

]}
〈

Ψ(n)
∣

∣

∣(6.27)

since A(n) = A(n)p(n). On the other hand, being φ ∈ L(0)
n one has:

Dφ = (1−Π)dφ = dφ− (Xz⊲φ)Π(ωz)

= dφ−
(

1− q2n

1− q−2

)

φΠ(ωz),
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with Dφ ∈ L(1)
n from (6.17). By the isomorphism (6.25), equating Dφ = (∇〈σ|φ)

∣

∣Ψ(n)
〉

defines the

gauge potential A(n) as:
〈

Ψ(n), dΨ(n)
〉

−
〈

Ψ(n)
∣

∣

∣A(n)
∣

∣

∣Ψ(n)
〉

=
1− q2n

1− q−2
(ωz + Uω+ + V ω−)

=
1− q2n

1− q−2
(ωz + a) = ω(z−n) :(6.28)

an explicit calculation shows that
〈

Ψ(n), dΨ(n)
〉

= [(1 − q2n)/(1 − q−2)]ωz , so the previous expression
becomes:

(6.29)
〈

Ψ(n)
∣

∣

∣A(n)
∣

∣

∣Ψ(n)
〉

= − 1− q2n

1− q−2
(Uω+ + V ω−),

which is solved by

A(n) = − 1− q2n

1− q−2

∣

∣

∣Ψ(n)
〉

(Uω+ + V ω−)
〈

Ψ(n)
∣

∣

∣

= − 1− q2n

1− q−2

∣

∣

∣Ψ(n)
〉

a
〈

Ψ(n)
∣

∣

∣ .(6.30)

This solution is unique. Being the set of connection an affine space, any different gauge potential, solution
of equation (6.29), should be Ǎ(n) = A(n) + A′(n) where A(n) is given in (6.30) and A′(n) must satisfy
〈

Ψ(n)
∣

∣A′(n)
∣

∣Ψ(n)
〉

= 0, with A′(n) = p(n)A′(n)p(n) = p(n)A′(n) = A′(n)p(n) = A′(n). One directly has:
〈

Ψ(n)
∣

∣

∣A′(n)
∣

∣

∣Ψ(n)
〉

= 0

⇒ 0 =
∣

∣

∣Ψ(n)
〉〈

Ψ(n)
∣

∣

∣A′(n)
∣

∣

∣Ψ(n)
〉〈

Ψ(n)
∣

∣

∣ = p(n)A′(n)p(n) = A′(n).

The complete equivalence claimed in the proposition comes by (6.29), which gives for any gauge potential
A(n) a 1-form a ∈ Ω1(S2q), suitable to define a connection as in (6.12). �

The form of the gauge potential (6.30) shows that the monopole connection Π0(ωz) = ωz corresponds

to the Grassmann, or canonical covariant derivative ∇0 〈σ| = (d 〈σ|)p(n) on the line bundles E(0)
n , having

A(n) = 0 for any n ∈ Z. A connection on the quantum Hopf bundle is defined compatible with the
hermitian structure (6.23) on each module of sections of the associated line bundle if

d{〈σ|φ ; 〈σ|φ′} = {∇ 〈σ|φ ; 〈σ|φ′}+ {〈σ|φ ;∇〈σ|φ′}.
It is easy to compute that this condition amounts to have a connection (6.12) satisfying the condition

a∗ = −a.

The compatibility between the differential calculi allows to extend the concept of right coaction of

the gauge group algebra on the whole exterior algebra Ω(SUq(2)), introducing a right coaction ∆
(k)
R :

Ωk(SUq(2)) → Ωk(SUq(2))⊗A(U(1)) by induction as

(6.31) ∆
(k)
R ◦ d = (d⊗ id) ◦∆(k−1)

R .

It becomes now natural to define the A(S2q)-bimodule:

(6.32) L(2)
n = {φ ∈ A(SUq(2))Ω

2(S2q)A(SUq(2)) : ∆
(2)
R φ = φ⊗ z−n};

so that the maps:

L(2)
n

≃−→ E(2)
n : φ 7→ 〈σ|φ = φ

〈

Ψ(n)
∣

∣

∣ ,

E(2)
n

≃−→ L(2)
n : 〈σ| 7→ φ =

〈

σ,Ψ(n)
〉

(6.33)

are left A(S2q)-module isomorphisms, generalising the isomorphisms given in proposition 3.3 and in (6.25).

In the formulation of [6], the elements in L(k)
n are strongly tensorial forms.

Recall that the covariant derivative ∇ is defined in (6.19) as an operator ∇ : E(k)
n → E(k+1)

n for
k = 0, 1, 2, since the differential calculus on A(S2q) is 2 dimensional; the covariant derivative D has

been defined by (6.16) only on the A(S2q)-bimodule L(0)
n , while the proposition 6.2 shows the equivalence
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between D : L(0)
n → L(1)

n and ∇ : E(0)
n → E(1)

n . The isomorphism (6.33) allows then to extend the

covariant derivative to D : L(1)
n → L(2)

n , defining:

(6.34) Dφ = (∇〈σ|φ)
∣

∣

∣Ψ(n)
〉

for any φ ∈ L(1)
n with 〈σ|φ = φ

〈

Ψ(n)
∣

∣ ∈ E(1)
n = Ω1(S2q)⊗A(S2

q)
E(0)
n . Such an operator can be represented

in terms of the connection (6.13) 1-form ω. From the Leibniz rule one has:

d(φ
〈

Ψ(n)
∣

∣

∣) = (dφ)
〈

Ψ(n)
∣

∣

∣+ (−1)kφd
〈

Ψ(n)
∣

∣

∣ ,

with φ ∈ L(k)
n . This identity gives the next proposition.

Proposition 6.3. Given φ ∈ L(1)
n , so that 〈σ|φ = φ

〈

Ψ(n)
∣

∣ ∈ E(1)
n , the action of the operator D : L(1)

n →
L(2)
n defined by (6.34) can be written as:

(6.35) Dφ = dφ+ φ ∧ ω(z−n)

Proof. The proposition is proved by a direct computation. Start from φ ∈ L(1)
n , so that from(6.21)

one has ∇〈σ|φ = (d 〈σ|φ)p(n) − 〈σ|φ ∧A(n), so that :

Dφ = (∇〈σ|φ)
∣

∣

∣Ψ(n)
〉

= (d 〈σ|φ)
∣

∣

∣Ψ(n)
〉

− 〈σ|φ ∧ A(n)
∣

∣

∣Ψ(n)
〉

= d(φ
〈

Ψ(n)
∣

∣

∣)
∣

∣

∣Ψ(n)
〉

− φ ∧
〈

Ψ(n)
∣

∣

∣A(n)
∣

∣

∣Ψ(n)
〉

= dφ+ φ ∧
〈

Ψ(n), dΨ(n)
〉

− φ ∧
〈

Ψ(n)
∣

∣

∣A(n)
∣

∣

∣Ψ(n)
〉

= dφ+ φ ∧ ω(z−n),(6.36)

where the last equality comes from (6.28), expressing the gauge potential A(n) in terms of the connection
1-form ω. �

To give the curvature F∇ of the given connection (6.22) a more explicit form, one can make use of
two further relations. The first one, involving the projectors p(n) only, comes from [24], while the second
is proved again by direct calculation.

Lemma 6.4. Let p(n) denote the projection given in (3.37). With the 2D calculus on S2q of section 3.4.3
one finds:

dp(n) ∧ dp(n) p(n) = −q−n−1[n] p(n) ω+ ∧ ω−,

p(n) dp(n) ∧ dp(n) = −q−n−1[n] p(n) ω+ ∧ ω−.

Lemma 6.5. Given for any n ∈ Z the projectors p(n) as in (3.37) and the expression of the gauge
potential A(n) as in (6.30), one has:

(6.37) p(n)dA(n)p(n) = −
(

1− q2n

1− q−2

)

∣

∣

∣
Ψ(n)

〉

d(Uω+ + V ω−)
〈

Ψ(n)
∣

∣

∣
.

Proof. Setting

a(n) =
〈

Ψ(n)
∣

∣

∣A(n)
∣

∣

∣Ψ(n)
〉

= −{(1− q2n)/(1− q−2)}(Uω+ + V ω−) = − 1− q2n

1− q−2
a,

the expression (6.37) can be written as the sum of three terms, from the Leibniz rule satisfied by the
exterior derivation d:

p(n)dA(n)p(n)

=
[∣

∣

∣Ψ(n)
〉〈

Ψ(n), dΨ(n)
〉

a(n)
〈

Ψ(n)
∣

∣

∣

]

+
[∣

∣

∣Ψ(n)
〉

(da(n))
〈

Ψ(n)
∣

∣

∣

]

−
[∣

∣

∣Ψ(n)
〉

a(n)
〈

dΨ(n),Ψ(n)
〉〈

Ψ(n)
∣

∣

∣

]

=

(

1− q2n

1− q−2

)

∣

∣

∣
Ψ(n)

〉 [

ωz ∧ a(n) + a(n) ∧ ωz
] 〈

Ψ(n)
∣

∣

∣
+
[∣

∣

∣
Ψ(n)

〉

da(n)
〈

Ψ(n)
∣

∣

∣

]

,
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where the second equality comes from the identities
〈

Ψ(n), dΨ(n)
〉

= −
〈

dΨ(n),Ψ(n)
〉

= {(1− q2n)/(1 −
q−2)}ωz, while the A(SUq(2))-bimodule relations (3.50) of 1-forms in Ω1(SUq(2)), as well as commutation
relations among them (3.52), give:

ωz ∧ (Uω+ + V ω−) = q4Uωz ∧ ω+ + q−4V ωz ∧ ω− = −(Uω+ + V ω−) ∧ ωz,
so that ωz ∧ a(n) + a(n) ∧ ωz = 0 and the identity claimed in (6.37) is verified. �

Remark 6.6. The identity ωz ∧ a(n) + a(n) ∧ ωz = 0 also shows that the 1-form ωz anti-commutes with
every 1-form in Ω1(S2q).

Proposition 6.7. Given the covariant derivative ∇ : E(k)
n → E(k+1)

n from (6.21) with a gauge potential

(6.30) A(n) = −(1− q2n)(1− q−2)−1
∣

∣Ψ(n)
〉

a
〈

Ψ(n)
∣

∣, the operator ∇2 : E(0)
n → E(2)

n can be written as:

(6.38) ∇2 〈σ| = 〈σ| ∧ F∇ = −〈σ| ∧ {
∣

∣

∣Ψ(n)
〉

qn+1[n](ω− ∧ ω+ − da + qn+1[n]a ∧ a)
〈

Ψ(n)
∣

∣

∣}.

Proof. From the general expression (6.22), the action of the operator ∇2 on a 〈σ| ∈ E(0)
n is linear,

and given by the sum of three terms. The first one, recalling the result of the lemma 6.4 and the
commutation rules (3.50) and (3.52), is:

−(dp(n) ∧ dp(n))p(n) = q−n−1[n]p(n)ω+ ∧ ω−

= −q1−n[n]
∣

∣

∣Ψ(n)
〉〈

Ψ(n)
∣

∣

∣ω− ∧ ω+

= −qn+1[n]
∣

∣

∣Ψ(n)
〉

ω− ∧ ω+

〈

Ψ(n)
∣

∣

∣ .(6.39)

Since one has 〈σ| p(n) = 〈σ|, being elements in the projective modules E(0)
n , the other two terms in (6.21)

are:

p(n)dA(n)p(n) = −
(

1− q2n

1− q−2

)

∣

∣

∣Ψ(n)
〉

da
〈

Ψ(n)
∣

∣

∣

= qn+1[n]
∣

∣

∣Ψ(n)
〉

da
〈

Ψ(n)
∣

∣

∣ ,

−A(n) ∧ A(n) = −
(

1− q2n

1− q−2

)2
∣

∣

∣Ψ(n)
〉

a ∧ a
〈

Ψ(n)
∣

∣

∣

= −q2(n+1)[n]2
∣

∣

∣Ψ(n)
〉

a ∧ a
〈

Ψ(n)
∣

∣

∣ .

The sum of these three lines gives the curvature F∇ ∈ M|n|+1 ⊗A(S2
q)
Ω2(S2q) the expression:

(6.40) F∇ = −
∣

∣

∣Ψ(n)
〉

qn+1[n](ω− ∧ ω+ − da + qn+1[n]a ∧ a)
〈

Ψ(n)
∣

∣

∣ .

�

The isomorphism (6.33) allows to formulate the curvature as a linear map D2 : L(0)
n → L(2)

n , defined
by:

(6.41) D2φ = (∇2 〈σ|φ)
∣

∣

∣Ψ(n)
〉

for a given φ =
〈

σ,Ψ(n)
〉

. This operator can also be written in terms of the connection 1-form ω.

Proposition 6.8. The operator D2 : L(0)
n → L(2)

n defined in (6.41) can be written as

(6.42) D2φ = −φ ∧ {dω(z−n) + ω(z−n) ∧ ω(z−n)} = φ ∧
(〈

Ψ(n)
∣

∣

∣F∇

∣

∣

∣Ψ(n)
〉)

on any φ ∈ L(0)
n .

Proof. The proof is a direct application of the result in propositions 6.18 and 6.3. It is Dφ =

dφ− φ ∧ ω(z−n) with φ ∈ L(0)
n , so that:

D2φ = d(Dφ) + (Dφ) ∧ ω(z−n)
= −d(φ ∧ ω(z−n)) + (dφ− φ ∧ ω(z−n)) ∧ ω(z−n)
= −φ ∧ (dω(z−n) + ω(z−n) ∧ ω(z−n)).
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The relation (6.28) can be rewritten as ω(z−n) = −q1+n[n](ωz + a), so to have:

dω(z−n) = −q1+n[n](dωz + da) = q1+n[n](ω− ∧ ω+ − da),

ω(z−n) ∧ ω(z−n) = {q1+n[n]}2(ωz + a) ∧ (ωz + a) = q2(1+n)[n]2a ∧ a,

where the last equality in the second line comes from the remark 6.6. It becomes then clear to recover
from (6.38)

D2φ = −φ ∧ q1+n[n]{ω− ∧ ω+ − da + q1+n[n]a ∧ a} = φ ∧
(〈

Ψ(n)
∣

∣

∣F∇

∣

∣

∣Ψ(n)
〉)

,

meaning that the action of the operator D2 can be represented by the 2-form
(〈

Ψ(n)
∣

∣F∇

∣

∣Ψ(n)
〉)

∈
L(2)
0 . �

Remark 6.9. Recall from (6.16) that, given φ ∈ L(0)
n , the covariant derivative D : L(0)

n → L(1)
n has been

defined in terms of the projector Π associated to the connection as:

Dφ = (1−Π)dφ.

Given the left A(S2q)-module isomorphisms L(k)
n ≃ Ωk(S2q) ⊗A(S2

q)
E(0)
n = E(k)

n , the proposition 6.2 shows

that any connection written as a projector Π as in (6.11) induces a gauge potential A(n), so to have a
covariant derivative ∇ : Ωk(S2q) ⊗A(S2

q)
En → Ωk+1(S2q) ⊗A(S2

q)
En. The operator D is then extended in

(6.34) as D : L(1)
n → L(2)

n in terms of the operator ∇, without using the projector Π. This definition is

perfectly consistent, but it seems natural to understand whether it is possible to define D : L(1)
n → L(2)

n

via the projector Π, and even whether it is possible to extend the domain of such a covariant derivative

operator D from the set of horizontal forms L(k)
n to the whole exterior algebra Ω(SUq(2)), in analogy to

the classical case (2.4).

Given φ ∈ L(1)
n , the most natural definition of a covariant derivative seems to be:

(6.43) Ďφ = (1−Π)dφ,

with the horizontal projector (1−Π) extended to Ω2(SUq(2)) by assuming a compatibility with the wedge
product

Ω2(SUq(2)) = {Ω1(SUq(2))⊗A(SUq(2)) Ω
1(SUq(2))}/SQ = Ω1(SUq(2)) ∧Ω1(SUq(2))

so to have:

(6.44) (1−Π)Ω2(SUq(2)) = {(1−Π)Ω1(SUq(2))} ∧ {(1−Π)Ω1(SUq(2))}.
It is easy to see that such a compatibility does not exist. To be definite, consider an example. Choose

ω+ ∈ L(1)
−2, so that dω+ = q2(1 + q2)ωz ∧ ω+ = −(1 + q−2)ω+ ∧ ωz by the commutation properties of the

∧ product (3.52). Compute now:

q2(1 + q2)(1 −Π){ωz ∧ ω+} = q2(1 + q2){(1−Π)ωz} ∧ {(1−Π)ω+} = q2(1 + q2)V ω− ∧ ω+,

−(1 + q−2)(1 −Π){ω+ ∧ ωz} = −(1 + q−2){(1−Π)ω+} ∧ {(1−Π)ωz} = (1 + q−2)V ω− ∧ ω+,

The two expressions are different: the problem is that, for the given 3D calculus on A(SUq(2)), one has

(6.45) (1−Π)SQ * SQ.

Consider the 6 relations (3.52) generating SQ. An explicit calculation shows that, from the three of them
not involving ωz, one has:

{(1−Π)ω+} ∧ {(1−Π)ω+} = 0,

{(1−Π)ω−} ∧ {(1−Π)ω−} = 0,

{(1−Π)ω−} ∧ {(1−Π)ω+}+ q−2{(1−Π)ω+} ∧ {(1−Π)ω−} = 0,

while from the remaining terms:

{(1−Π)ωz} ∧ {(1−Π)ω−}+ q4{(1−Π)ω−} ∧ {(1−Π)ωz} = (1− q4)Uω+ ∧ ω−,

{(1−Π)ωz} ∧ {(1−Π)ω+}+ q−4{(1−Π)ω+} ∧ {(1−Π)ωz} = (1− q−4)V ω− ∧ ω+,

{(1−Π)ωz} ∧ {(1−Π)ωz} = a ∧ a.

These computations show that only in the case of the monopole connection – that is a = 0 – it is

(6.46) (1−Π0)SQ ⊆ SQ :
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only in the case of the monopole connection it is consistent to set

(1−Π0)Ω
2(SUq(2)) = {(1−Π0)Ω

1(SUq(2))} ∧ {(1−Π0)Ω
1(SUq(2))}

and to define

(6.47) D0 : Ωk(SUq(2)) 7→ Ωk+1(SUq(2)), D0φ = (1−Π0)dφ

The operator D0 is a ’covariant’ operator: given φ ∈ Ωk(SUq(2)) such that ∆
(k)
R φ = φ ⊗ z−n, it is

∆
(k+1)
R (D0φ) = D0φ ⊗ z−n, and moreover D0φ ∈ L(k)

n : D0φ is horizontal. Note that L(3)
n = ∅, as the

calculus on S2q is 2D. It becomes an easy computation to prove that the restriction D0 : L(k)
n → L(k+1)

n

acquires the form:

(6.48) D0φ = (1−Π0)dφ = dφ− (−1)kφ ∧ ω0(z
−n).

This relation is the quantum analogue of the classical (2.5). The classical covariant derivative of an
equivariant differential form φ can be expressed in terms of the connection 1-form ω only if such φ is
horizontal. In this quantum formulation, the classical condition that φ is horizontal and equivariant has

been translated into the condition φ ∈ L(k)
n .

7. A gauged Laplacian on the quantum Hopf bundle

With a covariant derivative ∇ acting on the left A(S2q)-projective modules E(k)
n = Ωk(S2q)⊗A(S2

q)
En

and the ⋆-Hodge structure on the exterior algebra Ω(S2q) introduced in section 5 it is possible to define

a gauged Laplacian operator �∇ : E(0)
n → E(0)

n as:

(7.1) �∇ 〈σ| = ⋆∇ ⋆∇〈σ|

on any 〈σ| ∈ E(0)
n . From the left A(S2q)-linearity of the ⋆-Hodge map, and the relation (6.21), one has:

∇ ⋆∇〈σ| = d{⋆(∇〈σ|)}p(n) − (⋆∇〈σ|) ∧ A(n)

= d{⋆[(d 〈σ|)p(n)] + 〈σ| ∧ (⋆A(n))}p(n) − {(⋆[(d 〈σ|)p(n)] ∧ A(n) + 〈σ| ∧ (⋆A(n)) ∧ A(n)}
= d{⋆[(d 〈σ|)p(n)]}p(n) + d{〈σ| ∧ (⋆A(n))}p(n) − ⋆{(d 〈σ|)p(n)} ∧A(n) − 〈σ| ∧ (⋆A(n)) ∧ A(n)(7.2)

The second term in the last line can be written as:

d{〈σ| ∧ (⋆A(n))}p(n) = d 〈σ| ∧ (⋆A(n))p(n) + 〈σ| ∧ {d(⋆A(n))}p(n)

= d 〈σ| ∧ (⋆A(n)) + 〈σ| ∧ {d(⋆A(n))}p(n),(7.3)

while the third term in (7.2) is:

− ⋆ {(d 〈σ|)p(n)} ∧ A(n) = − ⋆ (d 〈σ|)p(n) ∧A(n)

= −(⋆d 〈σ|) ∧ A(n) :(7.4)

in both the relations (7.3) and (7.4) the specific property of right A(S2q)-linearity of the ⋆-Hodge map

has been used, namely as ⋆(A(n))p(n) = ⋆(A(n)p(n)) = ⋆A(n) in (7.3) and as ⋆{(d 〈σ|)p(n)} = ⋆(d 〈σ|)p(n)
in (7.4). Moreover, from the proposition 5.4 one has d 〈σ| ∧ (⋆A(n)) = −(⋆d 〈σ|) ∧ A(n), so that

(7.5) ⋆∇⋆∇〈σ| = ⋆d{⋆(d 〈σ|)p(n)}p(n)−2⋆{(⋆d 〈σ|)∧A(n)}+〈σ|∧{⋆d⋆A(n)}p(n)−〈σ|∧⋆{(⋆A(n))∧A(n)}
The four terms componing the gauged Laplacian can be individually studied.

• Recalling the result of lemma 5.6, one has:

⋆A(n) = qn+1[n] ⋆ {
∣

∣

∣Ψ(n)
〉

a
〈

Ψ(n)
∣

∣

∣}

= qn+1[n]
∣

∣

∣Ψ(n)
〉

(⋆a)
〈

Ψ(n)
∣

∣

∣ .(7.6)

The fourth term in (7.5) is, using once more the result of lemma 5.6 with
〈

Ψ(n)
∣

∣ ∈ L(0)
−n:

−〈σ| ∧ ⋆{(⋆A(n)) ∧A(n)} = −〈σ| ∧ q2(1+n)[n] ⋆ {
∣

∣

∣Ψ(n)
〉

(⋆a) ∧ a
〈

Ψ(n)
∣

∣

∣}

= −q2[n] 〈σ| ∧
∣

∣

∣Ψ(n)
〉

(⋆{(⋆a) ∧ a})
〈

Ψ(n)
∣

∣

∣ .(7.7)
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• From (7.6) the third term in the expression (7.5) of the gauged Laplacian is:

〈σ| ∧ {⋆d ⋆A(n)}p(n) = 〈σ| ∧ q1+n[n] ⋆ {d
(∣

∣

∣Ψ(n)
〉

(⋆a)
〈

Ψ(n)
∣

∣

∣

)

}p(n)

= 〈σ| ∧ q1+n[n] ⋆ {p(n)d
(∣

∣

∣Ψ(n)
〉

(⋆A(n))
〈

Ψ(n)
∣

∣

∣

)

p(n)}.(7.8)

The last term in curly bracket is, by the derivation property of d:

p(n)d
(∣

∣

∣Ψ(n)
〉

(⋆A(n))
〈

Ψ(n)
∣

∣

∣

)

p(n) =

=
∣

∣

∣
Ψ(n)

〉(〈

Ψ(n), dΨ(n)
〉

(⋆a)
)〈

Ψ(n)
∣

∣

∣
−
∣

∣

∣
Ψ(n)

〉(

(⋆a)
〈

dΨ(n),Ψ(n)
〉)〈

Ψ(n)
∣

∣

∣
+
∣

∣

∣
Ψ(n)

〉

(d(⋆a))
〈

Ψ(n)
∣

∣

∣

=
∣

∣

∣Ψ(n)
〉

{−q1+n[n]ωz ∧ (⋆a)− q1+n[n](⋆a) ∧ ωz + d(⋆a)}
〈

Ψ(n)
∣

∣

∣ ,

(7.9)

where the last equality comes from the identity
〈

Ψ(n), dΨ(n)
〉

= −q1+n[n]ωz. Recalling the
remark 6.6, and using the commutation rules (3.50) as they were used in (7.7), the expression
(7.8) becomes:

〈σ| ∧ {⋆d ⋆A(n)}p(n) = q1+n[n] 〈σ| ∧ ⋆{
∣

∣

∣Ψ(n)
〉

d(⋆a)
〈

Ψ(n)
∣

∣

∣}

= q1−n[n] 〈σ| ∧
∣

∣

∣Ψ(n)
〉

{⋆d ⋆ a}
〈

Ψ(n)
∣

∣

∣ .(7.10)

• It is now straightforward to analyse the second term in the expression (7.5) of the gauged
Laplacian. From the definition (6.30) and the Hodge duality (5.14), with again a = Uω++V ω−,

U ∈ L(0)
2 and V ∈ L(0)

−2 :

2 ⋆ {d 〈σ| ∧ (⋆A(n))} = 2iα′′ν qn+1[n] ⋆ {(X+⊲ 〈σ|)ω+

∣

∣

∣Ψ(n)
〉

∧ a
〈

Ψ(n)
∣

∣

∣− (X−⊲ 〈σ|)ω−

∣

∣

∣Ψ(n)
〉

∧ a
〈

Ψ(n)
∣

∣

∣}

= −2iα′′ν q[n]{(X+⊲ 〈σ|
∣

∣

∣Ψ(n)
〉

V
〈

Ψ(n)
∣

∣

∣+ q2(X−⊲ 〈σ|)
∣

∣

∣Ψ(n)
〉

U
〈

Ψ(n)
∣

∣

∣} ⋆ (ω− ∧ ω+)

= −2q[n]{ν(X+⊲ 〈σ|
∣

∣

∣
Ψ(n)

〉

V
〈

Ψ(n)
∣

∣

∣
+ β(X−⊲ 〈σ|)

∣

∣

∣
Ψ(n)

〉

U
〈

Ψ(n)
∣

∣

∣
}(7.11)

• To analyse the first term in (7.5), which is the only one not depending on the gauge potential
a, start with:

⋆{(d 〈σ|)p(n)} = ⋆
(

{(X+⊲ 〈σ|)ω+ + (X−⊲ 〈σ|)ω−}p(n)
)

= ⋆{(X+⊲ 〈σ|)p(n)ω+ + (X−⊲ 〈σ|)p(n)ω−}
= −iα′′ν{(X+⊲ 〈σ|)p(n)ω+ − (X−⊲ 〈σ|)p(n)ω−}(7.12)

so to have:

d ⋆ {(d 〈σ|)p(n)} = −iα′′ν
(

X−⊲
[

{X+⊲ 〈σ|}p(n)
]

ω− ∧ ω+ −X−⊲
[

{X−⊲ 〈σ|}p(n)
]

ω+ ∧ ω−

)

= −iα′′ν
(

X−⊲
[

{X+⊲ 〈σ|}p(n)
]

+ q2X+⊲
[

{X−⊲ 〈σ|}p(n)
])

ω− ∧ ω+

⋆
(

d ⋆ {(d 〈σ|)p(n)}
)

= −iα′′
(

νX−⊲
[

{X+⊲ 〈σ|}p(n)
]

+ βX+⊲
[

{X−⊲ 〈σ|}p(n)
])

⋆ (ω− ∧ ω+)

= −
(

νX−⊲
[

{X+⊲ 〈σ|}p(n)
]

+ βX+⊲
[

{X−⊲ 〈σ|}p(n)
])

(7.13)

The gauged Laplacian can be seen as an operator �D : L(0)
n → L(0)

n via the equivalence between equivari-

ant maps φ ∈ L(0)
n and section of the associated line bundles σ ∈ E(0)

n , represented by the isomorphism
in proposition 3.3:

(7.14) �Dφ = (�∇ 〈σ|)
∣

∣

∣
Ψ(n)

〉
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on any equivariant φ =
〈

σ,Ψ(n)
〉

. The terms (X±⊲ 〈σ|)
∣

∣Ψ(n)
〉

in (7.11) and(7.13) need a specific analysis.

Given the coproduct ∆X± = 1⊗X± +X± ⊗K2, one has:

(X±⊲ 〈σ|)
∣

∣

∣
Ψ(n)

〉

= (X±⊲{φ
〈

Ψ(n)
∣

∣

∣
})
∣

∣

∣
Ψ(n)

〉

= φ(X±⊲
〈

Ψ(n)
∣

∣

∣)
∣

∣

∣Ψ(n)
〉

+ q−n(X±⊲φ)

= q−n(X±⊲φ).(7.15)

This last equality is clear from (3.26) with X+ and n < 0, and with X− and n > 0. In the other two
cases, it is possible to apply once more the deformed Leibniz rule to products of elements in A(SUq(2)),
having:

qn(X±⊲
〈

Ψ(n)
∣

∣

∣)
∣

∣

∣Ψ(n)
〉

= X±⊲
〈

Ψ(n),Ψ(n)
〉

−
〈

Ψ(n)
∣

∣

∣ (X±⊲
∣

∣

∣Ψ(n)
〉

)

= X±⊲(1)−
〈

Ψ(n)
∣

∣

∣ (X±⊲
∣

∣

∣Ψ(n)
〉

)

= −
〈

Ψ(n)
∣

∣

∣ (X±⊲
∣

∣

∣Ψ(n)
〉

) = 0;(7.16)

since again from (3.26) one has X+⊲
∣

∣Ψ(n)
〉

= 0 with n > 0, and X−⊲
∣

∣Ψ(n)
〉

= 0 with n < 0.
Recollecting the four terms from (7.5) and making use of the relation (7.15), one has:

−σ ∧ ⋆{(⋆A(n)) ∧ A(n)}
∣

∣

∣Ψ(n)
〉

= −q2[n]φ ∧ ⋆{(⋆a) ∧ a},

σ ∧ {⋆d ⋆A(n)}
∣

∣

∣Ψ(n)
〉

= q1−n[n]φ ∧ {⋆d ⋆ a},

2 ⋆ {dσ ∧ (⋆a)}
∣

∣

∣Ψ(n)
〉

= −2q1−n[n] (ν(X+⊲φ)V + β(X−⊲φ)U) ,
[

⋆
(

d ⋆ {(dσ)p(n)}
)] ∣

∣

∣Ψ(n)
〉

= −q−2n (νX−X+ + βX+X−) ⊲φ.(7.17)

It is clear that the gauged Laplacian operator can be completely diagonalised only if one chooses the
gauge potential a = 0, that is if one gauges the Laplacian by the monopole connection. Such a gauged

Laplacian �D0 : L(0)
n → L(0)

n can be written as:

(7.18) �D0φ = −q−2n (νX−X+ + βX+X−) ⊲φ, forφ ∈ L(0)
n .

The diagonalisation is straightforward, following (4.22). One has:

�D0φn,J,l = −q1−nν{[J − n

2
][J + 1 +

n

2
]} − q−1−nβ{[J − n

2
][J + 1 +

n

2
] + [n]}φn,J,l

= −q1−nν{2[J − n

2
][J + 1 +

n

2
] + [n]}φn,J,l.(7.19)

Recall the Laplacian operators on A(SUq(2)) and on A(S2q) from equations (4.21) and (5.18):

�SUq(2)φ = −(νX−X+ + βX+X− + γXzXz)⊲φ, φ ∈ L(0)
n ,

�S2
q
f = −(νX−X+ + βX+X−)⊲f, f ∈ A(S2q) ≃ L(0)

0 ,

�D0φ = −q−2n (νX−X+ + βX+X−) ⊲φ, φ ∈ L(0)
n .(7.20)

One has that the restriction of �D0 to φ ∈ L(0)
0 coincides with the operator �S2

q
. Moreover it is now

possible to generalise to the quantum Hopf bundle with the specific differential calculi studied so far, the
classical relation (1.1), from which this analysis started:

(7.21) q2n�D0⊲φ =
(

�SUq(2) + γXzXz

)

⊲φ, φ ∈ L(0)
n .

This relation appears as the natural generalisation of the classical relation (1.1) to this specific quantum
setting. The quantum Casimir operator (3.21) can not be written as a polynomial in the basis derivations
Xj (3.45) of the 3D left covariant calculus from Woronowicz, so its role is played by the Laplacian
�SUq(2). Its quantum vertical part can still be written as a quadratic operator in the vertical field Xz of
the quantum Hopf fibration.

8. An algebraic formulation of the classical Hopf bundle

The aim of this section is to apply the formalism developed to study the quantum Hopf bundle to
the case when all the space algebras are commutative, in order to recover the standard formulation of
the classical Hopf bundle described at the beginning of the paper, from a dual viewpoint.
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8.1. An algebraic description of the differential calculus on the group manifold SU(2).
Rephrasing the relations (2.8) which define the matrix Lie group SU(2), the coordinate algebraA(SU(2))
of the simple Lie group SU(2) is the commutative ∗-algebra generated by u and v, satisfying the spherical
relation u∗u+ v∗v = 1. The Hopf algebra structure is given by the coproduct:

(8.1) ∆

[

u −v∗
v u∗

]

=

[

u −v∗
v u∗

]

⊗
[

u −v∗
v u∗

]

,

antipode:

(8.2) S

[

u −v∗
v u∗

]

=

[

u∗ v∗

−v u

]

,

and counit:

(8.3) ǫ

[

u −v∗
v u∗

]

=

[

1 0
0 1

]

.

The universal envelopping algebra U(su(2)) is the Hopf ∗-algebra generated by the three elements e, f, h
which satisfy the algebraic relations (2.12) coming from the Lie algebra structure in su(2):

[e, f] = 2h,

[f, h] = f,

[e, h] = −e.(8.4)

The ∗-structure is:

h∗ = h, e∗ = f, f∗ = e,

and the Hopf algebra structure is provided by the coproduct:

∆(e) = e⊗ 1 + 1⊗ e,

∆(f) = f ⊗ 1 + 1⊗ f,

∆(h) = h⊗ 1 + 1⊗ h;

antipode:

S(e) = −e, S(f) = −f, S(h) = −h;

and a counit which is trivial:

ε(e) = ε(f) = ε(h) = 0.

The centre of the algebra U(su(2)) is generated by the Casimir element:

(8.5) C = h2 +
1

2
(ef + fe)

The irreducible finite dimensional ∗-representations σj of U(su(2)) are well known and labelled by non-
negative half-integers j ∈ 1

2N. They are given by:

σj(h) |j,m〉 = m |j,m〉 ,
σj(e) |j,m〉 =

√

(j −m)(j +m+ 1) |j,m+ 1〉 ,
σj(f) |j,m〉 =

√

(j −m+ 1)(j +m) |j,m− 1〉 .(8.6)

The algebras A(SU(2)) and U(su(2)) are dually paired. The bilinear (3.7) mapping 〈 , 〉 : U(su(2)) ×
A(SU(2)) → C, compatible with the ∗-structures, is set by:

〈h, u〉 = −1/2,

〈h, u∗〉 = 1/2,

〈e, v〉 = 1,

〈f, v∗〉 = −1;(8.7)

all other couples of generators pairing to 0. This pairing is non degenerate: the condition 〈l, x〉 = 0 ∀l ∈
U(su(2)) implies x = 0, while 〈l, x〉 = 0 ∀x ∈ A(SU(2)) implies h = 0.

It is possible to prove [21] that a finite dimensional vector space X ⊂ H′ of linear functionals on a
Hopf algebra H is a tangent space of a finite dimensional left covariant first order differential calculus
(Ω1(H), d) if and only if X(1) = 0 and (∆(X) − ε ⊗X) ∈ X ⊗ Ho, for any X ∈ X , where Ho ⊂ H′ is
the dual Hopf algebra to H. The ideal Q = {x ∈ ker εH : X(x) = 0 ∀X ∈ X} characterises the calculus,

47



the bimodule of 1-forms being isomorphic to Ω1(H) = Ω1
un(H)/NQ with NQ = r−1(H⊗Q). This result

shows the path to prove the following proposition.

Proposition 8.1. Given the nondegenerate bilinear pairing 〈 , 〉 : U(su(2))×A(SU(2)) → C as in (8.7),
the set {e, f, h} of generators in U(su(2)) defines a basis of the tangent space XSU(2) for a bicovariant
differential ∗-calculus on A(SU(2)). Such a differential calculus is isomorphic to the differential calculus
(2.24), once the algebra C∞(S3) is restricted to the polynomial algebra A(SU(2)).

Proof. The definition of counit in the Hopf algebra U(su(2)) shows that the generators la = {e, f, h},
seen as linear functionals on A(SU(2)) via the pairing, are such that:

e(1) = 〈e, 1〉 = ε(e) = 0,

f(1) = 〈f, 1〉 = ε(f) = 0,

h(1) = 〈h, 1〉 = ε(h) = 0;

while the coproduct relations can be cast in the form:

∆(e)− 1⊗ e = e⊗ 1,

∆(f) − 1⊗ f = f ⊗ 1,

∆(h)− 1⊗ h = h⊗ 1;(8.8)

thus proving that the set {e, f, h} in U(su(2)) defines a complex vector space basis of a tangent space
XSU(2) for a left covariant differential calculus. The obvious inclusion X ∗

SU(2) ⊂ XSU(2) proves, as

described in section 3, that such a calculus admits a ∗ structure.
In order to recover the ideal QSU(2) ⊂ ker εSU(2) for this specific calculus, consider a generic element

x ∈ ker εSU(2). It must necessarily be written as x = {(u − 1)x1, (u
∗ − 1)x2, vx3, v

∗x4} with xj ∈
A(SU(2)). Such an element x will belong to QSU(2) if 〈la, x〉 = 0 for any of the generators la ∈ U(su(2)),
since they form a vector space basis for the tangent space XSU(2) relative to this calculus. For the element
x = (u− 1)x1 the three conditions are:

〈e, (u− 1)x1〉 = 〈e, u− 1〉 〈1, x1〉+ 〈1, u− 1〉 〈e, x1〉 = 0,

〈f, (u − 1)x1〉 = 〈f, u − 1〉 〈1, x1〉+ 〈1, u− 1〉 〈f, x1〉 = 0,

〈h, (u− 1)x1〉 = 〈h, u− 1〉 〈1, x1〉+ 〈1, u− 1〉 〈h, x1〉 = −1

2
〈1, x1〉 = −1

2
ε(x1),(8.9)

where, in each of the three lines, the first equality comes from the general properties of dual pairing
and from the specific coproduct in U(su(2)), while the final result depends on the specific form of
the pairing. This means that x = (u − 1)x1 belongs to QSU(2) if and only if x1 ∈ ker εSU(2). The
analysis is similar for the other three elements x = {(u∗ − 1)x2, vx3, v

∗x4}. It is then proved that
this left covariant differential calculus on A(SU(2)) - whose tangent space is 3 dimensional - can be
characterised by the ideal QSU(2) = {ker εSU(2)}2 ⊂ ker εSU(2), which is generated by the ten elements:

QSU(2) = {(u− 1)2, (u− 1)(u∗ − 1), (u− 1)v, (u− 1)v∗, (u∗ − 1)2, (u∗ − 1)v, (u∗ − 1)v∗, v2, vv∗, v∗2}. The
equation (3.5) allows then to write the exterior derivative for this calculus as:

(8.10) dx = (e⊲x)ωe + (f⊲x)ωf + (h⊲x)ωh

The commutation properties between the left invariant forms {ωe, ωf , ωh} and elements of the algebra
A(SU(2)) depend on the functionals fab defined as ∆(la) = 1⊗ la+ lb⊗fba. From (8.8) one has fab = δab,
so 1-forms do commute with elements of the algebra A(SU(2)), ωax = xωa.

The ideal QSU(2) is in addition stable under the right coaction Ad of the algebra A(SU(2)) onto
itself: Ad(QSU(2)) ⊂ QSU(2) ⊗ A(SU(2)). The proof of this result consists of a direct computation.
The stability of the ideal QSU(2) under the right coaction Ad means that this differential calculus is
bicovariant.

The explicit form of the left action of the generators of U(su(2)) on the generators of the coordinate
algebra A(SU(2)) is:

(8.11)

h⊲u = − 1
2u

h⊲u∗ = 1
2u

∗

h⊲v = − 1
2v

h⊲v∗ = 1
2v

∗

e⊲u = −v∗
e⊲u∗ = 0
e⊲v = u∗

e⊲v∗ = 0

f⊲u = 0
f⊲u∗ = v
f⊲v = 0
f⊲v∗ = −u
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Starting from these relations it is immediate to see that the left action of the generators la ∈ U(su(2))
is equivalent to the Lie derivative along the left invariant vector fields La (2.11). This equivalence can
now be written as:

e⊲(x) = −iL+(x),

f⊲(x) = −iL−(x),

h⊲(x) = iLz(x),(8.12)

and it is valid for any x ∈ A(SU(2)), as the Leibniz rule for the action of the derivations La is encoded
in the definition of the left action (3.6) and the properties of the functionals fab = δab. From relation
(8.10) it is possible to recover:

du = −v∗ωe −
1

2
uωh,

du∗ = vωf +
1

2
u∗ωh,

dv = u∗ωe −
1

2
vωh,

dv∗ = −uωf +
1

2
v∗ωh.

These relations can be inverted, so that left invariant 1-forms {ωe, ωf , ωh} can be compared to (2.21):

ωe = udv − vdu = iω̃+,

ωf = v∗du∗ − u∗dv∗ = iω̃−,

ωh = −2(u∗du + v∗dv) = −iω̃z.(8.13)

The ∗-structure is given, on the basis of left-invariant generators, as ω∗
e = −ωf , ω

∗
h = −ωh. The equalities

(8.13), which are dual to (8.12), represent the isomorphism between the first order differential calculus
introduced via the action of the exterior derivative in (8.10), and the one analysed in section 2.1.

�

It is now straightforward to recover this bicovariant calculus as the classical limit of the quantum 3D left
covariant calculus (Ω(SUq(2), d) described in section 3.4.1. In the classical limit A(SUq(2)) → A(SU(2))
as q → 1, with φ→ x, one has:

ω+ → ωe, (X+⊲φ) → (e⊲x),
ω− → ωf , (X−⊲φ) → (f⊲x),
ωz → − 1

2 ωh, (Xz⊲φ) → (−2h⊲x).

The coaction ∆
(1)
R of A(SU(2)) on the basis of left invariant forms defines the matrix ∆

(1)
R (ωa) = ωb⊗Jba:

∆
(1)
R (ωf) = ωf ⊗ u∗2 + ωh ⊗ u∗v∗ − ωe ⊗ v∗2,

∆
(1)
R (ωh) = −ωf ⊗ 2u∗v + ωh ⊗ (u∗u− v∗v)− ωe ⊗ 2uv∗,

∆
(1)
R (ωe) = −ωf ⊗ v2 + ωh ⊗ uv + ωe ⊗ u2,(8.14)

which is used to define a basis of right invariant one forms ηa = ωbS(Jba):

ηf = u2ωf − uv∗ωh − v∗2ωe = v∗du− udv∗,

ηh = 2uvωf + (uu∗ − vv∗)ωh + 2u∗v∗ωe = 2(udu∗ + v∗dv),

ηe = −v2ωf − u∗vωh + u∗2ωe = u∗dv − vdu∗;(8.15)

- note that it has been made explicit use of the commutativity between forms ωa and elements of the
algebra A(SU(2)). The right acting derivation associated to this basis are given by (3.12) as

dx = ηa⊳(−S−1(la)) = ηa⊳la

for any x ∈ A(SU(2)), since an immediate evaluation gives S−1(la) = −la for the three vector basis
elements of the tangent space la ∈ X . Using again the commutativity of the right invariant one forms
ηa with element of A(SU(2)), the action of the exterior derivation (8.10) can be written as:

(8.16) dx = (x⊳f)ηf + (x⊳h)ηh + (x⊳e)ηe.
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Comparing (8.15) to (2.22) one has:

ηf = iη̃−,

ηh = −iη̃z,
ηe = iη̃+,(8.17)

while for the right action of the generators la on A(SU(2)) one computes:

(8.18)

u⊳h = − 1
2u

u∗⊳h = 1
2u

∗

v⊳h = 1
2v

v∗⊳h = − 1
2v

∗

u⊳e = 0
u∗⊳e = −v∗
v⊳e = u
v∗⊳e = 0

u⊳f = v
u∗⊳f = 0
v⊳f = 0
v∗⊳f = −u∗;

so that the identification with the action of the right invariant vector fields (2.14) can be recovered as:

(x)⊳f = −iR−(x),

(x)⊳e = −iR+(x),

(x)⊳h = iRz(x),(8.19)

being dual to the identification (8.17). It is also evident that relations (8.17) and (8.19) define a different
realisation of the isomorphism between the differential calculus introduced in this section (8.16) and the
differential calculus from section 2.1.

Remark 8.2. The identification (8.12) can be read as a Lie algebra isomorphism between the Lie algebra
{e, f, h} given in (8.4) and the Lie algebra of the left invariant vector fields {La} (2.12):

(8.20) e = −iL+, f = −iL−, h = iLz.

The notion of pairing between the algebras U(su(2)) and A(SU(2)) can be recovered as the Lie derivative
of the coordinate functions along the vector fields La, evaluated at the identity of the group manifold.
The terms in (8.7) giving the nonzero terms of the pairing are:

Lz(u)|id = i
2 ⇒ 〈h, u〉 = − 1

2
Lz(u

∗)|id = − i
2 ⇒ 〈h, u∗〉 = 1

2
L+(v)|id = i ⇒ 〈e, v〉 = 1
L−(v

∗)|id = −i ⇒ 〈f, v∗〉 = −1

The whole exterior algebra Ω(SU(2)) can now be constructed from the differential calculus (8.10).
Any 1-form θ ∈ Ω1(SU(2)) can be written on the basis of left invariant forms as θ =

∑

k xkωk = ωkxk
with xk ∈ A(SU(2)). Higher dimensional forms can be defined by requiring their total antisimmetry,
and that d2 = 0. One has then ωa ∧ ωb + ωb ∧ ωa = 0 and:

dωf = ωh ∧ ωf ,

dωe = ωe ∧ ωh,

dωh = 2ωf ∧ ωe.(8.21)

Finally, there is a unique volume top form ωf ∧ ωe ∧ ωh.
The algebraA(SU(2)) can be partitioned into finite dimensional blocks, whose elements are related to

the Wigner D-functions [36] for the group SU(2). Considering all the unitary irreducible representations
of SU(2), their matrix elements will give a Peter-Weyl basis for the Hilbert space L2(SU(2), µ) of complex
valued functions defined on the group manifold with respect to the Haar invariant measure. The Wigner
D-function DJ

ks(g) is defined to be the matrix element (k, s are the matrix indices) representing the
element g ≃ (u, v) in SU(2) (2.8) in the representation of weight J . They are known:

(8.22) DJ
ks = (−i)s+k[(J+s)!(J−s)!(J+k)!(J−k)!]1/2

∑

l

(−1)k+l
u∗lv∗J−k−lvJ−s−lu∗k+s+l

l!(J − k − l)!(J − s− l)!(s+ k + l)!

with J = 0, 1/2, 1, . . . and k = −J, . . . ,+J , s = −J, . . . ,+J . In (8.22) the index l runs over the set
of natural numbers such that all the arguments of the factorial are non negative. To illustrate the
meaning of this partition, proceed as in the quantum setting, and consider the element u∗ ∈ A(SU(2)).
Representing the left action f⊲ with a horizontal arrow and the right action ⊳e with a vertical one yields
the box:

(8.23)
u∗ → v
↓ ↓

−v∗ → u
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while starting from u∗2 ∈ A(SU(2)) yields the box:

(8.24)

u∗2 → 2u∗v → 2v2

↓ ↓ ↓
−2u∗v∗ → 2(u∗u− v∗v) → 4uv

↓ ↓ ↓
2v∗2 → −4v∗u → 4u2

A recursive structure emerges now clear. For each positive integer p one has a box Wp made up of the
(p+ 1)× (p+ 1) elements wp:t,r = ft⊲u∗p⊳er. An explicit calculation proves that:

(8.25) ft⊲u∗p⊳er = it+rj!

[

t!r!

(p− t)!(p− r)!

]1/2

D
p/2
t−p/2,r−p/2

with t ≤ p, r ≤ p. As an element in U(su(2)), the quadratic Casimir C (8.5) of the Lie algebra su(2)
acts on x ∈ A(SU(2)) as C⊲x = x⊳C, and its action clearly commutes with the actions f⊲ and ⊳e. This
means that the decomposition A(SU(2)) = ⊕j∈NWp gives the spectral resolution of the action of C:

(8.26) C⊲wp:t,r =
p

2
(
p

2
+ 1)wp:t,r.

8.2. The bundle structure.

8.2.1. The base algebra of the bundle. Given the abelian ∗-algebra A(U(1)) = C[z, z∗]/ < zz∗− 1 >,
the map π̌ : A(SU(2)) → (U(1))

(8.27) π̌

[

u −v∗
v u∗

]

=

[

z 0
0 z∗

]

,

is a surjective Hopf ∗-algebra homomorphism, so thatA(U(1)) can be seen as a ∗-subalgebra ofA(SU(2)),
with a right coaction:

(8.28) ∆̌R = (1⊗ π̌) ◦∆, A(SU(2) → A(SU(2))⊗A(U(1)).

The coinvariant elements for this coaction, that is elements b ∈ A(SU(2)) for which ∆̌R(b) = b⊗ 1, form
the subalgebra A(S2) ⊂ A(SU(2)), which is the coordinate subalgebra of the sphere S2. From:

∆̌R(u) = u⊗ z,

∆̌R(u
∗) = u∗ ⊗ z∗,

∆̌R(v) = v ⊗ z,

∆̌R(v
∗) = v∗ ⊗ z∗,(8.29)

one has that a set of generators for A(S2) is given by (2.39):

bz = uu∗ − vv∗,

by = uv∗ + vu∗,

bx = −i(vu∗ − uv∗)(8.30)

The comparison with section 2.3 shows that π̌ dually describes the choice of the gauge group U(1) as
a subgroup of SU(2), whose right principal pull-back action ř∗k is now replaced by the right A(U(1))-

coaction ∆̌R. The basis of the principal Hopf bundle S
2 ≃ SU(2)/U(1) will be given as the algebraA(S2)

of right coinvariant elements ba ∈ A(SU(2)), which is a homogeneous space algebra. The coproduct ∆
of A(SU(2)) restricts to a left coaction ∆ : A(SU(2)) 7→ A(SU(2))⊗A(S2) as:

∆(bf) = u2 ⊗ bf − v∗u⊗ bh − v∗2 ⊗ be,

∆(bh) = 2uv ⊗ bf + (u∗u− v∗v)⊗ bh + 2u∗v∗ ⊗ be,

∆(be) = −v2 ⊗ bf − u∗v ⊗ bh + u∗2 ⊗ be.(8.31)

with bf = 1/2(by − ibx) = uv∗, be = 1/2(by + ibx) = vu∗, bh = bz. The choice of this specific basis shows

that ∆(ba) = S(Jka)⊗ bk where the matrix J is exactly the one defined in (8.14) as ∆
(1)
R (ωa) = ωb⊗Jba.

The identification (8.12) between the left action h⊲x – given the generator h ∈ U(su(2)) on any
x ∈ A(SU(2)) – and the action iLz(x) – given the left invariant vector field Lz – as well as the definition
of the A(U(1))-right coaction ∆̌R on A(SU(2)) (8.29), allow to recover the set of the U(1)-equivariant

functions L
(0)
n ⊂ A(SU(2)) in (2.44) as:

(8.32) L(0)
n = {φ ∈ A(SU(2)) : h⊲φ =

n

2
φ ⇔ ∆̌R(φ) = φ⊗ z−n}.
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8.2.2. A differential calculus on the gauge group algebra. The strategy underlining the proof of the
proposition 8.1 brings also to the definition of a differential calculus on the gauge group algebra A(U(1)).
The bilinear pairing 〈·, ·〉 : U(su(2)) × A(SU(2)) → C (8.7) is restricted via the surjection π̌ (8.27) to
a bilinear pairing 〈·, ·〉 : U{h} × A(U(1)) → C, which is still compatible with the ∗-structure, given on
generators as:

〈h, z〉 = −1

2
,

〈

h, z−1
〉

=
1

2
.

The set XU(1) = {h} is proved to be the basis of the tangent space for a 1-dimensional bicovariant commu-

tative calculus on A(U(1)). The ideal QU(1) ⊂ ker εU(1) turns out again to be AU(1) = (ker εU(1))
2 gener-

ated by {(z − 1)2, (z − 1)(z−1 − 1), (z−1 − 1)2}, which can also be recovered as QU(1) = π̌((ker εSU(2))
2).

From:

h⊲z = −1

2
z,

h⊲z−1 =
1

2
z−1,

one has that:

dz = −1

2
zω̌,

dz−1 =
1

2
z−1ω̌(8.33)

with zdz = (dz)z. The only left invariant 1-form is

ω̌ = −2z−1dz = 2zdz−1,

while the role of the right invariant derivation associated to h ∈ U{h} is played by −S−1(h) = h, so that
the right invariant form generating this calculus is:

dz = η̌(z⊳h) = η̌(− 1
2z) ⇒ η̌ = −2z−1dz,

dz−1 = η̌(z−1⊳h) = η̌(12z
−1) ⇒ η̌ = 2zdz−1

so that one obtains η̌ = ω̌.
It is possible to characterise the quotient ker εU(1)/QU(1) = ker εU(1)/(ker εU(1))

2. The three elements

generating the ideal QU(1) = (ker εU(1))
2 can be written as:

ξ = (z − 1)(z−1 − 1) = (z − 1) + (z−1 − 1),

ξ′ = (z − 1)(z − 1) = ξ + ξ(z − 1),

ξ′′ = (z−1 − 1)(z−1 − 1) = ξ + ξ(z−1 − 1),

so thatQU(1) can be seen generated by ξ = (z−1)+(z−1−1). Set a map λ : ker εU(1) → C by λ(u(z−1)) =
∑

j∈ Z
uj , where u =

∑

j∈ Z
ujz

j is generic element in A(U(1)). The techniques outlined in lemma 3.4 in
the quantum setting enable to prove that λ can be used to define a complex vector space isomorphism
between ker εU(1)/(ker εU(1))

2 and C, whose inverse is given by λ−1 : w ∈ C 7→ λ−1(w) = w(z − 1) ∈
ker εU(1). It is evident that such a map λ gives the projection πQU(1)

: ker εU(1) → ker εU(1)/QU(1) ≃ C,
since it chooses a representative in each equivalence class in the quotient ker εU(1)/QU(1).

8.2.3. The Hopf bundle structure. With the 3D bicovariant calculus on the total space algebra
A(SU(2)) and the 1D bicovariant calculus on the gauge group algebra A(U(1)), one needs to prove
the compatibility conditions that lead to the exact sequence:

0 → A(SU(2))
(

Ω1(S2)
)

A(SU(2)) →

→ Ω1(A(SU(2))
∼NSU(2)−→ A(SU(2))⊗ ker εU(1)/QU(1) → 0,

where the map ∼NSU(2)
is defined as in the diagram (3.15) which now acquires the form:

(8.34)

Ω1(SU(2))un
πQSU(2)−→ Ω1(A(SU(2))

↓ χ ↓∼NSU(2))

A(SU(2))⊗ ker εU(1)

id⊗πQU(1)−→ A(SU(2))⊗ (ker εU(1)/QU(1)) .
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The proof of the compatibility conditions is in the following lemmas. The first one analyses the right
covariance of the differential structure on A(SU(2)).

Lemma 8.3. From the 3D bicovariant calculus on A(SU(2)) generated by the ideal QSU(2) = (ker εSU(2))
2 ⊂

ker εSU(2) given in proposition 8.1, one has ∆̌RNSU(2) ⊂ NSU(2) ⊗A(U(1)).

Proof. Using the bijection given in (3.3), it is Ω1(SU(2)) ≃ Ω1(SU(2))/NSU(2) with NSU(2) =

r−1(A(SU(2)) ⊗ QSU(2)). For this specific calculus one has that NSU(2) is the sub-bimodule generated

by {δφ δψ} for any φ, ψ ∈ A(SU(2)), where δφ = (1⊗φ− φ⊗ 1) ∈ Ω1(SU(2))un. Choose φ ∈ L
(0)
n and

ψ ∈ L
(0)
m so to have ∆̌Rφ = φ⊗z−n and ∆̌Rψ = ψ⊗z−m. Extending the coaction ∆̌R to a coaction ∆̌R :

A(SU(2))⊗A(SU(2)) → A(SU(2))⊗A(SU(2))⊗A(U(1)) as ∆̌R = (id⊗ id⊗m)◦(id⊗τ⊗id)◦(∆̌R⊗∆̌R)
in terms of the flip operator τ , it becomes an easy calculation to find:

∆̌R(δφ δψ) = (1⊗ φψ + φψ ⊗ 1− φ⊗ ψ − ψ ⊗ φ)

= (1⊗ φψ + φψ ⊗ 1− φ⊗ ψ − ψ ⊗ φ)⊗ z−m−n = (δφ δψ) ⊗ z−m−n.

�

Lemma 8.4. The map χ : Ω1(SU(2))un → A(SU(2)) ⊗ A(U(1)) defined in (3.14) as χ = (m ⊗ id) ◦
(id⊗∆̌R) is surjecive.

Proof. The proof of this result closely follows the proof of the proposition 3.2. From the spherical

relation 1 = (u∗u + v∗v)n =
∑n

a=0

(

n
a

)

u∗av∗n−avn−aua it is possible to set
∣

∣Ψ(n)
〉

a
∈ L

(0)
n for

a = 0, . . . , |n| with
〈

Ψ(n),Ψ(n)
〉

= 1 as:

n > 0 :
∣

∣

∣
Ψ(n)

〉

a
=

√

(

n
a

)

v∗au∗n−a,

n < 0 :
∣

∣

∣Ψ(n)
〉

a
=

√

(

|n|
a

)

v∗|n|−aua.

Fixed n ∈ Z, define γ =
〈

Ψ(−n), δΨ(−n)
〉

. Since
∣

∣Ψ(−n)
〉

∈ L
(0)
−n, one computes that χ(γ) = 1⊗ (zn− 1),

and this sufficient to prove the surjectivity of the map χ, being χ left A(SU(2))-linear and ker εU(1) is a
complex vector space with a basis (zn − 1).

�

Lemma 8.5. Given the map χ as in the previous lemma, it is χ(NSU(2)) ⊂ A(SU(2)) ⊗ QU(1), where

NSU(2) is as in lemma 8.3 and QU(1) = (ker εU(1))
2.

Proof. To be definite, consider φ ∈ L
(0)
n and ψ ∈ L

(0)
m . One has:

χ(δφ δψ) = φψ ⊗ {z−n−m + 1− z−n − z−m}
= φψ ⊗ {(1− z−n)(1 − z−m)} ⊂ A(SU(2))⊗ (ker εU(1))

2.

�

The results of these lemmas allow to define the map∼NSU(2)
: Ω1(SU(2)) → A(SU(2))⊗ker εU(1)/QU(1)

from the diagram (8.34). Using the isomorphism λ : ker εU(1)/QU(1) → C described in section 8.2.2, one
has:

∼NSU(2)
(ωe) = 0

∼NSU(2)
(ωf) = 0

∼NSU(2)
(ωh) = −2⊗ πQU(1)

(z − 1) = −2⊗ 1.(8.35)

The next lemma completes the analysis of the compatibility conditions between the differential
structures on A(SU(2)) and on A(U(1)). The horizontal part of the set of k-forms out of Ωk(SU(2)) is
defined as Ωkhor(SU(2)) = Ωk(S2)A(SU(2)) = A(SU(2))Ωk(S2).

Lemma 8.6. Given the differential calculus on the basis Ω1(S2) = Ω1(S2)un/NS2 with NS2 = NSU(2) ∩
Ω1(S2)un, it is ker ∼NSU(2)

= Ω1(S2)A(SU(2)) = A(SU(2))Ω1(S2) = Ω1
hor(SU(2)).
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Proof. Consider a 1-form [η] ∈ Ω1(SU(2)) and choose the element η = ψ δφ ∈ Ω1(SU(2))un as a

representative of [η], with φ ∈ L
(0)
n and ψ ∈ L

(0)
m . One finds:

χ(ψ δφ) = ψφ⊗ (z−n − 1),

∼NSU(2)
(η) = ψφ⊗ πQU(1)

(z−n − 1).

Recalling once more the isomorphism λ : ker εU(1)/QU(1) → C, it is λ(z−n − 1) = 0 if and only if n = 0,

so to have η = ψ δφ with δφ ∈ Ω1(S2)un and then η ∈ Ω1(S2)unA(U(1)). It is clear that the condition
χ(NSU(2)) ⊂ A(SU(2)) ⊗ QU(1) proved in lemma 8.5 ensures that the map ∼NSU(2)

is well-defined: its

image does not depend on the specific choice of the representative η ∈ [η] ⊂ Ω1(SU(2)).
�

The property of right covariance of the calculus onA(SU(2)) – proved in lemma 8.3 – allows to extend

the coaction ∆̌R to a coaction ∆̌
(k)
R : Ωk(SU(2)) → Ωk(SU(2))⊗A(U(1)) via ∆̌

(k)
R ◦d = (d⊗ id)◦ ∆̌(k−1)

R .
Via such a coaction it is possible to recover (2.42) the set Ωk(SU(2))ρ(n)

as the ρ(n)(U(1))-equivariant
k-forms on the Hopf bundle:

Ωk(SU(2))ρ(n)
= {φ ∈ Ωk(SU(2)) : ∆̌

(k)
R (φ) = φ⊗ z−n}.

as well as the A(S2)-bimodule L
(k)
n of horizontal elements in Ωk(SU(2))ρ(n)

.
8.2.4. Connections and covariant derivative on the classical Hopf bundle. The compatibility condi-

tions bring the exactness of the sequence:

(8.36) 0 −→ Ω1
hor(SU(2)) −→ Ω1(SU(2))

∼NSU(2)−→ A(SU(2))⊗ ker εU(1)/QU(1),

whose every right invariant splitting σ : A(SU(2))⊗ker εU(1)/QU(1) → Ω1(SU(2)) represents a connection
(6.3). With w ∈ C ≃ ker εU(1)/QU(1), one has:

σ(1 ⊗ w) = −w
2
(ωh + Uωe + V ωf),

σ(φ⊗ w) = −w
2
φ(ωh + Uωe + V ωf)(8.37)

where φ ∈ A(SU(2)), and U ∈ L
(0)
2 , V ∈ L

(0)
−2. The right invariant projection defined in(6.4) Π :

Ω1(SU(2)) → Ω1(SU(2)) associated to this splitting is, from (8.35):

Π(ωe) = Π(ωf) = 0,

Π(ωh) = ωh + Uωe + V ωf .(8.38)

The connection one form ω : A(U(1)) 7→ Ω1(SU(2)) defined in (6.5) is:

(8.39) ω(zn) = σ(1 ⊗ [zn − 1]) = −n
2
(ωh + Uωe + V ωf).

The horizontal projector (1−Π) : Ω1(SU(2)) → Ω1
hor(SU(2)) can be extended to whole exterior algebra

Ω(SU(2)), since it is compatible with the wedge product: one finds that {(1−Π)ωa∧ (1−Π)ωb}+ {(1−
Π)ωb ∧ (1−Π)ωa} = 0 or any pair of 1-forms. This property, which is not valid in the quantum setting
for a general connection – recall the remark 6.9 –, allows to define an operator of covariant derivative
D : Ωk(SU(2)) 7→ Ωk+1(SU(2)) as:

(8.40) Dφ = (1 −Π)dφ, ∀φ ∈ Ωk(SU(2)).

This definition is the dual counterpart of definition (2.4). It is not difficult to prove the main properties
of such an operator of covariant derivative D:

• For any φ ∈ Ωk(SU(2)), Dφ ∈ Ωk+1
hor (SU(2)).

• The operator D is ’covariant’. One has ∆̌
(k)
R φ = φ⊗ zn ⇔ ∆̌

(k+1)
R (Dφ) = Dφ⊗ zn.

• Given φ ∈ L
(k)
n , that is φ ∈ Ωkhor(SU(2)) such that ∆̌

(k)
R φ = φ⊗ zn, it is Dφ = dφ+ω(zn)∧ φ.

This last property recovers the relation (2.5).
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9. Back on a covariant derivative on the exterior algebra Ω(SUq(2))

The analysis in section 6 presents the formalism of connections on a quantum principal bundle [6]
and explicitly describes both the set of connections on a quantum Hopf bundle and the corresponding

set of covariant derivative operators ∇ : E(k)
n → E(k+1)

n acting on k-form valued sections of the associated

quantum line bundles. The left A(S2q)-module equivalence between E(k)
n and horizontal elements L(k)

n ⊂
Ωkhor(SUq(2)) allows then for the definition of a covariant derivative operator D : L(k)

n → L(k+1)
n with

k = 0, 1, 2.
The equation (6.45) in remark 6.9 clarifies the reasons why, presenting a connection via the projector

(6.7) Π : Ω1(SUq(2)) → Ω1(SUq(2)) given in (6.12), the operator Ď = (1 − Π)d : Ω1(SUq(2)) →
Ω2

hor(SUq(2)) as in (6.43) defined a consistent covariant derivative on the whole exterior algebra Ω(SUq(2))
only in the case of the monopole connection: the operator (1 − Π) : Ω1(SUq(2)) → Ω1

hor(SUq(2)) is a
covariant projector compatible with the properties of the wedge product (6.46) in the exterior algebra
Ω(SUq(2)) only if the connection is the monopole connection.

The problem of defining, for any connection on a principal quantum bundle, a consistent covariant
projection operator on the whole exterior algebra on the total space of the bundle whose range is given
by the horizontal exterior forms has been studied in [12, 13]. The aim of this section is, from one side,
to describe the properties of the horizontal projector arising from that analysis, and then to show that in
such a formulation of the Hopf bundle more than one horizontal covariant projector can be consistently
introduced.

As already mentioned, the formulation presented in [12, 13] of the geometrical structures of a
quantum principal bundle slightly differs from that described in section 3.2 and a comparison between
them is in [14]. This formalism will not be explicitly reviewed: the main results concerning how to
define an horizontal covariant projector will be translated into the language extensively described in the
previous sections.

The differential ∗-calculus (Ω(U(1)), d) on the gauge group algebra U(1) is described in section
3.4.2. It canonically corresponds to the right A(U(1))-ideal QU(1) ⊂ ker εU(1) generated by the element

{(z∗ − 1) + q2(z − 1)}, so that by lemma 3.4 it is Ω1(U(1))inv ≃ ker εU(1)/QU(1) ≃ C. Such a calculus is

bicovariant: given the left and right coactions (3.2) of the ∗-Hopf algebra A(U(1)) on Ω1(U(1)) one has
that the 1-form ωz is both left and right invariant,

(9.1)
∆

(1)
ℓ : Ω1(U(1)) → A(U(1))⊗ Ω1(U(1)), ∆

(1)
ℓ (ωz) = 1⊗ ωz;

∆
(1)
℘ : Ω1(U(1)) → Ω1(U(1))⊗A(U(1)), ∆

(1)
℘ (ωz) = ωz ⊗ 1.

The exterior algebra on this differential calculus is built following [21], as explained in section (3.4.1),
where the same procedure has been applied to the analysis of the 3D left-covariant calculus on SUq(2).
It results SQU(1)

= (Ω1(U(1)))⊗2, so that

(9.2) Ω(U(1)) =
∑

k≥0

⊕Ω(U(1))∧k = A(U(1))⊕ Ω1(U(1)).

The coproduct map in the Hopf ∗-algebra A(U(1)) can be extended to a homomorphism ∆̂U(1) :
Ω(U(1)) → Ω(U(1))⊗ Ω(U(1)) given by

∆̂U(1)(ϕ) = ∆(ϕ) = ϕ⊗ ϕ,

∆̂U(1)(ϕωz) = ∆
(1)
ℓ (ϕωz) + ∆(1)

℘ (ϕωz) = ϕ(1⊗ ϕωz + ωz ⊗ ϕ),(9.3)

for any ϕ ∈ A(U(1)). Given the principal bundle structure, the compatibility conditions among calculi
on the total space algebra and the gauge group algebra allow to prove that there exists a unique extension
of the coaction (3.29) of the gauge group U(1) on the total space SUq(2) to a left A(SUq(2))-module
homomorphism F : Ω(SUq(2)) → Ω(SUq(2))⊗ Ω(U(1)) implicitly defined by:

(F⊗ id)F = (id⊗∆̂U(1))F,

F∗SUq(2) = (∗SUq(2) ⊗ ∗U(1))F :
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where the second condition expresses a compatiblity between the map F and the ∗-structures on the
exterior algebras built over the calculi on SUq(2) and U(1). One has

F(x) = ∆R(x) = x⊗ z−n,

F(xω−) = xω− ⊗ z−2−n,

F(xω+) = xω+ ⊗ z2−n,

F(xωz) = (x⊗ z−nωz) + (xωz ⊗ z−n),

F(xω− ∧ ω+) = xω− ∧ ω+ ⊗ z−n,

F(xω+ ∧ ωz) = (xω+ ⊗ z2−nωz) + (xω+ ∧ ωz ⊗ z2−n),

F(xωz ∧ ω−) = (xω− ⊗ z−2−nωz) + (xωz ∧ ω− ⊗ z−2−n),

F(xω− ∧ ω+ ∧ ωz) = (xω− ∧ ω+ ⊗ z−nωz) + (xω− ∧ ω+ ∧ ωz ⊗ z−n),(9.4)

with x ∈ A(SUq(2)), such that ∆R(x) = x⊗ z−n ⇔ x ∈ L(0)
n . The homomorphism F can be restricted

to the right coaction ∆
(k)
R : Ωk(SUq(2)) → Ωk(SUq(2))⊗A(U(1)) given in (6.31):

∆
(k)
R (φ) = (id⊗p0)F(φ)

with φ ∈ Ωk(SUq(2)) and p0 the projection Ω(U(1)) → A(U(1)) coming from (9.2). The horizontal
subset of the exterior algebra Ω(SUq(2)) can be defined via:

(9.5) Ωhor(SUq(2)) = {φ ∈ Ω(SUq(2)) : F(φ) = (id⊗ p0)F(φ)},

while the exterior algebra Ω(S2q) described in section 3.4.3 can be recovered as

Ω(S2q) = {φ ∈ Ω(SUq(2)) : F(φ) = φ⊗ 1}.

From the analysis in section 6 one has that a connection 1-form is given via a map ω̃ : Ω1(U(1))inv →
Ω(SUq(2)) satisfying the conditions (6.5). The equation (6.13) shows that any connection can be written
as:

ω̃(ωz) = ωz + a,

with a ∈ Ω1(S2q). Given a connection, one can define a map

(9.6) mω : Ωhor(SUq(2))⊗ Ω(U(1))inv → Ω(SUq(2)),

where the relation (9.2) enables to recover Ω(U(1))inv ≃ {C⊕Ω1(U(1))inv}: given ψ ∈ hor(SUq(2)) and
θ = λ+ µωz ∈ Ω(U(1))inv (with λ, µ ∈ C) set:

(9.7) mω(ψ ⊗ θ) = ψ ∧ (µ+ λω̃(ωz)).

The map mω is proved to be bijective, and the operator

(9.8) hω = (id⊗p0)m−1
ω

a covariant horizontal projector hω : Ω(SUq(2)) → hor(SUq(2)). Given an element φ ∈ Ωk(SUq(2)),
define its covariant derivative:

(9.9) Dφ = hωdφ.

In the formulation developed in [12, 13] this definition is meant to be the quantum analogue of the
classical relation (8.40).

The previous analysis allows for a complete study of this quantum horizontal projector. Consider a

connection 1-form ω̃(ωz) = ωz+Uω−+V ω+ = ωz+a with U ∈ L(0)
2 and V ∈ L(0)

−2 as in equation (6.11).

The inverse of the multiplicative map mω – the map m−1
ω : Ω(SUq(2)) → hor(SUq(2))⊗ Ω(U(1))inv – as

well as the horizontal projector are given on 0-forms and 1-forms by:

(9.10)
m−1
ω (x) = x⊗ 1 ⇒ hω(x) = x;

m−1
ω (xω±) = xω± ⊗ 1 ⇒ hω(xω±) = xω±,

m−1
ω (xωz) = (−x a⊗ 1) + (x⊗ ωz) ⇒ hω(xωz) = −x a
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with x ∈ A(SUq(2)). This means that one has Dφ = Dφ where φ ∈ A(SUq(2)) with respect to the
covariant derivative defined in (6.18). On higher order exterior forms one has:
(9.11)
m−1
ω (xω− ∧ ω+) = xω− ∧ ω+ ⊗ 1 ⇒ hω(xω− ∧ ω+) = xω− ∧ ω+,

m−1
ω (xω+ ∧ ωz) = (−xω+ ∧ a⊗ 1) + (xω+ ⊗ ωz) ⇒ hω(xω+ ∧ ωz) = −xω+ ∧ a = xU ω− ∧ ω+,

m−1
ω (xω− ∧ ωz) = (−xω− ∧ a⊗ 1) + (xω− ⊗ ωz) ⇒ hω(xω− ∧ ωz) = −xω− ∧ a = −q2xV ω− ∧ ω+,

m−1
ω (xω− ∧ ω+ ∧ ωz) = xω− ∧ ω+ ⊗ ωz ⇒ hω(xω− ∧ ω+ ∧ ωz) = 0.

Recalling the analysis in remark 6.9, it is important to stress that the projector hω from (9.8) is well
defined on the exterior algebra Ω(SUq(2)) for any choice of the connection, and defines a covariant

derivative D : Ωk(SUq(2)) → Ωk+1
hor (SUq(2)) which reduces to the operators (6.18) on 0-forms and (6.34)

on 1-forms. The last equation out of (9.11) shows also that D : Ω2(SUq(2)) → 0.

Remark 9.1. Is the horizontal projector hω defined in (9.8) the only well-defined horizontal covariant
projector operator whose domain coincides with Ω(SUq(2)) and whose range is hor(SUq(2)) ⊂ Ω(SUq(2)),
such that the associated horizontal projection of the exterior derivative (9.9) reduces to the well established

operator D : L(k)
n → L(k+1)

n given in (6.16),(6.34)? The answer is no. To be definite, consider the
operator h′ω : Ω(SUq(2)) → Ωhor(SUq(2)) given by:

h′ω(x) = x;

h′ω(xω±) = xω±,

h′ω(xωz) = −x a,(9.12)

so to coincide with the projector hω (9.10) on 0-forms and 1-forms, and:

h′ω(xω− ∧ ω+) = xω− ∧ ω+,

h′ω(xω+ ∧ ωz) = q4x a ∧ ω+ = q4xU ω− ∧ ω+,

h′ω(xω− ∧ ωz) = q−4x a ∧ ω− = −q−2xV ω− ∧ ω+;

h′ω(xω− ∧ ω+ ∧ ωz) = 0.(9.13)

It is clear that the operator D′ = h′ωd : Ωk(SUq(2)) → Ωk+1
hor (SUq(2)) defines a consistent covariant

derivative on the whole exterior algebra on the total space algebra of the quantum Hopf bundle, which

reduces to the operator D from (9.9) when restricted to horizontal elements L(k)
n ⊂ Ωk(SUq(2)). Both the

operators D,D′ coincide in the classical limit with the covariant derivative on the classical Hopf bundle
(8.40) presented in section 8.

The last step is to understand from where it is possible to trace the origin of such a projector h′ω
back. It is easy to see that the isomorphism m−1

ω coming from (9.7) can be recovered as the choice of a
specific left A(SUq(2))-module basis for the exterior algebra Ω(SUq(2)), namely

Ω(SUq(2)) ≃ A(SUq(2)){1⊕ ω− ⊕ ω+ ⊕ ω̃(ωz)}

⊕ A(SUq(2)){(ω− ∧ ω+)⊕ (ω− ∧ ω̃(ωz))⊕ (ω+ ∧ ω̃(ωz))⊕ (ω− ∧ ω+ ∧ ω̃(ωz))},
(9.14)

while the horizontal projection obviously annihilates all the coefficients associated to exterior forms hav-
ing the connection 1-form ω̃(ωz) as a term. The projector h′ω in (9.12),(9.13) comes from the choice
of a different left A(SUq(2))-module basis of Ω(SUq(2)), that is setting – as analogue of (9.14) – the
isomorphism

Ω(SUq(2)) ≃ A(SUq(2)){1⊕ ω− ⊕ ω+ ⊕ ω̃(ωz)}

⊕ A(SUq(2)){(ω− ∧ ω+)⊕ (ω̃(ωz) ∧ ω−)⊕ (ω̃(ωz) ∧ ω+)⊕ (ω− ∧ ω+ ∧ ω̃(ωz))}.
(9.15)

and then defining h′ω as the projector whose nucleus is given as the left A(SUq(2))-module spanned by
{ω̃(ωz), ω̃(ωz) ∧ ω±, ω− ∧ ω+ ∧ ω̃(ωz)}. An explicit computation shows that

ω− ∧ ω̃(ωz) = (q2 − q−2)V ω− ∧ ω+ − q−4ω̃(ωz) ∧ ω− ⇒ ker hω 6= ker h′ω :

the two projectors are not equivalent, being equivalent if and only if the connection is the monopole
connection.
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