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At the Wendelstein 7-X stellarator, the X-ray imaging crystal spectrometer provides line integrated mea-
surements of ion and electron temperatures, plasma flows, as well as impurity densities from a spectroscopic
analysis of tracer impurity radiation. In order to infer the actual profiles from line integrated data, a forward
modeling approach has been developed within the Minerva Bayesian analysis framework. In this framework,
the inversion is realized on the basis of a complete forward model of the diagnostic, including error propa-
gation and utilizing Gaussian processes for generation and inference of arbitrary shaped plasma parameter
profiles. For modeling of line integrated data as measured by the detector, the installation geometry of the
spectrometer, imaging properties of the crystal, and Gaussian detection noise are considered. The inversion of
line integrated data is achieved using the maximum posterior method for plasma parameter profile inference
and a Markov chain Monte Carlo sampling of the posterior distribution for calculating uncertainties of the
inference process. The inversion method shows a correct and reliable inference of temperature and impurity
density profiles from synthesized data within the estimated uncertainties along the whole plasma radius. The
application to measured data yields a good match of derived electron temperature profiles to data of the
Thomson scattering diagnostic for central electron temperatures between 2-5 keV using argon impurities.

PACS numbers: Valid PACS appear here

I. INTRODUCTION

For the measurement of radial profiles of basic plasma
parameters, like ion and electron temperature Ti, Te,
poloidal flow velocity vφ and impurity density nZ , an
X-ray imaging crystal spectrometer (XICS) has been
brought into operation at the Wendelstein 7-X (W7-
X) stellarator1–4. In such spectrometers of the Johann
type5, wavelength selection is achieved with a spheri-
cally bent crystal, creating a 2D intensity pattern on
a pixilated detector with energy dispersion in horizon-
tal direction and spatial resolution in vertical direction.
The spectral resolution λ/∆λ ≈ 9900 of XICS enables a
resolution of the line position and the line width of impu-
rity line radiation with an accuracy of 5x10−5Å. Spectra
recorded at different vertical positions across the detector
correspond to different lines of sight of the spectrometer.
Therefore, crystal spectrometers provide line integrated
measurements of plasma parameters6–11. The lines of
sight are located in a bean shaped poloidal plasma cross
section of W7-X. From the line integrated spectra, infor-
mation about the plasma parameters can be deduced.
In some cases, these line integrated measurements are
a good approximation of the actual plasma parameter
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profiles7,12,13. However, in general significant discrepan-
cies between line integrated measurements and the actual
profiles may occur14,15, especially in non-circular plasma
cross-sections like the ones in the W7-X stellarator2. For
axial symmetric plasmas, the inversion can be done using
Abel inversion16–19. In the W7-X stellarator, the plasma
cross-sections are not circular. Thus, more sophisticated
inversion methods are required20–27. Some general chal-
lenges in unfolding line integrated spectral information
are: A: Performing a simultaneous tomographic inver-
sion of all plasma parameter profiles having direct im-
pact on measured spectra. B: Finding the most likely
inversion profiles including a comprehensive treatment
of measurement uncertainties. C: Utilizing an adequate
parametrization of unknown plasma parameter profiles.
This paper presents an inversion method, based on a
forward modeling of XICS (section II) within the Min-
erva Bayesian Analysis framework28. As will be shown,
the framework provides an inversion of arbitrary shaped
plasma parameter profiles for arbitrary plasma cross sec-
tion shapes (section III A and B), including a comprehen-
sive treatment of uncertainties (section III C). In section
IV, results of inversion for non standard plasmas will be
discussed, followed by a Te profile validation of actually
measured data (section V).
An additional motivation using Bayesian analysis is a
joint data analysis of multiple diagnostics, as several di-
agnostics share identical observations, e.g. Te profiles
measured by the electron cyclotron emission diagnostic29,
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the Thomson scattering diagnostic30, and XICS1.

II. MINERVA BAYESIAN ANALYSIS FRAMEWORK

A. Bayesian Analysis

Bayesian Analysis has become a standard statistics
method for the inversion of line integrated measurements
in plasma physics and is utilized for data analysis of sev-
eral plasma diagnostics28,31–35. In this approach, pre-
dicted data D∗, depending on a set of model parame-
ters N through a physics model f(N) = D∗, are re-
lated to observed data D in terms of a Probability Den-
sity Function, considering the measurement uncertain-
ties, e.g. measurement noise.
The likelihood distribution P (D|N) denotes the proba-
bility of observed data for given parameters N . Applied
to an imaging spectrometer measuring observed data D,
the likelihood of observed counts for all pixels of a pixi-
lated detector is given by

P (D|N) =

Npix−1∏
p=0

1√
2πσp

exp

(
−

(D∗p −Dp)
2

2σ2
p

)
. (1)

Here, a normal distribution with a standard deviation
σp is assumed for the photon statistics36. The predicted
and observed numbers of counts are D∗

p and Dp for each
pixel p. The solution to the inversion problem in this
formulation is the posterior distribution over the model
parameters N , which is given by Bayes formula

P (N |D) = P (D|N)P (N)/P (D) (2)

yielding a probability distribution of the free parame-
ters, given the measured data. The prior distribution
P (N) reflects any knowledge on the model parameters
before the measurement took place, P (D) is a normaliza-
tion constant. The priors used in this Bayesian analysis
approach are defined by stationary Gaussian processes,
used for the regularization of plasma parameter profiles
(see next paragraph). Here, informative priors, namely
truncated normal distributions were used. Those are nor-
mal distributions centered at zero with widths of 50 keV
and 1017 m−3, respectively, and of zero values for nega-
tive temperatures or densities. This way, a prior knowl-
edge of non-physical negative as well as unexpected high
values of the free parameters has been considered.

B. Forward Modeling

The dependencies between model parameters and
modeled data are defined within a Bayesian graphi-
cal model inside the utilized Minerva Bayesian analysis
framework28. Plasma parameters entering the model as
free model parameters N are radial profiles of ion and
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FIG. 1. Simplified scheme for the forward model of an X-
ray imaging spectrometer in the Minerva Bayesian analysis
framework.

electron temperatures Ti and Te, electron density ne, dif-
ferent ionization stages (hydrogen-, helium-, and lithium-

like) of impurity densities n
H/He/Li
Z , and the neutral hy-

drogen density nH . Due to their high spectral resolution,
imaging spectrometers cover just a narrow wavelength
range that, dependent on the crystal choice, usually en-
ables the observation of only one impurity species in three
to maximum four neighboring charge states.
A simplified scheme for the forward model of an X-ray

imaging spectrometer is shown in Fig.1: Model parame-
ters (blue nodes), e.g. profiles of Te, Ti, ... ne, are pa-
rameterized as 1D functions of the plasma radius N(ρ)
using an equally spaced grid of 15 points along ρ with lin-
ear interpolation between points. Here, ρ =

√
ψ/ψLCFS

is defined as the square root of the poloidal magnetic
flux ψ, normalized to the magnetic flux of the last closed
flux surface ψLCFS . In order to achieve a high flexibility
in the inference of plasma parameter profiles, station-
ary Gaussian processes are utilized for the regularization
of inverted profiles37. Here, a prior knowledge on the
stiffness of profiles is set with the squared exponential
covariance function

cov(ρi, ρj) = σ2
f exp

(
− (ρi − ρj)2

2σ2
r

)
(3)

defining the covariance between any two positions ρi and
ρj of the plasma radius with a length scale σr and am-
plitude parameter σf . Profiles of low stiffness that are
expected to vary on a small length scale with high am-
plitude can be described properly by choosing σr � 1
and σf � 1, whereas for profiles of high stiffness, σr
and σf would be set to σr = σf ≈ 1. In this paper, σr
and σf have been set to σr = 0.1 − 0.3 and σf = 10
as a compromise between sufficient flexibility to describe
arbitrary shaped profiles (see Fig.7 a) and a minimized
computational time. Ideally, σr and σf should be opti-
mized using a Bayesian Occam’s razor approach, which
is done for linear problems in37. This problem is how-
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ever highly nonlinear and such optimization is outside
the scope of the current work. For a more detailed dis-
cussion, the reader is referred to standard literature on
Gaussian processes37,38. In order to meet the symmetry
constraint of a zero gradient at the plasma axis for the
15 grid points of plasma parameter profiles as well as the
interpolated values between the grid points next to the
plasma center, a two step approach has been followed:
First, a virtual zero slope observation at ρ = 0 has been
included in the model, as proposed and discussed in detail
in38. Second, for the two grid points next to the plasma
center at ρ = 0 and ρ = 0.07, the linear interpolation has
been replaced by a spline fit, fulfilling the zero gradient
approach.
Compared to other common representations as e.g. basis
function approaches39,40, Gaussian processes combines
parametrization and regularization of profiles and also
adjusts the model complexity through just one entity,
the length scale parameter22,38,41. The model can be up-
graded (see e.g. Li et al.22) by allowing non stationary
Gaussian processes, taking into account different length
scales across the plasma radius. For the present temper-
ature and density profile inference, this is however not
required.
The 1D profiles N(ρ) are mapped to the 3D geometry
N(x, y, z) using equilibrium flux surfaces ψ(x, y, z) as
given by calculations done with the variational moments
equilibrium code (VMEC)42, with spatial coordinates
x, y, and z. The spectral emission is evaluated along line-
of-sight integrals considering the designed installation ge-
ometry of the spectrometer, modeling a 2D energy and
spatial resolved intensity pattern D(x̃, ỹ) (gray node) at
the position of the detector, with the pixel coordinates
x̃ and ỹ on the detector. The individual, actually cone
shaped lines of sight, having a maximal vertical extent
of 2 cm, have been approximated by line integrals using
the sum over spectral emissions at 100 equidistant po-
sitions along each line of sight. Plasma parameters (Te,
Ti, ne etc.) are all assumed to be flux surface functions,
as is the emitted radiation. Possible poloidal or toroidal
asymmetries are neglected in this model.
Atomic calculations of rate coefficients for the corre-
sponding impurity, e.g. He-like Ar43, are used to de-
termine the spectral emission for the local plasma pa-
rameter set. Here, the following atomic processes have
been considered44: A. Excitation of the He-like ground
state, B. dielectronic recombination, C. recombination
of H-like ions, D. inner-shell excitation and ionization,
and E. charge exchange recombination with neutral back-
ground gas hydrogen. All of the direct excitation lines
(w, x, y, z), all dielectronic lines up to n = 4, and all in-
ner shell excitation lines were included in the final spec-
trum. For reference, Fig.2 shows contributions of the
different atomic processes to the modeled spectrum and
their dependencies on different Ar charge states. A de-
tailed discussion including rate coefficients can be found
in the work of Marchuk43. The shapes of spectral lines
have been modeled as Voigt profiles, resulting from a

Lorentzian contribution from the lifetime of lines, a Gaus-
sian contribution from Doppler broadening, and the in-
strumental profile.
One should add that the systematic errors in the atomic
data affect the determination of electron temperature Te
and the concentration of impurity charge stages, but not
the ion temperature Ti and flow velocity profiles. In
the former case, Te and nZ are derived from measured
line intensity ratios and absolute line intensities in di-
rect comparison to theoretically expected line ratios and
intensities43. For instance, Te mainly affects the mea-
sured line ratio of the main excitation w line and the di-
electronic k satellite line or dielectronic lines of the n=3
group, see Fig.2. Thus, errors in the theoretic excita-
tion and dielectronic rate coefficients would have direct
impact on the inferred Te values. The independent R-
matrix and Coulomb-Born calculations for the excitation
rate coefficients of the w, x, y, and z lines demonstrate a
deviation on the order of 3-5%43. The comparison for
the intensities of dielectronic satellites was performed in
the work of Bitter et al.45 and error bars in the new MZ
data46, AUTOSTRUCTURE47, or FAC code48 calcula-
tions of the intensity of the satellites for the group of n=2
and n=3 is expected to be within 5-10%. Therefore, the
impact of the different set of atomic data for determina-
tion of inverted Te and nZ profiles is expected to be non-
negligible and foreseen to be investigated systematically
in the near future. However, a comparison of experimen-
tally derived XICS Te profiles using presently available
atomic data with Te measurements of other diagnostics
shows a fairly good agreement49 as also discussed in sec-
tion V (see Fig.8) of this work.

C. Inference of Plasma Parameter Profiles from Line
Integrated Data

The implemented forward model enables the inference
of model parameters, given measured data. Variation of
the model parameters with respect to an optimal match
between forward modeled and measured data yields the
model parameters, similar to a common least squares fit.
One of the key features of Bayesian Analysis used for
inversion of plasma parameter profiles is to infer not
just one single, but a representative set of all possible
plasma parameter profiles - given the model assumptions,
yielding the measured spectra within the experimental
uncertainties. For this purpose, the maximum poste-
rior (MAP) method and the Markov chain Monte Carlo
(MCMC) sampling50–52 are utilized together.
The aim of the MAP inference is to determine one set of
model parameters yielding a best fit to measured data.
Since the posterior P (N |D) measures the agreement be-
tween modeled and measured data, cf. Eq. (1), the MAP
method maximizes the value of the posterior by variation
of the model parameters N .
In order to quantify uncertainties of the inversion process,
a direct MCMC sampling of the posterior distribution
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FIG. 2. Modeled Ar16+ spectrum (dashed line), its decompo-
sition into the different atomic processes (colored, solid lines)
and their dependencies on adjacent Ar charge states (legend)
for assumed plasma parameters of Te = Ti = 1.0 keV and

n
15+/16+/17+
Ar = 1.0/5.0/0.5 x1015 m−3.

P (N |D) using a Metropolis-Hastings algorithm51–53 is
performed on anm-dimensional surface which dimension-
ality is determined by the number of free model param-
eters m. In this case, m = 75 according to a set of 5
plasma parameter profiles (ne and nH kept constant, see
next paragraph), each containing n =15 points along ρ.
The precision of an inferred model parameter, like Te of
a given flux surface, is determined from the distribution
of samples of the Markov chain. Therefore, sampling of
the m-dimensional posterior distribution yields a scatter
of free parameters from which the uncertainties of the
free parameters, and so the uncertainty of inferred pro-
files can be calculated.
Since the electron density can not be inferred from the
measured spectra due to the ambiguity of ne with the im-
purity densities nZ , it has not been varied and assumed
to be known from other diagnostics. Also the neutral
hydrogen background profile nH has not been inverted
but estimated based on a diffusion model (section III A).
Uncertainties of both profiles are neglected and would in
case of consideration give rise to an additional systematic
uncertainty for the inferred impurity density profiles.

III. RESULTS AND DISCUSSION

A. Model Inputs and Synthesized Data

In the following, temperature and density profiles used
to create noisy data will be referred to as assumed pro-
files and synthesized data. These synthesized data serve
as measured test data for inference of plasma parameter
profiles using the Minerva Bayesian analysis framework.
Hence, comparing assumed with inferred profiles yields
an accurate test of the inversion method.
Fig.3 a) shows typical profiles used for the forward mod-
eling: Temperature and density profiles, Ti(ρ), Te(ρ),

ne(ρ), and n
H/He/Li
Z (ρ), have been chosen to mimic

typically measured profiles at W7-X49,54, where impu-
rity density profiles are derived from theoretic calcu-
lations, using the one dimensional (flux surface aver-
aged) transport code STRAHL55. Details on the per-
formed STRAHL code calculations can be found in
references55,56. Since up to now the absolute value of
neutrals at the plasma edge of W7-X has not been re-
ported yet, it has been set to an arbitrary, reasonable
value of 5x1013 m−3. The actual nH profile shape has
then been estimated in a one dimensional diffusion model
based on the continuity equation

D
δnH
δx

=

∫ x

0

(−nenHki + nenikr)dx
′ (4)

with the diffusion coefficient D defined as

D =
2

3

Ti
nimikcx

. (5)

Here, ki, kr, and kcx are the rate coefficients for ioniza-
tion, recombination, and charge exchange of hydrogen57,
ni and mi are the ion density and mass of hydrogen and
r is the effective plasma radius r = aρ with the minor
plasma radius a=0.51 m as defined by the position of the
last closed flux surface. Using the Ti, Te, and ne profiles
of Fig.3 a) in the diffusion model yields the exponen-
tial decaying nH profile, also shown in Fig.3 a). From
the plasma edge towards the plasma center, the neutral
hydrogen density drops by a factor of about 100. The
authors are aware that the utilized 1D model might suf-
fer from inaccuracies especially close to the last closed
flux surface and should be optimized using e.g. EMC3-
Eirene code calculations58 when evaluating actual mea-
sured data.
All above given profiles have direct impact on the in-
tensities of modeled spectral emission lines. Magnetic
flux surfaces were derived using a VMEC solution for
the equilibrium of several standard W7-X plasma con-
figurations including the expected plasma pressure pro-
files. An example of vacuum equilibrium flux surfaces for
ρ = 0.1− 1.0 is shown in Fig.3 b).
The resulting modeled 2D intensity pattern at the posi-
tion of the pixilated detector is shown in Fig.3 c). Ac-
cording to the utilized detector of XICS (Pilatus 300K,
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FIG. 3. Forward modeling of the XICS diagnostic for spectral emission of He-like Ar: a) Assumed temperature and density
profiles. b) Magnetic flux surfaces derived by VMEC calculations and viewing geometry of XICS in the poloidal cross section
of the measurement. c) Modeled 2D intensity pattern on the detector. White solid, dotted, and dashed lines correspond to
central, intermediate and edge lines of sight. The uppermost line of sight (edge view) corresponds to the lowest horizontal
pixel array (dotted line) and vice versa. d) Synthesized spectra along the central and outermost line of sight with main intense
w, x, y, and z emission lines and satellites q and k.
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FIG. 4. Synthesized emissivity distribution contours of selected emission lines from the Ar16+ spectrum, using temperature
and density profiles as shown in Fig.3 a).

Dectris Inc., Switzerland), a total number of 1475 x 195
pixels with 172 x 172 µm2 pixel size has been modeled.
Since the imaging properties of the crystal have been
included in the forward model, the focal lines on the de-
tector are curved.
In a poloidal plane at the toroidal position of XICS lines
of sight, magnetic flux surfaces are ”bean shaped”. As
a consequence of this asymmetry, the 2D intensity pat-
tern on the detector is also asymmetric with respect to
the central line of sight, (straight line in Fig.3 b+c). In
fact, the line of sight with peaked intensity of the w line

(dotted line in Fig.3 c) does not correspond to the central
line of sight, in contrast to observations usually made in
axially symmetric plasmas. Thus, the geometry of the
setup requires a proper modeling of sight line contribu-
tions for a correct inversion result.
To illustrate the changes in the spectra, moving from the
plasma center towards the plasma edge, line integrated
spectra along a single central and an edge line of sight are
shown in Fig.3 d). The radially outward decreasing ion
temperature results in narrower linewidths towards the
edge, while the decreasing electron temperature changes



6

the line ratios and reduces the overall intensity of spectral
lines (Fig.3 d). In order to simulate a realistic diagnostic
measurement situation in a stellarator plasma environ-
ment, a typical statistical noise corresponding to a signal
to noise ratio (SNR) of 150 for the central and 10 for
the edge line of sight has been added to the data2. The
absolute intensities of modeled spectra in Fig.3 d) were
matched to measured intensities observed at a pulsed Ar
gas puff injecting NAr ≈ 2x1017 atoms whereas the gas
puff of main H atoms was on the order of NH ≈ 1x1021

atoms. This corresponds to a detected signal of 6x104

counts/s for the w line intensity along the central line of
sight56.
Fig.4 shows the radial distribution of synthesized emis-
sivities for selected emission lines, namely the w, q, and
k lines. As the w and the k line intensities are propor-
tional to the n16+Ar density, their emissions follow basically

the assumed n16+Ar profile with a peaking around ρ = 0.6-
0.8 and low emission at the plasma center. The slightly
changed peaking position of the emissivities result from
the additional temperature dependence being different
for the w and k lines. The q line emissivity is narrower
and zero in the plasma center according to the narrow
n15+Ar profile compared to the profile of n16+Ar . Note, that
according to Fig.2, the w, q, and z lines are affected by
several different atomic processes and as a result, also
depend on more than on density profile as e.g. the q and
z lines.

B. Inference of Plasma Parameter Profiles

The inference of plasma parameter profiles is done in
two steps: In a first step, the MAP method is used to in-
fer one set of plasma parameter profiles, resembling the
synthesized data. In a second step, the posterior distri-
bution is sampled using the MCMC method in order to
identify a range of other sets of plasma parameter profiles
that would also match the same synthesized data, tak-
ing into account the assumed experimental uncertainties.
This approach yields a comprehensive treatment of un-
certainties related to the inversion process. The inferred
profiles have been derived from the mean of the MCMC
samples.
For the inversion, a representative number of 20 lines of
sight, distributed evenly across the spectrometer’s view
field, have been modeled. As initial guess profiles for the
MAP inference, an arbitrary set of constant temperature
and density profiles has been chosen. After 300-500 iter-
ations (depending on the noise level of synthesized data),
the posterior converges close to its maximum value. Since
each temperature and density profile (except ne) con-
tributes differently to the various spectral emission lines
(see Fig.2), all profiles can be inferred independently from
each other given that photon statistics of the spectrum
enable a reasonable fit of all line intensities.

Note, that for every iteration the complete forward mod-
eling procedure is performed. In particular, the whole set
of spectral emission lines in the observed energy interval
(≈150 lines43) can be modeled and fitted simultaneously
to the experimental data. Using this technique, the spec-
tral fitting takes into account the photon statistics σp of
each pixel via Eq. (1).
In Fig.5 a) and b), inferred electron and ion tempera-
ture profiles Te(ρ) and Ti(ρ) (dashed lines) are plotted
together with the previously assumed ones (bold solid
lines). For comparison, also the averaged Te and Ti val-
ues integrated along the line of sight path are shown as
dots. As can be seen, line integrated temperature values
are systematically underestimated, already for standard
plasma scenarios whereas the inferred temperature pro-
files (dashed lines) resemble the assumed ones within the
determined uncertainties (gray solid lines). In fact, there
is an excellent agreement between inferred and assumed
profiles all along the plasma radius with a maximum de-
viation of less than 100 eV. Estimated uncertainties are
in the order of ±100 eV for ρ = 0.4 − 0.9 and gradually
increase towards the plasma center and at the plasma
edge.
In Fig.5 c)-e), assumed and inferred Ar density profiles of
different charge states are shown. Similar to the situation
observed for the temperature profiles, inferred density
profiles match the assumed ones within the estimated un-
certainties. Moreover, there is a good agreement between
assumed and inferred He-, Li-, and H-like Ar densities in
the region of ρ = 0.1− 0.8 with deviations accompanied
by larger uncertainties towards the plasma edge.

C. Uncertainties of Inferred Profiles

The gradually increasing uncertainties towards the
plasma center and at the plasma edge (solid gray lines
in Fig.5) of inferred temperature and density profiles are
determined by two basic effects. These are on the one
hand a low signal to noise ratio of measured data (for
the edge region), and on the other hand the hollow shape
of the n16+Ar profile accompanied by a low sensitivity of
measured data to variations of a plasma parameter on
a specific flux surface (like Te or Ti close to the plasma
center).
A high noise level near the plasma edge is usually caused
by low values of electron temperature and electron den-
sity (see Fig.3 a+d) in combination with a reduced path
length of lines of sight crossing the plasma edge region.
The reduced impact of core plasma parameters on the
measured spectrum is associated with the nature of line
integrated measurements: Along a central line of sight, a
strong integrated signal of non central spectral emission
is superimposed to a comparably weak signal of central
emission. This effect is enhanced by the hollow n16+Ar den-
sity profile. Therefore, deviations between inferred and
assumed profiles close to the plasma center and at the
plasma edge do cause just marginal differences between



7

a)

b)

c)

d)

e)

FIG. 5. Left: Assumed (solid lines) and inferred electron and ion temperature profiles (dashed black lines) from synthesized
noisy data of XICS. Gray solid lines represent samples from the error distribution indicating the uncertainty profile, error bars
illustrate one standard deviation of the sampled profiles. Dots represent electron and ion temperature values, averaged along
the XICS lines of sight. Right: Assumed (solid lines) and inferred argon density profiles of different ionization states (dashed
black lines) from synthesized noisy data of XICS.

plasma ρ

FIG. 6. Two dimensional scan of the posterior with respect
to the electron temperature along the plasma radius ρ. The
white box indicates the maximum values of the posterior.

measured and modeled data.
The uncertainties of a particular temperature or density
profile are additionally affected by a rather complex in-

terplay of competitive emission line intensities, used for
the inversion of distinct profiles. For instance, the gradu-
ally increasing uncertainties of the Te profile from ρ = 0.5
towards the plasma center are driven by the hollow n16+Ar
density profile that reduces the intensity of spectral emis-
sion lines around the plasma center with respect to non
central plasma emission from ρ > 0.5.
The above discussed uncertainties of inferred profiles
have been derived by sampling the posterior probability
distribution with respect to the model parameters, using
MCMC sampling51. As initial guess parameters, the set
of model parameters determined by the MAP method
has been used.
For illustration, Fig.6 shows a representative scan of the
2D distribution of the posterior P (Te, ρ|D), varying Te
along ρ. If Te values are set identical to those used to gen-
erate synthesized data (∆Te = 0), there is a close match
between modeled and synthesized data. The white box
in Fig.6 marks the maximum value of the posterior. Any
deviation from the assumed Te profile (∆Te 6= 0 in Fig.6)
induces a worse match of modeled and synthesized data
and thereby also reduces the value of the posterior. Obvi-
ously, a variation of Te has different impacts on the pos-
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terior at different magnetic flux surfaces: At the plasma
center and at the edge region (ρ ≈ 0 and 1, respectively),
the posterior is rather constant when varying Te, reflect-
ing a minor contribution of Te on these specific flux sur-
faces to the synthesized spectrum. In reverse, this causes
enhanced uncertainties for the inference of central and
edge Te values. At other radial positions (ρ = 0.3− 0.8),
the posterior changes significantly with Te, yielding small
uncertainties for the inference process. For simplicity,
correlations within the Te profile have been neglected for
the posterior scan of Fig.6.
The results of 100 MCMC samples of the posterior distri-
bution for all model parameters (except ne and nH) are
shown in Fig.5 and 7 as gray solid lines. The shown er-
ror bars are one standard deviation of sampled profiles.
Inferred and assumed temperature and density profiles
match within the experimental uncertainties with en-
hanced uncertainties close to the plasma center and at
the plasma edge due to reasons discussed above.

IV. BEYOND STANDARD PLASMA SCENARIOS

In section III, the inference of temperature and density
profiles of a standard plasma scenario as observed during
the first operational phase of W7-X56 has been shown. In
this section, the inversion method will be applied to more
advanced scenarios like a strongly modulated Te profile,
impurity and electron density holes, and high noise levels
of measured data. If not indicated otherwise, assumed
temperature and density profiles and the noise level of
synthesized data have been set equal to those shown in
Fig.3 a) and d).

The inference of a fast varying Te profile including a
high steepness in the plasma center, a high amplitude of
modulation up to 4 keV and 4 turning points is shown
in Fig.7 a). Although these kind of Te profiles are quite
unexpected, the inversion of such a profile demonstrates
the capabilities of the underlying Gaussian processes for
the inference of in fact arbitrary shaped profiles. As can
be seen, the inferred profile matches the assumed one
very well with above discussed deviations and enhanced
uncertainties in the plasma center and edge. In particu-
lar, the inference does not suffer from a potential over-
smoothing of profiles. Inferred Ti and density profiles are
very similar to the assumed profiles (which are the same
as for the standard case shown in Fig.5 b)-e), thus neither
the inferred profiles, nor the estimated uncertainties are
affected significantly by the strong modulation of the as-
sumed temperature profile. All inferred temperature and
density profiles resemble the assumed ones within the es-
timated uncertainties. The slightly enhanced peaking of
the inferred Te profile at ρ=0.4 is caused by the so far
non optimized choice of the σf and σr parameters, as
discussed in section II B of this work.
Although not observed within the past operational
phases of W7-X, in large stellarators, highly peaked Te
profiles combined with hollow ne profiles as shown in

FIG. 7. Inference of Te and nHe
Ar profiles for non standard

plasma scenarios: a) Arbitrary shaped Te profile. b) Impurity
and electron density hole. c) Low signal to noise ratio of
synthesized data.

Fig.7 b) are predicted in case of non optimized parti-
cle refilling rates59. As a consequence of central electron
temperatures of Te > 6 keV, the central He-like argon
density will be ionized, creating an additional impurity
hole. The combined electron density and argon impurity
density hole can be considered as a worst case scenario
for the inference of plasma parameter profiles from X-
ray imaging spectrometers. Since both parameters con-
tribute linearly to the spectral emission intensity, central
electron and impurity densities being close to zero causes
the central spectral emission to vanish. Therefore, mea-
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sured data contain little information about the central
emission. This fact is reflected in the non convergence of
inferred Te and nHeAr profiles towards the assumed ones
close to the plasma center. The same is true for the not
shown Ti and density profiles. However, with recovery of
a sufficiently high spectral emission signal for ρ > 0.2, the
convergence of inferred to assumed profiles is restored.
The significant non convergence at the plasma center is
indicated by the MCMC sampling, yielding significantly
larger uncertainties in this region so that inferred and as-
sumed profiles match within the estimated uncertainties
along the whole plasma radius.
For all inversions presented so far, a typical signal to
noise ratio of measured data (SNR = 150 along central
line of sight2) has been assumed in order to show the
achievable precision of the inversion method. Nonethe-
less, it’s also possible to infer profiles from spectra with
low signal to noise ratios, as shown in Fig.7 c). Here,
measured data with more than one order of magnitude
less signal levels (SNR = 10 along central line of sight,
see inset of Fig.7 c) have been synthesized. As expected,
high noise in the spectra induces a worse match between
assumed and inferred profiles and increases the averaged
estimated uncertainties by a factor of 2. However, the
inferred Te profile still matches the assumed one within
the estimated uncertainties. Again, the same is true for
inferred Ti and density profiles.
The forward model can be upgraded easily to include fur-
ther physical effects. For instance, an additional model
parameter tracing a possible line shift induced by plasma
rotation can be added. While toroidal plasma rotation is
expected to be small in stellarators, the poloidal rotation
induced by radial neoclassical Er fields causes detectable
line shifts60 that have been neglected in this work. Ad-
ditionally, a possible variation of the impurity density on
the magnetic flux surface, as expected for highly charged
ions61–63, or a possible misalignment of the spectrometer
lines of sight can be taken into account. It should be
mentioned that results from the first operational phases
of W7-X does not show any significant up down asym-
metries in the line intensities, different to previous obser-
vations made on ALCATOR-C Mod64, but in agreement
to theoretical data65. An investigation of this effect for
higher Z impurities such as iron or nickel is planned for
the future.

V. EXPERIMENTAL PROFILE VALIDATION

The presented inversion method has been used success-
fully on actual measured data for device commissioning
purposes1,2 as well as physics studies56,66. In general, in-
ferred electron temperature profiles show a good match
to results of other diagnostics like ECE measurements or
Thomson scattering data49. For illustration, Fig.8 com-
pares experimentally obtained Te profiles from XICS to-
gether with local Te measurements of the Thomson scat-
tering diagnostic30 for central electron temperatures be-

ρ

XICS Profile

Thomson Data

Te

FIG. 8. Comparison of experimentally obtained Te profiles
from the XICS (lines) and Thomson scattering (symbols) di-
agnostics for three different experiment scenarios of W7-X,
including uncertainties (error bars and shaded areas). The
corresponding program numbers, line integrated plasma den-
sities, and ECR heating powers were:
180919.055@1.2 s, ne = 6.1x1019 m−2, PECRH = 4.0 MW,
(triangles up),
180927.046@3.0 s, ne = 7.9x1019 m−2, PECRH = 3.4 MW,
(squares),
180927.046@5.0 s, ne = 7.9x1019 m−2, PECRH = 1.8 MW,
(triangles down).

tween Te = 2-5 keV. As evident from Fig.8, there is a
reasonably good match of XICS Te profiles and the local
Te measurements of the Thomson scattering diagnostic.
The origin of slight deviations between XICS and Thom-
son Te profiles in the order of ∆Te < 0.1-0.3 keV in the
region of ρ = 0.4-0.7 is presently unknown but might be
caused by uncertainties in the diagnostics viewing geome-
tries or inaccuracies in the atomic data models used for
both diagnostics. A cross comparison of experimentally
obtained Ti and impurity density profiles with a second
imaging spectrometer installed at W7-X can be found
in1.

VI. CONCLUSION

In this work, an inversion method for the inference of
temperature (Ti and Te) and impurity density profiles out
of line integrated data provided by X-ray imaging crystal
spectrometers has been presented for the example of the
XICS diagnostic.
On the basis of an entire forward model of the diagnostic,
measured data have been synthesized for assumed tem-
perature and density profiles. The inference is realized
by a variation of free model parameters with respect to
an optimal fit between synthesized and forward modeled
data.
Results show a reliable inference of radial plasma param-
eter profiles with no more than 2σ deviations from the
synthesized data. Applied to measured data, obtained Te
profiles match reasonably good to local measurements of
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the Thomson scattering diagnostic with maximum devi-
ations of ∆Te < 0.3 keV.
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O. Marchuk, T. Bräuer, B. Geiger, G. Fuchert, S. Bozhenkov,
E. Pasch, O. Grulke, F. Kunkel, C. Killer, D. Nicolai,
G. Satheeswaran, K. P. Hollfeld, B. Schweer, T. Krings,
P. Drews, G. Offermanns, A. Pavone, J. Svensson, J. A. Alonso,
R. Burhenn, and R. C. Wolf, Review of Scientific Instruments
89, 10G101 (2018), https://doi.org/10.1063/1.5036536.

2M. Krychowiak, A. Adnan, A. Alonso, T. Andreeva, J. Baldzuhn,
T. Barbui, M. Beurskens, W. Biel, C. Biedermann, B. D. Black-
well, H. S. Bosch, S. Bozhenkov, R. Brakel, T. Bräuer, B. B.
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