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Abstract

This paper presents results of JET ILW L-mode experiments in hydrogen (H) and deuterium (D) plasmas,
dedicated to the study of the isotope dependence of ion heat transport by determination of the ion critical
gradient and stiffness by varying the ICRH power deposition. When no strong role of fast ions in the plasma
core is expected, the main difference between the two isotope plasmas is determined by the plasma edge
and the core behavior is consistent with a gyro-Bohm scaling. When the heating power (and the fast ion
pressure) is increased, in addition to the difference in the edge region, also the plasma core shows substantial
changes. The stabilization of ion heat transport by fast ions, clearly visible in D plasmas, appears to be
weaker in H plasmas, resulting in a higher ion heat flux in H with apparent anti-gyro-Bohm mass scaling.
The difference is found to be caused by the different fast ion pressure between H and D plasmas, related to
the heating power settings and to the different fast ion slowing down time, and is completely accounted for
in non-linear gyrokinetic simulations. The application of the TGLF quasi-linear model to this set of data is
also discussed.
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1 Introduction

Differences in the energy confinement time of hydrogen (H) and deuterium (D) plasmas have been observed
in many devices since the first comparisons between the performances of different hydrogen isotope plasmas
[1, 2, 3, 4]. Besides the confinement time, also other fundamental aspects for a future reactor, such as the L-H
power transition [1, 4, 5] and the H-mode pedestal [1, 4, 6], have been found to substantially change with the
isotope mass. Early theoretical expectations based on ITG (Ion Temperature Gradient) instabilities within an
adiabatic electron, electrostatic and collision-less approximation pointed to the idea that turbulent transport
should follow the gyro-Bohm mass scaling (turbulent transport ∝ √mi) [7]. However, experimentally, heavier
isotopes have generally been found to have better confinement time and performances [1, 3, 4, 8]. This apparent
contrast between theory and experimental observations is generally referred as ’isotope effect’ and has been
the focus for many research works in recent time [8, 9, 10]. In reality, many effects can break the simplistic
gyro-Bohm mass dependence and cause the observed behavior of the turbulent transport. Kinetic electrons
[11], electromagnetic effects [9, 12], collisions [10], differences in the zonal flows [13], critical gradient threshold
differences, E ×B flow shear [9, 14] and also differences in sources and sinks can all cause deviations from the
gyro-Bohm scaling with the mass. Understanding the behavior of turbulent transport with the isotope mass
is essential for predicting future reactors, ITER (International Thermonuclear Experimental Reactor) in first
place. Fusion power production is pursued in a mixture of isotope gases (DT ) and the first operations of ITER
will be in H or He plasmas [15]. An uncertainty therefore still exists on predicted performances due to an
incomplete knowledge on the effects of isotope mass on confinement, which prevents safe extrapolation to ITER
from present results in D plasmas and also in perspective from the first ITER operational phases in H or He to
the next phases in D and DT . A clear understanding of the relation between turbulent transport and isotope
mass is then highly desirable. This has motivated an intense experimental effort on JET (Joint European Torus)
to investigate the mass effects from H to D to T , with dedicated campaigns in D and H and one in T foreseen
in early 2020.

Amongst the experiments repeated in H and D (and scheduled in T), the one addressed in this paper
concerns the determination of the core ion critical gradient and stiffness level in L-mode plasmas by using ion
heat flux scans at approximately constant temperature by applying ICRH power on- and off-axis in (3He)−D
scheme for strong and localized thermal ion heating [16]. We present the experimental results in a set of H
and D L-mode plasmas with similar densities, geometry, plasma current, magnetic field and heating power,
focusing on the core turbulent ion heat transport and particularly on the relation between normalized ion heat
flux and normalized ion temperature gradient (R/LTi = R|∇Ti|/Ti), that can be extracted from this kind of
experiments. This approach provides more insight into the transport mechanisms and is more powerful for
model validation than the more common profile comparison studies. In this case, it has allowed us to identify
the role of the fast ion pressure as a potential cause of breaking of the gyro-Bohm scaling, in addition to the
others mentioned above.

The paper is organized as follows: in section 2 the experimental set-up is described and in section 3 the
numerical simulation set-up is presented. In section 4 the experimental results are described, while in section
5 the gyrokinetic and the quasi-linear simulations results are shown and compared to the experiment. The
conclusions are reported in section 6.

2 Experimental set-up and methods

The plasmas studied in this work are JET tokamak (major radius R0 = 2.96m, minor radius a = 1m) L-mode
D plasmas with carbon wall (CW) and H and D plasmas with the ITER-like wall (ILW). The discharges have
similar plasma shape, vacuum toroidal magnetic field BT = 3.2 ± 0.1 T , plasma current Ip ≈ 2 MA, electron
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density on the magnetic axis ne,0 ∼ 3.5±0.5·1019m−3 , safety factor at the flux surface that contains the 95% of
the poloidal flux q95 ≈ 5 and similar total heating power. Radio frequency (RF) heating power consists of ICRH
heating mainly deposited on thermal ions in minority scheme (3He)-D [16] using a concentration n3He/ne ≈ 6%

in D plasmas and n3He/ne ≈ 2% in H plasmas. These are the optimal 3He concentrations to obtain the
maximum power deposition on ions (~80% of the power) in the two different isotope plasmas. NBI power have
also been applied using ∼ 70 kV ion beams in H plasmas and ∼ 100 kV ion beams in D plasmas. Different levels
of ICRH power (2.5-7 MW) and of NBI power (1.5 - 8 MW) have been used in different discharges in order to
obtain a wider variation of the ion heat flux and of L−1Ti (= |∇Ti|/Ti) and in order to study the effect of fast ions
on the thermal transport in the plasma core [17]. The ICRH power deposition and the 3He fast ion density and
energy density have been evaluated using the PION code [18, 19] or, in some cases, the SELFO code [20, 21].
The NBI power deposition on electrons and on ions and the NBI fast ion pressure have been calculated with
the PENCIL code [22]. The ohmic power density has been calculated using the ASTRA code [23, 24]. The
exchanged power density between ions and electron, pei, has been calculated analytically using the definition
reported in Ref. [27]. The radiated power density prad has been estimated from bolometric measurements. The
powers POHM , PICRH , PNBI , Pei and Prad have been obtained integrating over the plasma volume and the ion
and electron heat fluxes are expressed in gyro-Bohm units as

qi,gB = [(PICRH,i + PNBI,i + Pei)/Σ] ·R2
0/(neTiρ

2
i vth,i) (2.1)

qe,gB = [(PICRH,e + PNBI,e + POHM − Pei − Prad)/Σ] ·R2
0/(neTeρ

2
scs) (2.2)

where Σ is the area of the considered flux surface, cs =
√
Te/Mi, vth,i =

√
Ti/Mi, ρi = vth,iMi/eBref and

ρs = csMi/eBref , Mi being the plasma main ion mass (H or D) and Bref the value of the magnetic field at
the center of the considered flux surface. Typical errors on the heat fluxes are of the order of 20%. For the
measurement of the electron temperature (Te) the ECE (Electron Cyclotron Emission) and the high-resolution
Thomson scattering (HRTS) diagnostics have been used. The ion temperature Ti and the plasma toroidal
rotation ωT have been measured by the active Charge Exchange (CX) diagnostic using the signals from plasma
impurities (C for the CW discharges Ne for the ILW discharges and also Be for shots n. 90671) and, for the
ILW plasmas, a charge-exchange measurement, recently made available at JET, that uses beam modulation for
background subtraction and fits all active line features to extract the deuterium charge exchange line [28, 29].
The electron density ne has been measured using the HRTS diagnostic. The safety factor q, the magnetic shear
s = r/q · dq/dr and the equilibrium plasma geometry have been reconstructed by the EFIT equilibrium [26]
code with Faraday rotation or Motional Stark Effect constraints, depending on the availability. Typical error
bars of these quantities are ∼ 15 − 20%. Local values of R/LTi = −R0∇Ti/Ti, R/LTe = −R0∇Te/Te and
R/Ln = −R0∇ne/ne are obtained by local linear fits of ln(Ti), ln(Te) and ln(ne) radial profiles. The fits are
done using r = (Rout − Rin)/2, Rout and Rin being the outer and inner major radii of the flux surface on the
magnetic axis plane, and averaging other multiple fits using a variable number of data points around the chosen
radius (usually 3-9 points). Errors on these quantities are typically ∼ 15 − 20%. The data analysis has been
carried out mainly at the toroidal radius ρtor = 0.33, where ρtor =

√
Φ/Φmax, Φ being the toroidal magnetic

flux, corresponding to ρpol ∼ 0.42, R ∼ 3.3 m, r/a ∼ 0.33. The chosen radial position and the time- intervals
considered ensured optimal conditions for studying the effect of fast ions on the thermal transport while avoiding
magnetohydrodynamic instabilities or other large-scale instabilities. Sawteeth activity was absent in the chosen
time intervals as other type of MHD instabilities. The electron density and temperature and the safety factor
and magnetic shear of ILW discharges n. 90673 and n. 91710 (high NBI power D and H) are shown in Fig. 1.
The electron temperature of discharges n. 90671 and n. 91626 (low NBI power D and H) is also shown in Fig.
1, while the electron density and safety factor for these discharges are very similar to the previous ones and are
not shown for more clarity in the plots.
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3 Numerical simulation set-up

The characteristics of the turbulent transport in the plasma and the turbulent component of the heat fluxes
have been calculated through linear and non-linear gyrokinetic simulations using the GENE (Gyrokinetic Elec-
tromagnetic Numerical Experiment) code [30, 31]. GENE solves the gyrokinetic 5D Vlasov equations [32, 33]
coupled with the Maxwell equations within a δf approximation using field aligned coordinates {x, y, z}, where
z is the coordinate along the magnetic field line, x is the radial coordinate and y is the binormal coordinate.

All the simulations are performed in the local limit, using Miller geometry [34] as well as collisions, external
flow shear γE×B , kinetic ions, kinetic electrons and, in some cases, kinetic fast ions (H or D fast ions from
NBI and 3He fast ions from ICRH). Finite-β effects (considering both B⊥ and B‖ fluctuations) have also
been considered. For 3He and NBI fast ions, an equivalent Maxwellian distribution function has been used.
It is important to remind that, when considering highly energetic, non thermalized particles, the Maxwellian
distribution function is not completely adequate to describe the real distribution function of the species and
the results can be affected by this approximation [35, 36, 37, 38]. Nevertheless, as shown in past studies, the
equivalent Maxwellian distribution function is good enough, at least in similar cases, to study the effect of
fast ions on thermal transport and to obtain a good approximation of the heat fluxes from the simulations
[17, 39]. Typical grid parameters in the nonlinear simulations are as follows: perpendicular box sizes [Lx, Ly] ≈
[190, 210]ρs, phase-space grid discretization [nx, ny, nz, nv‖, nµ] = [256, 72, 48, 64, 16], 0.03 . kyρs . 2.1 and
0.034 . kxρs . 4.34. The plasma parameters used as input in the simulations have been taken from discharge
n. 73224 (CW D plasma with 3.5+8 MW of ICRH+NBI, only linear simulations), n. 90671 (ILW D plasma
with 2.5+1.5 MW of ICRH+NBI), n. 90673 (ILW D plasma with 6.5+5 MW of ICRH+NBI), n. 91626 (ILW
H plasma with 3.5+0.75 MW of ICRH+NBI) and n. 91710 (ILW H plasma with 4+8 MW of ICRH+NBI) at
ρtor = 0.33 and t ≈ 6 s. Some important parameters are listed in Table 1 while the fast ions parameters are
listed in Table 2. The effect of plasma impurities (∼ 1% Be,∼ 0.3% Ne,∼ 0.05% Ni for the ILW discharges,
∼ 2% C for the CW discharges) has been neglected in the simulations. The effect of these impurities has been
found negligible compared to the effect of fast ions in past studies of similar discharges [39]. For a detailed
gyrokinetic analysis of the CW discharge 73224 see ref. [17, 37, 38].

A quasi-linear modelling of the ILW discharges has also been done using the trapped gyro-Landau fluid
model TGLF in its most recent version (SAT1 saturation rule) [40, 41, 42]. The model has been tested in stand-
alone mode and coupled into the ASTRA transport code [23, 24]. With respect to the original TGLF SAT0
model, TGLF SAT1 features the zonal flow mixing, rather than shearing, as the primary saturation mechanism
of both ion and electron scale turbulence, and captures cross-scale coupling and non-linear upshift of the critical
R/LTi. However the model presently cannot capture the non-linear fast ion stabilization described in [17]. Fast
ions have not been included as kinetic species in our simulations with TGLF, due to the onset of instabilities
not properly resolved at the standard resolution used for profile simulations, but they have been included in
the simulations for their contributions to main ion dilution and pressure. The simulations are electromagnetic
(B⊥ ), use Miller geometry and cover the range 0.05 . kyρs . 17. In stand-alone mode, in order to compare
with GENE simulations, no impurities have been included, whilst profiles simulations include two impurities
as kinetic species (3He,Be) besides main ions and electrons. The spectral shift E × B model is used. For the
profile simulations the boundary condition has been set at ρtor = 0.8.

4 Experimental observations

Two main cases have been considered for the experimental analysis: the first case corresponding to ~4 MW of
total power (referred as ’low heating power’ case), and the second case corresponding to ~12 MW of total power
(referred as ’high heating power’ case). In the first case, a high stiffness is observed on the whole ion temperature
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profile, while, in the second case, a strong reduction of the ion temperature stiffness and of qi,gB , while reaching
higher values of R/LTi, is observed in the region r/a . 0.4. This strong reduction of the turbulent transport is
related, as shown in ref. [17, 38, 39] and in section 6, to the presence of a high fast ion pressure that, through
electrostatic [38] and electromagnetic [17] effects, strongly stabilize the ITG instability.

4.1 ’Low heating power’ case

The core ion temperature is lower over the whole radial profile in H plasmas (see Fig. 2a), the difference starting
outside ρtor ≈ 0.8. The shape of the core ion temperature profile does not show substantial differences between
H and D plasmas. Fig. 3a shows the qi,gB vs R/LTi plot at ρtor = 0.33, where the black symbols refer to the
low power discharges. Both H and D plasmas generally align well, consistently with the gyro-Bohm scaling,
but the consistency with gyro-Bohm for what regards the ion mass dependence is difficult to isolate, as the
variation of Ti, the high ion stiffness and the uncertainties on R/LTi, mask any possible deviations from the
scaling due to the ion mass. No substantial differences in the R/LTi turbulent transport critical threshold or
in the ion stiffness are visible between H and D plasmas outside error bars. A similar conclusion holds for the
qi,gB vs R/LTi plot at ρtor = 0.5, which we have added for comparison in Fig. 3b.

4.2 ’High heating power’ case

In the ’high heating power’ case, there is still a difference in the ion temperature coming from the plasma edge,
but a difference between D and H plasmas has been observed also in the plasma core inside ρtor . 0.4. As can
be seen in Fig. 2b, while in D plasmas a steepening of Ti is clearly visible, in H plasmas this effect is much
lower. This is also seen in Fig.3a (red symbols), where the characteristic reduction of ion stiffness with respect
to the low power cases (black) due to fast ion stabilization, previously reported [17, 39], is visible both in D and
H plasmas, but a significantly lower reduction in qi,gB is observed in H than in D at similar R/LTi, resulting
in an apparent anti-gyro-Bohm scaling, in the sense that a decrease in qi,gB is seen when moving from H to D
at same R/LTi. On the contrary, at ρtor = 0.5 (Fig.3b), where fast ion stabilization is not expected due to the
central localization of ICRH fast ions and to the higher value of magnetic shear [43, 44], there is no reduction
in stiffness at high power compared to low power, and hydrogen and deuterium points do not split, similarly to
the case at low power. The origin of the anti-gyro-Bohm behavior at ρtor = 0.33 at high power was the object
of a detailed analysis using gyro-kinetic GENE simulations. Considering that there are no substantial changes
in other plasma parameters, we studied the different effect of fast ions in these discharges. The question is
whether the ITG stabilization related to fast ions is less effective in H plasmas, or whether, more trivially, there
is a substantial difference in the fast ion pressure between the H and D plasmas.

A comparison between the fast ion pressure in D and H plasmas calculated by PION for ICRH and PENCIL
for NBI is shown in Fig. 4. The fast ion pressure is found lower in H plasmas. For 3He this is due to the fact
that the ion heating in H − (3He) plasmas is obtained using a 3He concentration ∼ 2%, while in D − (3He)

plasmas it is obtained using 3He ∼ 6%. These concentrations are the optimal ones for ion heating in minority-
scheme [16] in the two different isotope plasmas. The difference in the 3He density, the 3He temperature being
comparable, brings to lower 3He pressure in H plasmas. For NBI fast ions, both the fast ion density and
temperature are lower in H plasmas for a given level of heating power. These differences can be understood
considering different factors. Firstly, the typical voltage used to accelerate the neutral beams was lower for the
H beams (∼ 70kV ) compared with the D beams (∼ 100kV ), and a larger fraction of the D beam power was
injected at full energy (∼ 52%) while the full energy component of the H beams was just ∼ 31%. This resulted
in comparable average beam velocities in the two cases, but a much higher average energy in the case of the D
beams (by up to a factor of 2) and a correspondingly higher particle injection rate for the H beams at a given
level of heating power. Secondly, the average time for a beam injected fast ion to slow-down to the thermal

5



velocity was much higher for the D beams compared with the H beams (by about a factor of 3). These two
factors largely explain why the number of NBI fast ions in D plasmas was significantly higher than in H plasmas
for a given heating power level, and why these fast ions had a higher average energy. It should also be noted
that more off-axis beams were selected for the H plasmas than the D plasmas in these experiments, resulting
in a broader NBI deposition profile. All these effects, even if the ion heating power profiles was similar, caused
the differences in the total fast ion pressure between H and D plasmas shown in Fig. 4.

5 Gyrokinetic simulations

The linear gyrokinetic simulations indicate that, in all the considered cases, the ITG modes are the dominant
modes at ρtor = 0.33 and up to kyρs ∼ 0.8. The linear simulations of the fast ion effect on the ITG modes for
the 3 different discharges of the ’high power case’ (using the values listed in Table 8 for the fast ion species) are
shown in Fig. 5. For each discharge, a comparison is shown between the growth rate without fast ions and with
fast ions, using both sets of fast ion parameters, i.e. in D shots also the fast ion parameters of the H-91710 case,
and in the H shot also those of the D-90673 case. It is clear that the lower fast ion pressure of the H plasmas
has a lower linear stabilization effect with respect the higher fast ion pressure in the D plasmas, irrespective of
the different other parameters of the 3 discharges. Considering the values at kyρs = 0.25,where the ion heat flux
spectra have the maximum in the non-linear simulations, the ITG linear growth rate is reduced by ∼ 30− 45%

using the fast ion pressure of the D plasmas, while it is reduced by only ∼ 15− 20% using the fast ion pressure
of the H plasmas.

The ion heat fluxes obtained from non-linear gyrokinetic simulations are shown in Fig. 6a for the ’low heating
power case’ and in Fig. 6b for the ’high heating power case’. A good match is obtained in both cases within
the experimental uncertainties. In the ’low heating power case’ the simulations indicate a difference between
the ion heat flux stiffness in D and H plasmas, caused mainly by the differences in the input parameters (such
as Te/Ti, R/Ln and R/LTe) rather than by different isotope mass. This can be seen from the simulation with
hydrogen ions but using the same input parameters as the deuterium case (blue right-faced triangle with red
contour in Fig. 6a, made at R/LTi = 5.5 where the discrepancy between the two cases is the highest), that
gives almost the same ion heat flux as the one obtained in deuterium, indicating that no strong deviation from
the gyro-Bohm scaling is expected in these plasma conditions. Experimentally, in Fig.3 the uncertainties are
such that the differences introduced by slightly varying plasma parameters cannot be resolved and we can state
that all the points are consistent with gyro-Bohm scaling at low power. In the ’high heating power’ case, where
an apparent anti-gyro-Bohm behavior is seen experimentally, the experimental fluxes are well reproduced when
considering the effect of fast ions in electromagnetic simulations. With no fast ions the normalized ion heat
fluxes are over-predicted by a factor 2 in H and by a factor 4 in D. If in the simulation of the D plasma the
fast ion pressure of the H plasma is used instead of the nominal one, the reduction of the ion heat flux is half
of the one obtained using the fast ion pressure of D plasmas and the flux ends up similar in value to that of
the H case. Consistently with the linear simulations, this result shows that the main reason for the apparent
anti-gyro-Bohm behavior in the core of the high power cases is the different fast ion stabilization, which is caused
by the difference in the fast ion pressure between H and D plasmas, due to different heating power settings
and schemes. In these cases, other mechanisms that may also break the gyro-Bohm scaling have a minor role
with respect to the different fast ion stabilization, as indicated by the fact that we get similar normalized fluxes
when we use the H fast ion population in the D case.
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6 Quasi-linear analysis

Stand-alone TGLF SAT1 simulations have been run for the 4 discharges at ρtor = 0.33 to compare with the
GENE results, and are shown in Fig. 6. Input parameters were identical to the GENE ones apart from the
temperatures of the fast ion species. The low power shots had only the main ion and electron species both in
GENE and TGLF, whilst for the high power shots in TGLF the 3He was treated kinetically but at thermal
temperature, whilst the NBI fast ions were only considered for dilution and pressure. This is the nearest
configuration to the GENE run, being unable to treat kinetically the fast ion species with TGLF, whilst GENE
treats both the 3He ions and the NBI fast ions kinetically as two additional species. From Fig.6 it is evident
that the TGLF ion stiffness is much lower than the GENE ion stiffness in the low power shots. This has already
been observed in previous studies [45, 46, 47, 48]. In the high power shots, when including fast ions, the GENE
stiffness drops significantly. As a result, the TGLF and GENE stiffnesses come to a (fortuitous) agreement in
the D case, whilst in H due to the lower fast ion pressure the GENE stiffness remains higher than the TGLF one.
This underestimate of the ion stiffness was one motivation for a revision of the TGLF model that is presently
ongoing [49]. According to these findings from the stand-alone runs, one would expect that profiles simulations
will overestimate temperatures in the low power discharges, both in D and H, and more relevantly in H where
the stiffness discrepancy is larger. Instead, we can expect that the high power discharge in D will be reasonably
matched by TGLF, due to the compensation between the inherent low stiffness and the lack of non-linear fast
ion stabilization effects, whilst the high power discharge in H will again be overestimated. The results of TGLF
profile simulations for the 4 discharges are shown in Fig. 7 and indeed confirm the expectations. For the low
power shots a marked over-prediction of the temperature profiles, and particularly Ti, is observed over the whole
profile both in D and H plasmas, and more marked in H, where also the density peaking is over-predicted. For
the high power shots, the D case is well reproduced, although there is still a mismatch in temperature peaking
inside ρtor = 0.2 . However, the H case at high power is again over-predicted, both temperatures and density,
as in the H low power case.

7 Discussion and conclusions

Differences have been observed between JET L-mode H and D plasmas with the same operational settings
(heating power, geometry, Ip, B, q, ne). Both Te and Ti are lower in H plasmas, the difference starting at the
plasma edge. To gain insight into the core transport mechanisms, ICRH ion heating applied on- and off-axis has
allowed to reconstruct the local qi,gB vs R/LTi plot at different radial positions. We do not observe differences
in critical gradient threshold between H and D, but rather in ion stiffness, depending on power level and radial
position. In low power plasmas, the ion heat flux in the plasma core does not deviate from the gyro-Bohm
scaling outside error bars, but, due to the high stiffness and to the stronger weight of Ti with respect to mass
in the gyro-Bohm normalization, it is difficult to make a certain conclusion on the mass dependence from our
data. A difference in the ion heat flux has been instead observed at higher power at ρtor = 0.33 , in the situation
where a strong stabilization of ITG modes by fast ions is expected. In this case, the stabilization of the ion
heat transport is less strong in H plasmas with respect to D plasmas, introducing an apparent anti-gyro-Bohm
mass scaling. GENE non-linear simulations indicate that the explanation of this difference is the difference
of the fast ion pressure in H and D plasmas, in H plasmas being ∼ 1/2 of the one in D plasmas when high
NBI or ICRH heating is applied. This is mainly due for NBI fast ions to the lower beam injection energies
and shorter beam slowing down time in H plasmas and for the ICRH fast ions to the lower 3He concentration
needed for the ICRH minority scheme heating in H. Therefore, this is not an “inherent” isotope dependence
of transport, but due to differences in the heating schemes in the two species. In our cases it is the strongest
effect, and minor differences such as due to E × B, collisions, etc. lie within experimental uncertainties. In
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outer regions (0.5 < ρtor < 0.8), where fast ion effects become negligible, the situation is similar to the low
power case, with stiff ions and no evident deviations from gyro-Bohm. A mention is due to even more external
regions, ρtor > 0.8, where differences in temperatures are systematically observed, with the H plasma edge
colder than the D plasma edge. This region is characterized by different types of instabilities and a dedicated
study is beyond the scope of this paper.

Whilst the gyro-kinetic simulations are in good agreement with the experimental observations within the
experimental uncertainties, TGLF SAT1 simulations show a number of issues. Our results in these experimental
conditions suggest that the present version of TGLF leads to under-prediction of ion heat transport in all
cases where ion stiffness matters, i.e. in conditions sufficiently above the ion critical gradient threshold, with
increasingly worse performance with increasing amount of ion heating with respect to electron heating applied
(see [50] for an example of a good TGLF simulation of a JET L-mode in H and D with low ion heating,
unlike the ones discussed in this paper, which have strong ICRH ion heating). This under-prediction of ion
heat transport above threshold holds unless non-linear e.m. stabilization is important, in which case there may
be agreement but due to fortuitous compensation between the low TGLF stiffness and lack of non-linear e.m.
stabilization. In particular, it seems that this stiffness underestimate is stronger in H, which may be at the
origin of the generally worse performance of the model in H plasmas. This may open the possibility that once
the ion stiffness issue is cured in the model, it may become equivalently good in H and D plasmas. Of course
then a way to properly account for non-linear e.m. stabilization should also be introduced in the quasi-linear
model, to reach the agreement with GENE on the basis of the same physical mechanisms. We remark that
these considerations on the TGLF model become irrelevant in all cases that are near marginal stability, where
only the critical gradient threshold matters, as is often the case for high temperature H-modes, where the model
is generally found to reproduce well the experimental profiles [46, 51]. However, we also note that high power
H-modes may also have an important fast ion component, in which case stiffness may again come into play, so
that the reliable application of the model has to be judged case by case, until an improved version fixing these
issues will become available.

Thinking about the future T and DT campaigns at JET, some considerations can be made. In T , a
concentration of 4% ≤ 3He ≤ 6% is expected to have the 80− 90% of the power deposited on the ions, giving
similar fast ions content as in D discharges. Regarding the NBI beam, similar voltages as the ones used in D
will be used for the T beam, giving similar beam energies but a lower beam velocity in T with respect to D
beams. The slowing down time is higher in T , so a higher NBI fast ion pressure can be expect in T at least
for discharges with densities similar to the ones of the discharges studied in this paper. For higher density
discharges, such as H-modes, the different beam penetration could bring to a different situation. In general,
fast ions can play an important role for the stabilization of the turbulent ion heat transport in the plasma core
(and might play a role also in ITER [52]) and they can contribute significantly to the total plasma pressure.
To conclude it is important, when it is expected to play a role, to consider the effect of fast ions when studying
the effect of the isotope mass on the turbulent transport and, when planning an experiment, to consider all the
aspects that can influence the fast ion content in the plasma (such as the slowing down time) in order to have
the best optimization of heating power/temperatures in different isotope plasmas.
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Tables

Shot # s q Ti/Te R/Ln R/LTe R/LTi
βe γExB ν∗

90673 (D, ILW) 0.5 1.55 0.9 2.2 6.2 6.5 0.0037 0.05 2.4
91710 (H, ILW) 0.5 1.7 1.0 2.4 6.9 6.0 0.0024 0.1 4.92
90671 (D, ILW) 0.4 1.78 0.8 3 6.3 5.5 0.0023 - 4.97
91626 (H, ILW) 0.5 1.7 0.65 1.3 4.8 5 0.0018 - 4.72

Table 1: Main plasma parameters at ρtor = 0.33 used as input in the gyrokinetic simulations. βe = 8πneTe/B
2
T ,ν∗ =

νei · qR0/ε
1.5cs, γExB = −r/q · ∂Ωt/∂r · R0/cs where ε = r/R0, νei =

√
2πZ2e4niln(Λ)/(

√
meT

1.5
e ), ln(Λ) being the

Coulomb logarithm, and vth,e =
√
Te/me.

Shot # NBI D or H fast ions 3He Tot.
n/ne T/Te R/Ln R/LT n/ne T/Te R/Ln R/LT Pfast/Pth

73224 (D, CW) 0.06 9.8 14 3.1 0.07 7 1.49 14 0.45
90673 (D, ILW) 0.05 8 8.5 2.5 0.05 11.0 2.2 18 0.5
91710 (H, ILW) 0.04 7.5 10 2.0 0.022 10 2.4 25 0.28

Table 2: Parameters for fast ions and 3He species at ρtor = 0.33 and used as input in the gyrokinetic simulations. In
the ’low heating power’ case, Pfast/Pth ≈ 0.1 and the fast ions are not considered in the simulations.
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Figure 1: Electron temperature (a), electron density (c) and safety factor and magnetic shear (d) of ’high heating power’
ILW discharges n. 90673 (D) and n. 91710 (H) and electron temperature (b) of ’low heating power’ discharges n. 91626
(H) and 90671 (D).
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Figure 2: Ion temperature profile of (a) ’low heating power’ ILW discharges n. 90671 (D) and n. 91626 (H) and of (b)
’high heating power’ discharges n. 91710 (H), 90673 (D) and 73224 (D, JET CW). c) Profiles of the plasma toroidal
angular velocity. The toroidal angular velocity of shot n. 91626 is very similar to the one of shot n. 90671.
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Figure 6: Comparison between the experimental values of qi,gB(R/LTi), the fluxes obtained from GENE non-linear
simulations and the fluxes obtained from the TGLF-sat1 stand-alone simulations for the selected ’low heating power’
case (a) and for the ’high heating power’ case (b). In background the full data-set of Fig.3a is also shown. For the ’high
heating power case’ a scan in R/LTi of the D case without fast ions has been performed (blue triangles with dotted lines).
As can be seen from this scan, a very high stiffness is predicted by the gyrokinetic simulations when no fast ions are
considered and the predicted fluxes are higher than the experimental one also decreasing R/LTi within the experimental
error bar.
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Figure 7: Comparison between the experimental profiles of Ti (red pentagons), Te (blue circles) and ne (black triangles)
and the profiles obtained from the ASTRA-TGLF simulations (solid blue line for Te, dot-dash red lines for Ti and dotted
black lines for ne) for the shots n. 90671 (D low power, plot (a)), n. 90673 (D high power, plot (b)), n. 91626 (H low
power, plot (c)) and n. 91710 (H high power, plot(d)).
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