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We propose and analyze a setup based on (solid-state) qubits coupled to a common multi-mode
transmission line, which allows for coherent spin-spin interactions over macroscopic on-chip dis-
tances, without any ground-state cooling requirements for the data bus. Our approach allows for
the realization of fast deterministic quantum gates between distant qubits, the simulation of quan-
tum spin models with engineered (long-range) interactions, and provides a flexible architecture for
the implementation of quantum approximate optimization algorithms.

Introduction.—One of the leading approaches for scal-
ing up quantum information systems involves a modular
architecture that makes use of a combination of short and
long-distant interactions between the qubits [1, 2]. In
particular, long-distant interactions can be implemented
via a quantum bus which can effectively distribute quan-
tum information between remote qubits, as shown in the
context of of trapped ions [3–7], solid state systems [8, 9],
electromechanical resonators [10], as well as circuit QED
architectures [11–16]. In this Letter, we provide a unified
theoretical framework for robust distribution of quantum
information via a quantum bus that operates at finite
temperature [17], fully accounts for the multi-mode struc-
ture of the data bus, and does not require the qubits to
be identical. Our approach [c.f Fig. 1(a)] results in an
architecture where fully programmable interactions be-
tween qubits can be realized in a fast and determinis-
tic way, without any ground-state cooling requirements
for the data bus, thereby setting the stage for various
applications in the context of quantum information pro-
cessing [18] in a hot quantum network, different from
quantum state transfer discussed previously [19–21]. As
illustrated in Fig. 1(b), and discussed in detail below, one
can use our scheme to deterministically implement (hot)
quantum gates between two qubits. Moreover, we present
a recipe to generate a targeted and scalable evolution for
a large set of N qubits coupled via a single transmission
line, thereby providing a natural architecture for the im-
plementation of quantum algorithms, such as quantum
annealing [22] or the quantum approximate optimization
algorithm (QAOA) [23–25], designed to find approximate
solutions to hard, combinatorial search problems.

The model.—We consider a set of qubits i = 1, 2, . . . , N
with corresponding transition frequencies ωi (typically
in the microwave regime) that are coupled to a (multi-
mode) transmission line of length L; compare Fig. 1 for
a schematic illustration. The transmission line is de-
scribed in terms of photonic modes an with wave-vectors
kn = nπ/L, with a linear spectrum ωn = knc = nω1,
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Figure 1: Hot Quantum Network. (a) Schematic illustration
of N qubits coupled to a transmission line of length L. (b)
Dynamic evolution of two qubits, as exemplified for the von
Neumann (VN) entropy (left axis) and the concurrence (right
axis) of the two-qubit density matrix, with a = 0.03L. At
the round trip time t = τ , the qubits fully decouple from the
waveguide and form a maximally entangled state, even though
the transmission line is far away from the ground state (here,
kBT = ω1). (c) Quantum approximate optimization algo-
rithm (QAOA) solving Max-Cut with N = 6 qubits and a
4-regular graph (inset), in the presence of decoherence (ideal
case: blue, dephasing with rate γφ/Jmax = 0.003: orange,
rethermalization with rate κ/|∆| = 0.004: green), and at fi-
nite temperature kBT = ω1. Further details are given in the
text.

where ω1 = πc/L is the frequency of the fundamen-
tal mode n = 1 and c is the (effective) speed of light.
As opposed to transversal (Jaynes-Cummings-like) spin-
resonator coupling, here we focus on longitudinal cou-
pling as could be realized (for example) with supercon-
ducting qubits [8, 26–29] or quantum dot based qubits
[8, 9, 30–34]. The Hamiltonian under consideration then
reads (~ = 1)

H =

N∑

i=1

ωi
2
σzi +

∞∑

n=1

ωna
†
nan+

∑

i,n

gi,nσ
z
i

(
an + a†n

)
, (1)
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with the Pauli matrices ~σi describing the qubits and gi,n
the coupling strength between qubit i and mode n. We
show below that for specific times t, which are integer
multiples of the round-trip time t ∝ τ ≡ 2L/c, the dy-
namics of the qubits and all photons fully decouple, while
giving rise to an effective interaction between the qubits.
Analytical solution of time evolution.—With the help

of the spin-dependent, multi-mode displacement trans-
formation U†pol = exp[

∑
n,i

gi,n
ωn

σzi
(
a†n − an

)
], in our

model the spin dynamics can be decoupled from the res-
onator dynamics (in the polaron frame), and we find
H = UpolH̃U

†
pol, where

H̃ =
∑

i

ωi
2
σzi +

∑

n

ωna
†
nan +

∑

i<j

Jijσ
z
i σ

z
j , (2)

with the effective spin-spin interaction

Jij = −2
∑

n

gi,ngj,n
ωn

. (3)

Therefore, the corresponding time-evolution in the lab
frame reads e−iHt = Upole

−iH̃tU†pol. Consider now the
evolution at stroboscopic times tp = pτ (p positive
integer), corresponding to multiples of the round trip
time τ . In this case, the synchronization of the modes
exp

[
−itp

∑
n ωna

†
nan

]
= exp

[
−2πi

∑
n npa

†
nan

]
= 1

implies that the full evolution in the lab frame reduces
exactly to Ulab(tp) = exp[−iHtp],

Ulab(tp) = e−itp
∑

i(ωi/2)σz
i e−itp

∑
i<j Jijσ

z
i σ

z
j . (4)

Accordingly, for certain times the qubits fully disentangle
from the (thermally populated) resonator modes, thereby
providing a qubit gate that is insensitive to the state of
the resonator, while imposing no conditions on the qubit
frequencies ωi. For specific times, the time evolution in
the polaron and the laboratory frame coincide and fully
decouple from the photon modes, allowing for the real-
ization of a thermally robust gate, without any need of
cooling the transmission line to the vacuum [9]. More-
over, our approach can be straightforwardly combined
with standard spin-echo techniques in order to cancel
out efficiently low-frequency noise: By synchronizing fast
global π rotations with the stroboscopic times tp, one
can enhance the qubit’s coherence times from the time-
ensemble-averaged dephasing time T ?2 to the prolonged
timescale T2.
Frequency cutoff.—In principle, the spin-spin coupling

strength Jij as defined in Eq. (3) involves all modes
n = 1, 2, . . . , naively leading to unphysical divergen-
cies, as discussed in the context of transversal qubit-
resonator coupling in Refs. [35, 36]. In any physical im-
plementation, however, there is a microscopic lengthscale
a that naturally introduces a frequency cutoff. Specif-
ically, we take the coupling parameters gi,n as gi,n =

gi
√
n
∫ L

0
cos(knx)f(x−xi)dx, to account for the fact that
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Figure 2: Hot phase gate between two distant qubits. (a)-(b)
Fidelity as a function of time τ (a) for a = 0.03L and different
transmission line temperatures 0 ≤ kBT ≤ 2ω1. (b) Mode
and (c) real space occupation as a function of the transmission
line for a = 0.03L and kBT = ω1, with ∼ 30 modes. (d) Error
1− F around the gate time tp for T = 0 and different values
of the cutoff (legend) and number of cycles p = 1, 4, 8, 16
(circles, crosses, stars, squares). The black solid line refers to
4(c/a)2J12/ω1∆t2.

the qubits couple to the local voltage, where f(x−xi) ac-
counts for the microscopic spatial extension of the qubit-
transmission line coupling (cf. [37] for details); the factor
∼ √n derives from the scaling of the rms zero-point volt-
age fluctuations with the mode index n, which also im-
plies gi ∝ L−1. In the examples below, we will consider
for simplicity a box function f(x) = δx>0δx<a/a, leading
to gi,n = gi

√
n (sin [kn(xi + a)]− sin [knxi]) /(kna). Note

that if the microscopic lengthscale a is set to zero, yield-
ing the (point-like) standard result gi,n = gi

√
n cos(knxi)

[38], the summation over n in Eq. (3) does not converge.
Instead for a finite a, and for |xi − xj | > a the effective
spin-spin interaction Eq. (3) simplifies to Jij = gigj/ω1

(c.f. [37]). Accordingly, within this exemplary model, the
effective coupling Jij does not depend on the microscopic
lengthscale a, nor the position of the qubits xi, and scales
as L−1, as the rate at which interactions between qubits
are generated is limited by the propagation time τ (∝ L)
of light through the waveguide.
Applications.—In what follows, we discuss three appli-

cations of our scheme, with a gradual increase in com-
plexity, namely (i) a hot two-qubit phase gate, (ii) the
engineering of spin models, and (iii) the implementation
of QAOA in the presence of decoherence and finite tem-
perature. To this end, we consider the possibility to po-
tentially boost and fine-tune the effective spin-spin inter-
actions Jij by parametrically modulating the longitudinal
spin-resonator coupling, as could be realized with both
superconducting qubits [8] or quantum dot based qubits
[31]; cf. [37] for further details.
Hot phase gate.—As a first illustration of our scheme,

we consider the realization of a phase-gate between two
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Figure 3: Engineering of spin models. (a) Long range inter-
actions wij = 1/|i− j| and periodic boundary conditions. (b)
2D nearest neighbor interactions with open boundary condi-
tions. Here, the indices i correspond to 2D indices i = (ix, iy)
of a square of 5× 5 sites using the convention i = ix + 5iy.

remote qubits N = 2, placed at each edge of the trans-
mission line (x1 = 0, x2 = L − a). Our initial state
ρ0 = |Ψ0〉 〈Ψ0|⊗n ρn consists of a pure initial qubit state
with |Ψ0〉 = ⊗j(|0〉+i |1〉)j/

√
2 and a thermal state of the

waveguide with ρn = exp(−a
†
nanωn

kBT
)
[
1− exp(− ωn

kBT
)
]
,

and we use Matrix-Product-States (MPS) techniques [39]
to show numerically how the hot quantum network gen-
erates the desired evolution Eq. (4). We fix gi = ω1/

√
8

which (under ideal circumstances) leads to a maximally
entangled pure state |Ψ(t1)〉 = exp(−iπ4σz1σz2) |Ψ0〉 after
one round trip time t1 = τ (generalizations thereof are
provided in [37]). In Fig. 1(b), we show the von-Neumann
entropy E and the concurrence C of the two-qubit density
matrix ρ1,2, showing the realization of the gate at t = t1,
in the presence of thermal occupation of the waveguide.
The corresponding fidelity F defined as overlap of ρ1,2

with respect to the ideal state |Ψ(t1)〉 〈Ψ(t1)| is shown in
Fig. 2(a). In panels (b) and (c) both the mode occupa-
tion 〈a†nan〉 and the real space occupation 〈a†xax〉 are dis-
played, with ax, 0 < x < L, referring to the discrete sine
transform of an. At the round trip time t = τ , the waveg-
uide returns to its initial thermal state, as expected. In
panel (d), we study the scaling of timing errors by show-
ing the evolution of the error 1 − F around t ≈ tp. In
the limit of small errors, the numerical results are well
approximated by 1−F ≈ 4(c/a)2J12/ω1∆t2 (black line),
with ∆t = t−tp. Accordingly, the timing error is sensitive
to the cutoff a (as it controls the frequency scale of the
couplings), and scales linearly with the effective spin-spin
interaction J12, as slower dynamics are less vulnerable to
timing inaccuracies ∼ ∆t; for further details, in partic-
ular related to the influence of temperature on timing
errors, and effects due to nonlinear dispersion relations
ωn, cf. [37].
Engineering of spin models.—We now extend our dis-

cussion to the multi-qubit case N > 2 and provide a
recipe how to generate a targeted and scalable unitary

W = exp(−i∑i<j wijσ
z
i σ

z
j ) with desired spin-spin in-

teraction parameters wij . To this end, we consider a
sequence q = 1, . . . , η of successive cycles where for each
stroboscopic cycle (labeled by q) we may apply different
coupling amplitudes, i.e., gi → g

(q)
i . For example, this

could be done by pulsing the amplitudes Ai,n via mi-
crowave control [8, 31]. The evolution at the end of the
sequence is then given by Uη = exp(−itp

∑
i<j J

(η)
i,j σ

z
i σ

z
j ),

with J
(η)
i,j =

∑η
q=1 g

(q)
i g

(q)
j /ω1, and trun = ηtp being

the total run time. A straightforward way to gener-
ate the desired unitary, i.e., to obtain wij = J

(η)
i,j tp,

consists in diagonalizing the target matrix as wij =∑N
q=1 wqui,quj,q in terms of real eigenvalues wq and real

eigenstates ui,q. This leads immediately to the condi-
tion g(q)

i =
√
wqω1/tpui,q to generate exactly W within

η = N number of cycles, with tp ≥ wq/Jmax, where Jmax

denotes the largest available spin-spin coupling [40]. In
other words, we can engineer efficiently arbitrary spin-
spin interactions after a time trun = Ntp which only
scales linearly with the number of qubits; trun = 2Ntp in
the presence of spin echo. These aspects are illustrated in
Fig. 3, where we provide examples for N = 25 and both
(a) a 1D long-range spin model with power law decay
wij = 1/|i− j|α (α = 1) and (b) a 2D model with near-
est neighbor interactions (NN). The latter demonstrates
that our recipe allows for the realization of general spin
models in any spatial dimension and geometry (using a
simple one-dimensional physical setup). For both mod-
els, we observe the progressive emergence of the target
spin interaction with increasing values for η, reaching the
exact matrix at η = N . The case of a spin glass with
random interactions, and the convergence analysis with
respect to η/N are presented in [37].
QAOA.—Finally, we show how to generalize the tech-

niques outlined above in order to implement quantum
algorithms that provide approximate solutions for hard
combinatorial optimization problems such as Max-Cut
[c.f. Fig. 4 and [37]]. As shown in Refs.[23, 24],
good approximate solutions to these kind of prob-
lems can be found by preparing the state |γ,β〉 =
Ux(βM )Uzz(γM ) · · ·Ux(β1)Uzz(γ1) |s〉, with Ux(βm) =
exp[−iβm

∑
i σ

x
i ], and Uzz(γm) = exp[−iγmHC ], where

HC is the cost Hamiltonian encoding the optimization
problem, starting initially from a product of σx eigen-
states, i.e., |s〉 = |−,−, . . . 〉, with |−〉 = (|0〉 − |1〉)/

√
2.

In our scheme, this family of states can be prepared by
alternating single-qubit operations Ux(βm) with targeted
spin-spin interactions generated as described above, with
W → Uzz(γm). Accordingly, for QAOA we repeat our
spin-engineering recipe M -times with single-qubit rota-
tions interspersed in between. This preparation step is
then followed by a measurement in the computational
basis, giving a classical string z, with which one can
evaluate the objective function 〈HC〉 of the underlying
combinatorial problem at hand. Repeating this proce-
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Figure 4: Simulation of QAOA for Max-Cut, in the pres-
ence of decoherence. (a) d-regular graphs with N = 3, 4, 5
used for our numerical analysis of decoherence. Our graph
with (N, d) = (6, 4) is shown in Fig. 1(c). (b) Optimiza-
tion parameters γm, βm for N = 6, M = 5. (c-d) Scaling
of errors with respect to the optimized QAOA wave-function
|γ,β〉 for (c) dephasing and (d) rethermalization. For each
panel, we consider the different graphs, depth M = 1, 3, 5,
Jmax/|∆| = 0.02, 0.08. For (d), we consider kBT = 0, ω0. In
(c-d), the dashed lines represents the curve y = x/2.

dure will provide an optimized string z, with the qual-
ity of the result improving as the depth of the quantum
circuit M is increased [23, 24]. To illustrate and ver-
ify this approach, we have numerically simulated QAOA
with up to N = 6 qubits solving Max-Cut for several
d-regular graphs with weights wi,j = w

(d)
i,j + dδi,i, as de-

picted in Fig. 4(a) and Fig. 1(c), based on our model
Hamiltonian given in Eq.(1), while accounting for both
finite temperature and decoherence in the form of qubit
dephasing and rethermalization of the resonator mode.
While our general multi-mode setup should (in principle)
be well suited for the implementation of QAOA, here (in
order to allow for an exact numerical treatment) we con-
sider a simplified single-mode problem (with resonator
frequency ω0), as could be realized using the resonance
condition introduced by a monochromatically modulated
coupling [8, 31]. Specifically, we simulate the Hamilto-
nian H =

∑
i(ωi/2)σzi + ∆a†a+

∑
i giσ

z
i ⊗ (a+ a†) with

controllable couplings gi [8, 31], detuning ∆ = ω0−Ω and
Jij = −2gigj/∆ ≤ Jmax, supplemented by standard dis-
sipators to account for (i) qubit dephasing on a timescale
∼ T2 = 1/γφ and (ii) rethermalization of the resonator
mode with an effective decay rate ∼ κn̄th(ω0) [41]; cf.
[37] for further details. As demonstrated in Fig. 1(c),
for small-scale quantum systems (that are accessible to
our exact numerical treatment) our protocol efficiently
solves Max-Cut with a circuit depth of M . 5, finding
the ground-state energy with very high accuracy (blue
curve), corresponding to 4 cuts (shown in red in the in-
set), even in the presence of moderate noise [compare the
cross and plus symbols in Fig. 1(c)].
Decoherence and implementation.—Based on our nu-

merical findings and further analytical arguments, we
now turn to the eventual limitations imposed by decoher-
ence. Here, we focus on the QAOA protocol, since both
our (i) hot gate (cf. [37] for a full decoherence-induced
error analysis thereof) and (ii) the spin engineering pro-
tocol can be viewed as less demanding limits of QAOA,
where either M or N (or both) are small, thereby yield-
ing comparatively smaller errors because of a shorter run-
time; for example, for the two-qubit phase gate M = 1,
N = 2. The total QAOA run-time trun can be upper-
bounded as trun ≈ γMNd/Jmax, with γ = 1/M

∑
m γm

and the factorNd/Jmax corresponding to the (maximum)
time required to implement all eigenvalues wq . d of
the Max-Cut problem. To keep decoherence effects min-
imal, this timescale should be shorter than all relevant
noise processes. The accumulated dephasing-induced
error can be estimated as ξφ ∼ γφN × γMNd/Jmax,
where ∼ γφN is the effective many-body dephasing rate
(c.f. [37]); as shown in Fig. 4(c), we have numerically
confirmed this scaling for all graphs shown in panels
Fig. 4(a) and Fig. 1(c). Similarly, as demonstrated in
Fig. 4(d), the indirect rethermalization-induced dephas-
ing error, mediated by incoherent evolution of the res-
onator mode, can be quantified as ξκ ∼ κeff×γMNd/|∆|,
with total linewidth κeff = κ(2n̄th (ω0) + 1). The to-
tal decoherence-induced error ξ = ξφ + ξκ can then
be optimized with respect to ∆, yielding the compact
expression ξ ≈ γdMN3/2/

√
C, with the cooperativity

C = g2/(γφκeff). With this expression, we can bound
the maximum number of qubits N and circuit depth M
for a given physical setup with cooperativity C.

Specifically, our scheme could be implemented based
on superconducting qubits or quantum-dot based qubits
coupled by a common high-quality transmission line,
with details given in [37]. For concreteness, let us con-
sider quantum-dot based qubits [9, 31–34] where longitu-
dinal coupling could be modulated via both the detuning
[31] or inter-dot tunneling parameter [32], respectively.
With projected two-qubit gate times of ∼ 10ns [31, 32], a
coherence time of T2 ≈ 10ms [43, 44], and ω0/2π ≈ 1GHz
with quality factor Q ∼ 106 [45–47], we estimate deco-
herence errors to be small (. 3%) for up to N ≈ 50
qubits and a QAOA circuit depth of M ≈ 10 for a graph
with d ≈ 4, respectively, even in the presence of non-zero
thermal occupation with n̄th (ω0) ≈ 3. A similar analysis
can be made for superconducting qubits [37]. Note that
these estimates might be very conservative, as the essen-
tial figure of merit in QAOA is not the quantum state
fidelity F but the probability to find the optimal (classi-
cal) bit-string z in a sample of projective measurements
{z1, z2, . . . }, which are obtained after many repetitions
of the experiments.
Conclusion.—To conclude, we have presented a proto-

col to generate fast, coherent, long-distance coupling be-
tween solid-state qubits, without any ground-state cool-
ing requirements. While this approach has direct applica-
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tions in terms of the engineering of spin models — e.g. to
implement quantum optimization algorithms — it would
be interesting to further develop our theoretical treat-
ment in order to increase the level of robustness of our
scheme, e.g. to apply protocols based on error correct-
ing photonic codes [48], which can protect against single
photon losses or rethermalization. Yet another interest-
ing research direction would be to adapt our scheme to
other physical setups, say solid-state defect centers cou-
pled by phonons [10].
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I. EFFECTIVE SPIN-SPIN INTERACTIONS

In this section, we analytically derive the expression
for the effective coupling Jij = gigj/ω1, as presented in
the main text (MT).
General results.—We have introduced the effective

spin-spin interaction as

Jij = −2

∞∑

n=1

gi,ngj,n
ωn

, (S1)

with the spin-resonator coupling parameters given as
gi,n = gi

√
n
∫ L

0
cos(knx)f(x− xi)dx. This yields

Jij = −2gi,ngj,n
ω1

∫
dxdx′f(x− xi)f(x′ − xj)×

×
∞∑

n=1

cos(knx) cos(knx
′).

The sum over n gives
∞∑

n=1

cos(knx) cos(knx
′)

=
1

2

∞∑

n=1

cos(kn(x− x′)) + cos(kn(x+ x′))

=
1

4

∑

k∈Z

(
δ(x−x′)/(2L)−k) + δ−(x+x′)/(2L)−k)

)
− 1

2
,

where we have used the Fourier Series decomposition of
the Dirac comb

∞∑

n=1

cos(knx) =
1

2

( ∞∑

n=−∞
einπx/L − 1

)

=
∑

k∈Z

1

2
(δ(x/(2L)− k)− 1) . (S2)

Given the range of integration over x, x′, only the first
Dirac δ function contributes to Ji,j . This leads to

Ji,j =
gigj
ω1

(∫ L

0

f(x− xi)dx
∫ L

0

f(x− xj)dx

−L
∫ L

0

f(x− xi)f(x− xj)dx
)
. (S3)

Note that in the standard situation |xi−xj | � a (a being
the spatial extent of the function f), the second term is
negligible. Using the normalization property of f(x−xj),
i.e.,

∫ L
0
f(x−xi)dx = 1, we arrive at the result presented

in the main text.
Box function.—For a box function f(x) = δx>0δx<a

a ,
and assuming |xj − xi| > a (and also the obvious condi-
tion 0 < xi,j < xi,j + a < 1), the second term is exactly
zero and we obtain Ji,j = gigj/ω1, which does not depend
on a, nor the qubit positions.

II. PARAMETRIC MODULATION OF THE
QUBIT-RESONATOR COUPLING: POTENTIAL

ADVANTAGES

In this Appendix we discuss the possibility to poten-
tially boost and fine-tune the effective spin-spin interac-
tions Jij by parametrically modulating the longitudinal
spin-resonator coupling.

Specifically, consider the generalization of Eq.(1) with
an off-resonant modulation of gi,n at the drive frequency
Ωn, i.e., gi,n → gi,n (t) = Ai,n cos (Ωnt), with ∆n =
ωn − Ωn [S28]. When transforming to a suitable ro-
tating frame and neglecting rapidly oscillating terms (in
the limit ∆n, Ai,n � Ωn) we obtain a time-independent
Hamiltonian H which maps directly onto the system
studied so far with the replacements ωn → ∆n and
gi,n → Ai,n/2. Accordingly, for stroboscopic times syn-
chronized with the detuning parameters ∆n (where ∆n ·
tp = 2πpn with pn integer) the unitary evolution in the
lab frame reduces to Eq.(4), up to a free evolution term
exp[−itp

∑
n Ωna

†
nan] (which leaves the qubits untouched

and even reduces to the identity as well if Ωn · tp = 2πqn
with qn integer), with Jij ≈ −

∑
nAi,nAj,n/2∆n, the

sign of which may be controlled by introducing relative
phases between the driving terms [S1, S19].

Provided that parametric modulation of the qubit-
resonator coupling (discussed as extension (iii) in the
main text) can be implemented, it comes with the follow-
ing potential advantages: (1) Here, the commensurability
condition applies to the (tunable) detuning parameters
∆n = ωn−Ωn rather than the bare spectrum ωn. There-
fore, even if the bare spectrum of the resonator ωn is not
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commensurable, periodic disentanglement of the internal
qubit degrees of freedom from the (hot) resonator modes
can be achieved by choosing the driving frequencies Ωn
appropriately. (2) The coupling Jij can be amplified by
cranking up the classical amplitudes Ai,n, provided that
Ai,n � Ωn for self-consistency. Moreover, Jij is sup-
pressed by the detuning ∆n only (rather than the fre-
quencies ωn as is the case in the static scenario). Still,
the detuning should be sufficiently large in order to avoid
photon-loss-induced dephasing [S1] and to keep the stro-
boscopic cycle time ∼ 2π/∆n sufficiently short; see below
for quantitative, implementation-specific estimates. (3)
Since the number of modes effectively contributing to Jij
is well controlled by the choice |Ai,n| ≥ 0, the high-energy
cut-off problem described above is very well-controlled.

III. TIMING-INDUCED ERRORS

In this Appendix we analyze errors induced by timing
inaccuracies. Limited timing accuracy leads to deviations
from the ideal stroboscopic times tp, with corresponding
time jitter ∆t = t − tp. For example, in quantum dot
systems timing accuracies ∆t of a few picoseconds have
been demonstrated experimentally [S7]. Here, we present
analytical perturbative results that complement our nu-
merical results as presented and discussed in the main
text.

Our analysis starts out from the Hamiltonian given in
Eq.(1) in the main text. For notational convenience we
rewrite this Hamiltonian as

H =
∑

i

ωi
2
σzi +

∑

n

ωna
†
nan+g

∑

n

Sn⊗
(
an + a†n

)
, (S4)

with gSn =
∑
i gi,nσ

z
i . The time evolution operator gen-

erated by this Hamiltonian reads in full generality

e−iHt = Uz (ωit/2)Uzz (Jijt)W (t) , (S5)

W (t) = Upole
−it∑n ωna

†
nanU†pol, (S6)

with the spin-dependent, multi-mode polaron transfor-
mation Upol = exp[

∑
n (g/ωn)Sn

(
an − a†n

)
], as well as

the single-qubit Uz (ωit/2) = exp [−it∑i (ωi/2)σzi ], and
two-qubit gates Uzz (Jijt) = exp[−it∑i<j Jijσ

z
i σ

z
j ], re-

spectively. While for stroboscopic times W (tp) = 1,
as discussed extensively in the main text, for non-
stroboscopic times (t = tp + ∆t) generically W (t) will
entangle the qubit and resonator degrees of freedom, with
W (tp + ∆t) = W (∆t), thereby reducing the overall gate
fidelity.

Errors due to limited timing accuracy will come from
two sources: (i) First, as is the case for any unitary gate,
there will be standard errors in the realization of sin-
gle and two-qubit gates coming from limited timing con-
trol. For example, we can decompose the two-qubit gate
as Uzz (Jijt) = Uzz (Jij∆t)Uzz (Jijtp), where Uzz (Jijtp)

refers to the desired target gate and Uzz (Jij∆t) results
in undesired contributions. The latter will be small
provided that the random phase angles are small, i.e.,
∆γij = Jij∆t � 1. Accordingly, the timing control ∆t
has to be fast on the time-scale set by the two-qubit in-
teractions. A similar argument holds for the single qubit
gate Uz (ωit/2) which is assumed to be controlled by spin-
echo techniques. (ii) Second, for non-stroboscopic times
there will be errors due to the breakdown of the com-
mensurability condition (given by ωntp = 2πpn with pn
integer); for non-stroboscopic times W (t) does not sim-
plify to the identity matrix. This type of error is specific
to our hot-gate scheme. While all errors of type (i) are
fully included in our numerical calculations, within our
analytical calculation presented here we will focus on er-
rors of type (ii), as these are specific to our (quantum-bus
based) hot gate approach.

In the following we will focus on errors due to the
breakdown of the commensurability condition, as de-
scribed by the unitary W (∆t). Using the relation
UpolanU

†
pol = an + (g/ωn)Sn, we have

W (∆t) = exp

[
−i∆t

∑

n

ωn(a†n +
g

ωn
Sn)(an +

g

ωn
Sn)

]
.

(S7)
The qubits are assumed to be initialized in a pure
state, % (0) = |ψ〉0 〈ψ|. In the absence of errors, ide-
ally they evolve into the pure target state defined as
|ψtar〉 = Uz (ωitp/2)Uzz (Jijtp) |ψ〉0, which comprises
both the single and two-qubit gates. As discussed above,
here we neglect standard errors of type (i) and set
|ψtar〉 = Uz (ωit/2)Uzz (Jijt) |ψ〉0 at time t = tp + ∆t,
assuming that ωi∆t, Jij∆t � 1. Initially, the resonator
modes are assumed to be in a thermal state, with ρth =∏
n e
−βωna

†
nan/Zn, and β = 1/kBT . Then, the full evo-

lution of the coupled spin-resonator system reads

ρ (t) = e−iHt% (0)⊗ ρthe
iHt, (S8)

= W (∆t) (% (t)⊗ ρth)W † (∆t) , (S9)

where % (t) = |ψtar〉 〈ψtar| refers to the qubit’s pure (tar-
get) density matrix at time t in the case of ideal, noise-
free evolution, while ρ (t) gives the density matrix of the
coupled spin-resonator system in the presence of errors
caused by incommensurate timing. The fidelity of our
protocol is defined as

F (t) = 〈ψtar|Trres [ρ (t)] |ψtar〉 , (S10)

where Trres [. . . ] denotes the trace over the resonator de-
grees of freedom. In order to derive a simple, analyt-
ical expression for the incommensurabiliy-induced error
ξtiming = 1− F , in the following we restrict ourselves to
a single mode, taken to be the mode a1 (for small er-
rors similar error terms due to multiple incommensurate
modes can be added independently); also note that our
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complementary numerical results cover the multi-mode
problem. Next, we perform a Taylor expansion of the
undesired unitary as

W (∆t) ≈ 1− iO1 −
1

2
O2

1, (S11)

with

O1 = ω1∆t

[
a†1a1 +

g

ω1
S1

(
a1 + a†1

)
+ (

g

ω1
)2S2

1

]
.

(S12)
This approximation is valid provided that the effec-
tive phase error is sufficiently small, that is ∆ϕ =
ω1∆t||a†1a1|| � 1; approximately ∆ϕ ≈ ω1∆tn̄th (ω1),
where n̄th (ω1) gives the thermal occupation of the mis-
matched mode. Then, up to second order in ∆ϕ, we
obtain

ρ (t) ≈ % (t)⊗ ρth − i [O1, % (t)⊗ ρth]

+D [O1] % (t)⊗ ρth, (S13)

where D [O1] ρ = O1ρO†1− 1
2

{
O†1O1, ρ

}
denotes the stan-

dard dissipator of Lindblad form. When tracing out the
resonator degrees of freedom and computing the overlap
with the ideal qubit’s target state |ψtar〉, the first order
terms are readily shown to vanish, and the leading order
terms scale as ∼ ∆t2 (in agreement with our numerical
results). Evaluating the second-order terms, we obtain a
compact expression for the error given by

ξtiming ≈ (ω1∆t)
2 {(2n̄th (ω1) + 1) (g/ω1)

2
(∆S1)

2

+ (g/ω1)
4 (

∆S2
1

)2}. (S14)

Here, (∆S1)
2

=
〈
ψtar|S2

1 |ψtar

〉
− 〈ψtar|S1|ψtar〉2 denotes

the variance of the collective spin-operator S1 in the
ideal target state |ψtar〉. Typically, for n̄th (ω1)� 1 and
g/ω1 � 1 the first term will dominate the overall error
and we obtain

ξtiming ≈ 2 (ω1∆t)
2
n̄th (ω1) (g/ω1)

2
(∆S1)

2
. (S15)

While the error scales linearly with the thermal occu-
pation n̄th (ω1), it is suppressed quadratically for small
phase errors ω1∆t� 1 and weak spin-resonator coupling
g/ω1 � 1. However, our analytical calculation is valid
only provided that the Taylor expansion in Eq.(S11) is
justified; again, this is the case if ∆ϕ = ω1∆t||a†1a1|| � 1
is satisfied. Still, our analytical treatment supports and
complements our numerical results in the three follow-
ing ways: (i) The timing error is quadratic in the time
jitter ∆t, i.e., ξtiming ∼ ∆t2. (ii) The timing error is
linearly proportional to the effective spin-spin interac-
tion ∼ J ∼ g2/ω1; in agreement with our numerical re-
sults, (in the absence of dephasing) timing errors are sup-
pressed for slow two-qubit gates. (iii) The timing error
scales linearly with temperature ∼ kBT/ω1.

IV. ENGINEERING OF SPIN MODELS

In this Appendix we provide further details regarding
the implementation of targeted, engineered spin models.

Specifically, two more comments are in order: (i) For
translation invariant models, the eigenstates of wij can
be written as sine and cosine waves with normalized mo-
mentum −π < kq < π. In particular for long-range mod-
els, we can obtain good approximations of wij using only
a restricted number η < N of cycles corresponding to the
lowest spatial frequencies kq. (ii) To satisfy the condition
wq > 0, we can add to wij a diagonal component wDδi,i,
which does not contribute to the dynamics, and which
can also be used to improve the convergence with η.

V. ADDITIONAL NUMERICAL RESULTS

In this section, we present additional numerical results
related to the realization of a phase gate between two dis-
tant qubits and the engineering of spin models (compare
Figs. 2-3 of the main text).
Total photon number.—The total photon number in

the transmission line P =
∑
n〈a†nan〉 is shown in

Fig. S1(a), for the parameters of Fig. 2(a) of the main
text. At short times, the qubits excite a number of
photons (∼ 2 for the chosen parameter set), which add
up to the thermal background. These photons are then
absorbed perfectly at the gate time t = τ . As shown
in panel (b), the number of emitted photons tends to
slightly decrease with increasing values of a.
Fidelity—In panels (c-d) of Fig. S1 we provide fur-

ther numerical results for spin-resonator coupling param-
eters gi, where the maximum fidelity is reached for later
times (rather than at p? = 1, as discussed in the main
text), namely for p? = 4 and p? = 16 [panels (c) and
(d), respectively]. In all cases considered we take the ra-
tio gi/ω1 such that a maximally entangling gate can (in
principle) be achieved at p = p?. Taking g1 = g2 = g,
this is the case for J12tp? = 2π(g/ω1)2p? = π/4, as
required for a maximally entangling gate of the form
Umax = exp[−i(π/4)σz1σ

z
2 ]. Since p? can only take on

integer values, the value of gi/ω1 needs to be fine-tuned
in order to achieve a maximally entangling gate; without
fine-tuning generically the target state will still be entan-
gled (but not maximally entangled, even in the absence
of noise). As shown in panels (c-d) of Fig. S1, periodic
stroboscopic cycles for integer values of p can clearly be
identified. For values p? � 1, many, small amplitude os-
cillations occur before the fidelity reaches its maximum
value at the nominal gate time tg = π/(4J12). In this
parameter regime, the effective dynamics for F(t) typi-
cally feature a slow (secular), large amplitude with high-
frequency, small amplitude oscillations on top; therefore,
the relevant timescale for timing errors (due to timing
inaccuracies ∆t = t − tg) is set by the interaction as
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Figure S1: Hot phase gate between two distant qubits. (a-b)
Total photon number P for the parameters of Fig.2(a) of the
main text [panel (a)], and for T = 0 and different cutoffs
a = 0.03, 0.06, 0.09L [panel (b)]. (c-d) Fidelity F for smaller
spin-resonator coupling parameters gi, where the maximum
fidelity is reached for p? = 4 and p? = 16 [panels (c) and (d),
respectively]. These data correspond to the analysis shown in
Fig.2 (d) of the MT. (e)-(f) Gate error 1−F in presence of a
nonlinear term ε in the dispersion relation of the transmission
line, for p? = 1 versus time [panel (e)], and for different values
of p? at the optimal time when 1 − F is minimal [panel (f)].
Other parameters: a = 0.3L, T = 0.

∼ 1/J12, as exemplified in Fig. S1 (d) for p? = 16 � 1.
Since the essential dynamics appear on a long timescale
∼ 1/J12, with only small changes occurring in the vicin-
ity of p?, the constraints on timing errors are strongly
relaxed, because stroboscopic precision on a timescale
∼ 1/ωn is not required in order to achieve a high-fidelity
gate. Conversely, high-fidelity results can already be
found in the parameter regime ∆t� π/4J12.
Nonlinear spectrum.—Next, we study potential errors

due to a non-linear photonic spectrum (where ωn 6= nω1).
Before presenting our detailed numerical results, some
general comments are in order: (i) First, note that this
type of error can only occur in the multi-mode setup,
but is entirely absent in the single-mode regime, as
could be (approximately) realized using parametric mod-
ulation of the qubit-resonator coupling [S1, S19]. (ii)
Second, the commensurability condition, as specified in
the main text for a linear spectrum, can be general-
ized to spectra for which one can find a stroboscopic
time t? > 0 (and integer multiples thereof), for which
ω1t

? = 2πp1, ω2t
? = 2πp2 etc. can be satisfied for in-

teger values p1, p2, . . . . This means that all fractions
ωm/ωn = pm/pn need to be rational numbers. Tak-
ing the ordering ω1 ≤ ω2 ≤ . . . , we may summarize
these conditions as ωn/ω1 = pn/p1 ∈ Q. Then, with
ω1t

? = 2πp1 satisfied, all remaining equations can be de-
duced as ωnt? = (pn/p1)ω1t

? = (pn/p1)2πp1 = 2πpn.
Therefore, given a specific spectrum ωn, (in principle)
one may still find specific (stroboscopic) times t? > 0
(and integer multiples thereof), for which the qubits dis-
entangle entirely from the resonator modes, even if the
spectrum is non-linear.

Our numerical results can be found in Fig. S1(e-f);
here, we study the role of a nonlinear term in the disper-
sion relation of the transmission line, ωn → ωn = ω1n−
δωn, where (for concreteness) we consider a quadratic
term of the form δωn = εω1(n − 1)2. In panel (e), we
represent the gate error versus time for p? = 1 and dif-
ferent values of ε (see legend). Around the gate time,
the modes only partially synchronize, implying a mini-
mal gate error which increases with ε. We further quan-
tify these effects by representing in panel (f) the gate
error (at such optimal time) as a function of p?, for the
same values of ε. One clearly distinguishes two limits cor-
responding to δωntp � 1 (resp. � 1), which we can both
understand analytically, considering for simplicity the ef-
fect of the asynchronicity of the mode n = 2 (n = 1 is
not affected by ε), and T = 0. First, in the perturbative
limit δω2tp � 1, the effect of the nonlinear term is ana-
log to a timing error as discussed above, with the mode
asynchronicity δω2tp? replacing the timing error ω1∆t in
the expression of W (t). This corresponds to a gate error

ξnonlinear ≈ (δω2tp?)2(g/ω2)2(∆S2)2, (S16)

scaling thus as ε2p?, as confirmed by our numerical sim-
ulations. In the opposite limit, δω2tp? � 1, the mode
asynchronicity hits a maximum value δω2tp?(2π) ∼ π,
and the error reads

ξnonlinear ≈ π2(g/ω2)2(∆S2)2, (S17)

scaling as 1/p?, independently of ε, as also seen in our
numerical simulations. This means that, along the lines
of timing errors, the effect of nonlinear terms can be re-
duced by increasing p?.
Engineering of spin models.—In Fig. S2, we present

additional numerical results on the engineering of spin
models. In panel (a), we represent the formation of a
spin glass with random interactions. In contrast to the
models presented in Fig. 3 MT, one requires to implement
the full spectrum, i.e., to use η = N , to obtain a faithful
generation of the target matrix. The convergence of the
generated matrix wij with η/N is shown in Fig. S2(b) for
1D models with nearest neighbor interactions and with
power law decay α = 1. In both cases, we obtain a good
representation of the targeted interactions for η & N/2.
Note that the convergence to NN interactions occurs at
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Figure S2: Engineering of spin models. (a) Same as Fig. 3
MT for a spin glass with random interactions wij between
[−0.5, 0.5]. (b-c) Convergence analysis where we plot the error
ε ≡ ||w(η)

ij − wij ||2 versus η and different values of N .

later times compared to the power-law case due to high
spatial frequencies in the spectrum. As already shown
in panel (a), to obtain a true spin glass model, one in-
stead requires to implement the full spectrum of W , see
Fig. S2(c).

VI. DECOHERENCE ANALYSIS

In this section, we provide detailed background ma-
terial related to effects due to decoherence. First, we
present the Master equation used in order to model de-
coherence in the form of qubit dephasing and resonator
rethermalization. Next, we analytically derive an expres-
sion for the gate error caused by qubit dephasing. There-
after, we numerically analyze rethermalization-induced
errors. Finally, we show that the total error due to both
(i) dephasing and (ii) rethermalization can be quantified
in terms of a single cooperativity parameter.

A. Master Equation

Master equation.—Within a standard Born-Markov
approach, the noise processes described above can be ac-
counted for by a master equation for the system’s density
matrix ρ as

ρ̇ = −i [Hid, ρ] + (γφ/2)
∑

i

D [σzi ] ρ (S18)

+
∑

n

κn (n̄th (ωn) + 1) D [an] ρ (S19)

+
∑

n

κnn̄th (ωn) D
[
a†n
]
ρ, (S20)

where Hid describes the ideal (error-free), coherent evo-
lution for longitudinal coupling between the qubits and

the resonator mode, and γφ = 1/T2 is the pure dephasing
rate. The second and third line describe rethermalization
of the modes an towards the a thermal state with an ef-
fective rate ∼ κn (n̄th (ωn) + 1) ≈ kBT/Qn.

This simple noise model is valid within the so-called ap-
proximation of independent rates of variation [S4], where
the interactions with the environment are treated sep-
arately for spin and resonator degrees of freedom; in
other words, they can approximately treated as inde-
pendent entities and the terms (rates of variation) due
to internal and dissipative dynamics are added inde-
pendently. While for ultra-strong coupling the qubit-
resonator system needs to be treated as a whole when
studying its interaction with the environment [S5], yield-
ing irreversible dynamics through jumps between dressed
states (rather than bare states), in the weak coupling
regime (gi,n � ωn) one can resort to the standard (quan-
tum optical) dissipators given above, with D [a] ρ =
aρa† − 1/2

{
a†a, ρ

}
.

B. Dephasing-Induced Errors

Dephasing-Induced Errors.—In this Appendix we pro-
vide an analytical model for dephasing-induced errors.
Neglecting rethermalization-induced errors for the mo-
ment, here we consider the following Master equation

ρ̇ = −i [Hid, ρ]︸ ︷︷ ︸
L0ρ

+ (γφ/2)
∑

i

D [σzi ] ρ

︸ ︷︷ ︸
L1ρ

, (S21)

whereHid describes the ideal (error-free), coherent evolu-
tion for longitudinal coupling between the qubits and the
resonator mode, and γφ is the pure dephasing rate. Since
the super-operators L0 and L1 as defined in Eq.(S21)
commute, that is [L0,L1] = 0 (since [Hid,D [σzi ]X] =
D [σzi ] [Hid, X] for any operator X), the full evolution
simplifies to

ρ (t) = eL1teL0tρ (0) = eL1tρid (t) , (S22)

where we have defined the ideal target state at time t as
ρid (t) = exp [L0t] ρ (0), which, starting from the initial
state ρ (0), exclusively accounts for the ideal (error-free),
coherent evolution. For small infidelities (γφt� 1), the
deviation from the ideal dynamics ∆ρ = ρ − ρid is ap-
proximately given by

∆ρ (t) ≈ γφt/2
∑

i

D [σzi ] ρid (t) , (S23)

showing that (in the regime of interest where γφt � 1)
the dominant dephasing induced errors are linearly pro-
portional to ∼ γφtg ∼ γφ/Jij , as expected; here, tg ∼
1/Jij is the relevant gate time which has to be short
compared to γ−1

φ .
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In the following we compute the dephasing-induced er-
ror analytically. We define the pure qubit target state as
|Ψtar〉 and take the state fidelity F as our figure of merit,
with

F (tg) = 〈Ψtar|ρq (tg) |Ψtar〉 , (S24)

where ρq (tg) = Trres [ρ (tg)] = Trres [exp [Ltg] ρ (0)] is the
state of the qubits at time tg, with L = L0 + L1 and
Trres [. . . ] denoting the trace over the resonator degrees
of freedom. Since the qubits ideally disentangle from the
resonator modes for stroboscopic times and since L1 acts
on the qubit degrees of freedom only, we find

ρq (tg) = eL1tgTrres

[
eL0tg |Ψ0〉 〈Ψ0| ⊗ ρth (0)

]
,(S25)

= eL1tgTrres [|Ψtar〉 〈Ψtar| ⊗ ρth (0)] , (S26)
= eL1tg |Ψtar〉 〈Ψtar| . (S27)

The fidelity F (tg) can then be expressed

F (tg) =
〈
Ψtar|eL1tg (|Ψtar〉 〈Ψtar|)|Ψtar

〉
. (S28)

In the regime of interest (with small infidelities) we can
approximate the error ξ (tg) = 1−F (tg) as

ξ (tg) = −tg 〈Ψtar|L1(|Ψtar〉 〈Ψtar|)|Ψtar〉 (S29)

With L1 as defined in Eq.(S21) this leads to the compact
expression

ξ (tg) = γφtg/2
∑

i

{
1− |〈Ψtar|σzi |Ψtar〉|2

}
. (S30)

Accordingly we only need to evaluate the expectation
values of σzi in the ideal target state in order to esti-
mate the dephasing-induced fidelity error. Specifically
for |Ψtar〉 = exp[−itg

∑
i<j Jijσ

z
i σ

z
j ] |Ψ0〉 it is sufficient

to compute the expectation values of σzi in the initial
state |Ψ0〉, because

ξ (tg) = γφtg/2
∑

i

{
1− |〈Ψ0|σzi |Ψ0〉|2

}
. (S31)

For qubits initialized in the x − y plane, e.g.,
|Ψ0〉 = ⊗Nj=1(|0〉j + i |1〉j)/

√
2, the expectation values

〈Ψ0|σzi |Ψ0〉 = 0 vanish and we arrive at a (conservative)
estimate of

ξ (tg) ≈ (Nγφ/2)tg, (S32)

with N =
∑
i being the number of qubits, and γeff =

Nγφ/2 describing the effective many-body dephasing
rate. As expected the error grows linearly with the gate
time ∼ tg/T2.
Numerical verifications.—First, as demonstrated in

Fig. S3(a), we have numerically verified the liner error
scaling [compare Eq. (S32)] induced by dephasing for
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Figure S3: Dephasing and rethermalization induced errors.
(a) Effect of dephasing for the phase gate presented in Fig. 2
MT, as a function of the dephasing rate γφ. (b-d) Rether-
malization induced error ξ = 1 − F due to coupling of the
(∼ 30) resonator modes to a thermal reservoir, for three dif-
ferent temperatures (light red to dark red; see legend), two
different cutoff values (a/L = 0.1, 0.2; see text in panels), and
different qubit-photon coupling parameters gi = g. The lat-
ter are set as g/ω1 = 1/

√
8 (panels b,d) and g/ω1 = 1/

√
32

(panels c), respectively. In the small error regime of interest,
the (linear) temperature dependence is well captured by the
thermal occupation factor n̄th(ω1), while the error is found to
be independent of the coupling g. To simplify the numerical
treatment, we considered a value κn = κ independent of n.

N = 2 qubits and a gate time tg = τ . Second, we have
numerically verified the scaling of the state error

ξ(trun) ≈ (γφN/2Jmax)γ̄MNd, (S33)

for the modulated scheme applied to QAOA, see Fig. 4
MT. This is a direct consequence of Eq. (S32), obtained
for a total run time tg → trun ∼ γ̄MNd/Jmax (see text).

C. Rethermalization-Induced Errors

Errors for a two-qubit gate.—We have first numeri-
cally verified that rethermalization-induced errors are in-
dependent of the qubit-resonator coupling strength gi, as
demonstrated in Fig. S3(b-d). In this case, we took into
account the effect of decoherence by calculating the evo-
lution of 100 MPS quantum trajectories [S6]. This find-
ing can be understood from the fact that photon rether-
malization leads to qubit dephasing (due to leakage of
which-way information) at an effective rate ∼ g2 that
scales quadratically with the qubit-dependent separation
in phase space (i.e., the displacement amplitude), while
the relevant gate time scales as ∼ 1/g2 [S1–S3]. When
multiplying these two factors to obtain the effective er-
ror the dependence on g drops out, leading to an effective
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error that is independent of g, as numerically verified in
Fig. S3(b-d). Finally, for the two values of a considered,
we did not observe a significant effect of the cut-off value
a on rethermalization errors.
Scaling analysis for QAOA.—We now consider the

multi-qubit scenario. In Fig. 4(b) of the MT, we show a
scaling analysis for QAOA in the single-mode case, which
indicates that the total error can be estimated by

ξ(trun) ≈ (κ(1 + 2n̄th(ω0))/|∆|)γ̄MNd. (S34)

In order to interpret this numerical result, we first esti-
mate the error accumulated during a cycle of duration tp
implementing the component q of the Hamiltonian HC

(see MT). Following Refs. [S1, S2], this corresponds to
an error

ξ(tp) ≈ (κ(1 + 2n̄th(ω0)) 〈ψ|D [S] |ψ〉 tp, (S35)

with |ψ〉 denoting the (ideal) target state obtained in
the absence of noise (κ = 0), the collective spin op-
erator S =

∑
i(gi/∆)σzi , the spin-resonator coupling

gi =
√
−∆Jmax/2ui,q, and tp ∼ γmwq/Jmax. The col-

lective dephasing term 〈ψ|D [S] |ψ〉 can be written as

〈ψ|D [S] |ψ〉 =
∑

i

g2
i

∆2
(1− 〈ψ|σzi |ψ〉2)

+
∑

i 6=j

gigj
∆2

(〈ψ|σzi σzj |ψ〉−〈ψ|σzi |ψ〉 〈ψ|σzj |ψ〉).

The scaling of 〈ψ|D [S] |ψ〉 is in general nontrivial as it
depends on the many-body structure of |ψ〉. However,
our numerical results can be explained by considering
that the first term dominates over the second term. This
assumption is in particular valid around the initial and
final times of the QAOA evolution when |ψ〉 is approxi-
mately a product state. Considering then the worst case
scenario 〈ψ|σzi |ψ〉 ≈ 0, and using

∑
i |ui,q|2 = 1, we in-

deed obtain the estimate Eq. (S34) for the accumulated
error for the total QAOA evolution tg → trun. Note that
for other types of multi-qubit evolutions than QAOA, we
cannot exclude the possibility that the second term plays
a role and changes the error scaling.

D. Cooperativity Parameter

In this section we show that the two-qubit error can be
expressed in terms of a single cooperativity parameter C.
Here, for simplicity we first consider a single resonator
mode of frequency ω1, as could be realized based on
parametric modulation of the qubit-resonator coupling
[S1, S19], with the replacement ω1 → ∆.
Single mode setting.—Following the main text, we con-

sider two error sources: (i) dephasing of the qubits on
a timescale ∼ T2 and (ii) rethermalization of the res-
onator mode an with an effective decay rate ∼ κn̄th, with

κ = ω1/Q. The gate time is given by tcoh = π/4J12,
with J12 = g2/ω1 (we have set gi = g for simplic-
ity). As shown above, both analytically and numer-
ically, the dephasing induced error can be expressed
as ξγ = αγγφ/J12, with the pre-factor αγ = Nπ/8.
The rethermalization-induced error can be written as
ξκ = ακ (κ/ω1) n̄th, as follows from multiplying the ef-
fective dephasing rate Γeff ∼ κn̄th (g/ω1)

2 with the gate
time time tcoh = π/4J12 ≈ ω1/g

2 [S2]; the pre-factor ακ
can be obtained numerically as ακ ≈ 3. In the small er-
ror regime, we can add up these two errors independently
and arrive at the total error

ξ = ακ
kBT

Qω1
+ αγ

γφω1

g2
, (S36)

where we have used κn̄th ≈ kBT/Q. For fixed spin-
photon coupling g, this general expression for ξ can be
optimized with respect to the frequency ω1. The optimal
frequency ω?1 is given as

ω?1 =

√
ακ
αγ

kBTg2

Qγφ
. (S37)

For faster dephasing ∼ γφ, the optimal value of ω?1 de-
creases, to allow for a faster gate (since J ∼ 1/ω1), while
ω?1 increases with larger rethermalization κn̄th ≈ kBT/Q,
because the thermal occupation will be smaller. For this
optimized value of ω?1 , the error ξ simplifies to

ξ =
2
√
ακαγ√
C

∼ 1√
C
, (S38)

where we have introduced the cooperativity parameter
as

C =
g2

γφκn̄th
≈ g2Q

γφkBT
. (S39)

In essence, the parameter C compares the coherent cou-
pling g with the geometric mean of the decoherence rates,
given by γφ and κn̄th, respectively. Taking (for exam-
ple) g/2π ≈ 10MHz, T ≈ 1K, Q ∼ 105 and γφ/2π ≈
0.1kHz − 0.1MHz (corresponding to T2 ≈ 10µs − 10ms)
[S2], we obtain a cooperativity in the range C ≈ 5× 103

up to C ≈ 5 × 106, yielding an overall two-qubit error
ξ in the range ξ ≈ (0.1− 4.3) %. For comparison, for
the implementation of the QAOA protocol the decoher-
ence error ξ is amplified by both (i) the circuit depth
M and (ii) the larger number of qubits N , by a factor
∼MN3/2. This increase can be compensated when using
optimized parameters, say g/2π ≈ 100MHz, T ≈ 100mK,
and Q ∼ 106.

VII. IMPLEMENTATION WITH
SUPERCONDUCTING QUBITS

In this section, we propose an implementation of our
model with superconducting qubits. Our approach is
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Figure S4: Implementation of longitudinal couplings with two
transmon qubits. (a) Circuit representation of our model with
the two qubits placed at the two edges of a transmission line.
The connecting inductances are shown in blue. (b) Dispersion
relation and (c) and longitudinal couplings for a1 = 0.05L.
The asymptotic expressions (orange and green lines) are de-
scribed in the text.

based on Ref. [S28], which we extend to two qubits and
to the multi-mode scenario.

A. Setup

The setup we have in mind is shown in Fig. S4 with
two transmon qubits (depicted in orange) placed at the
two edges of the transmission line. Here, the connect-
ing Josephson junctions (shown as blue) create a phase
drop in the transmission line and will lead to the desired
longitudinal coupling . In the following, we show how to
write the spin-Boson Hamiltonian describing this imple-
mentation and how to connect it to the model presented
in the main text.

B. Total Lagrangian

Following the quantization procedure [S8, S9], we write
the total Lagrangian as

L =

∫ L

0

dx

(
cΦ̇2

2
− (∂xΦ)2

2`

)

+
∑

i=1,2

[
EJr cos

(
Φ(xi)

φ0

)
+ Cr

Φ̇(xi)
2

2

+

(
Cs
2
φ̇2
ib +

Ca
2
φ̇2
ia +

Cb
2
φ̇2
ib

)

+ EJa cos

(
φia
φ0

)
+ EJb cos

(
φib
φ0

)]
, (S40)

with x1 = 0, x2 = L, φ0 = ~/(2e), and c (resp. `) the
capacitance (inductance) per unit length of the transmis-
sion line. Flux quantization in the transmon loops leads

to the identities

φia + φib = Φe + Φ(xi) ≡ δi,
with Φe an applied external magnetic flux. Writing
φia,ib = δi/2∓ φi, φi = (φib − φia)/2, we obtain

L =

∫ L

0

dx

(
cΦ̇2

2
− (∂xΦ)2

2`

)

+
∑

i=1,2

[
EJr cos

(
Φ(xi)

φ0

)
+ Cr

Φ̇(xi)
2

2

+
Cs + Cb

2

(
Φ̇(xi)

2
+ φ̇i

)2

+
Ca
2

(
Φ̇(xi)

2
− φ̇i

)2

+ EJ cos

(
δi

2φ0

)
cos

(
φi
φ0

)]
, (S41)

where we assumed identical junction energies
EJa = EJb ≡ EJ/2, and Φ̇e = 0. We now linearize
in first order in Φ(0),Φ(L) � φ0 the cosine term
∝ cos(δi/φ0). This allows to write the Lagrangian as

L = L0 + Lint, (S42)

representing respectively the transmission line and trans-
mon qubits, and the coupling terms between them

L0 =

∫ L

0

dx

(
cΦ̇2

2
− (∂xΦ)2

2`

)

+
∑

i

C
2

Φ̇(xi)
2 − Φ(xi)

2

2Lr

+
CT
2
φ̇2
i + EJ cos

(
Φe
2φ0

)
cos

(
φi
φ0

)

Lint = −
∑

i

EJ sin

(
Φe
2φ0

)(
Φ(xi)

2φ0

)
cos

(
φi
φ0

)

+
∑

i

C ′

2
Φ̇(xi)φ̇i, (S43)

with C = Cr +CT /4, Lr = φ2
0/EJr the Josephson induc-

tance, CT = Ca+Cb+Cs, and C ′ = (Cs+Cb−Ca)/2. It is
important to note that the capacitance C and inductance
Lr act as boundary conditions for the transmission line
and thus control the corresponding mode structure [S10?
, S11]. Also, the interaction Lagrangian Lint consists
of two terms, representing respectively longitudinal and
transverse couplings (see below) of the transmon qubits
to the transmission line.

C. Mode structure of the transmission line.

In order to map our superconducting qubit implemen-
tation to the model presented in the main text, we di-
agonalize the transmission line contribution of the La-
grangian L0 (see also for instance Ref. [S11]) to obtain
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a basis of photon modes. To do so, we write the Euler-
Lagrange equations for Φ(x, t) = un(x)e−iωnt

∂2
xun(x) + v2

pω
2
nun(x) = 0, (S44)

with vp = 1/
√
`c the speed of light in the transmission

line. Without loss of generality, we can write the mode
functions as sine waves

un(x) =

√
2

L
sin(knx− θn), (S45)

with the dispersion relation ωn = knvp, θn a real number,
and with boundary conditions

u′n(xi) = (−1)i
(

1

a1
+ k2

na2

)
un(xi). (S46)

Here a1 = Lr/`, and a2 = C/c are two lengths, repre-
senting the effective spatial extent of the transmission
line-qubit coupling (see below). We can finally rewrite
the above equation in the form of the two coupled tran-
scendental equations

kna1 = (1 + a1a2k
2
n) tan(θn) (S47)

kn =
nπ + 2θn

L
(n > 1). (S48)

In the general case, the equations are solved numerically,
and we discuss two asymptotic regimes below. Writing
Φ(t) =

∑
n Φn(t)un(x), we can finally write

L0 =
c

2

∑

n

(Φ̇2
n − ω2

nΦ2
n),

+
∑

i

CT
2
φ̇2
i + EJ cos

(
Φe
2φ0

)
cos

(
φi
φ0

)

Lint = −EJ sin

(
Φe
2φ0

)∑

n,i

un(xi)

(
Φn
2φ0

)
cos

(
φi
φ0

)

+
C ′

2

∑

n,i

un(xi)Φ̇nφ̇i, (S49)

where we assumed the functions un(x) to be normalized
(valid in limit θn � knL).

D. Hamiltonian description

We can now perform a Legendre transformation, writ-
ing the charge degrees of freedom as

qn =
∂L
∂Φ̇n

= cΦ̇n +
∑

i

C ′

2
un(xi)φ̇i

qi =
∂L
∂φ̇i

= CT φ̇i +
∑

n

C ′

2
un(xi)Φ̇n. (S50)

In first order in Lint/L0, i.e assuming the capacitive en-
ergy of the coupling term (∝ C ′) can be treated pertur-
batively, we obtain

Φ̇n =
qn
c
−
∑

i

qiC
′un(xi)

2cCT

φ̇i =
qi
CT
−
∑

n

qnC
′un(xi)

2cCT
, (S51)

and thus H =
∑
n qnΦ̇n +

∑
i qiφ̇i − L = H0 +Hint

H0 =
∑

n

(
q2
n

2c
+
ω2
ncΦ

2
n

2

)

+
∑

i

q2
i

2CT
− EJ cos

(
Φe
2φ0

)
cos

(
φi
φ0

)

Hint = − C ′

2CT c

∑

i,n

un(xi)qnqi

+
EJ
2φ0

sin

(
Φe
2φ0

)∑

i,n

un(xi)Φn cos

(
φi
φ0

)
.

Assuming for simplicity the transmon to be in the linear
regime [S29], we can rewrite the first term as

H0 =
∑

n

(
q2
n

2c
+
ω2
ncΦ

2
n

2

)
+
∑

i

(
q2
i

2CT
+
ω2
zCTφ

2
i

2

)
,

with ωz = 1/
√
LTCT the qubit frequency, LT =

φ2
0/EJ(Φe), and EJ(Φe) = EJ cos

(
Φe

2φ0

)
, which we can

diagonalize in terms of harmonic oscillator operators de-
scribing the transmon and transmission line excitations

Φn =

√
~

2cωn
(an + a†n), qn =

√
~cωn

2
i(a†n − an)

φi =

√
~

2CTωz
(ai + a†i ), qi =

√
~CTωz

2
i(a†i − ai),

to obtain

H0 =
∑

n

~ωna†nan + ~ωz
∑

i

a†iai. (S52)

Finally, in terms of these eigenmodes, the coupling
Hamiltonian reads in the {0i, 1i} subspace of the qubits

Hint = ~
∑

i,n

Ωi,n(a†n + an) + ~
∑

i,n

gzinσ
z
i (a†n + an),

+ ~
∑

i,n

gyin(a†i − ai)(a†n − an), (S53)
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with the couplings frequencies

Ωin =
EJ
2φ0

sin

(
Φe
2φ0

)√
1

2~cωn
un(xi)

A1 +A0

2

gzin =
EJ
2φ0

sin

(
Φe
2φ0

)√
1

2~cωn
un(xi)

A1 −A0

2

gyin =
C ′

2CT c

√
CTωz

2

√
cωn
2
un(xi),

(S54)

and matrix elements Asi = 〈si| cos(φi/φ0) |si〉 for the
qubit operators. The first term in Eq. (S53) is a driv-
ing term creating photons in the transmission line due to
the presence of the external flux Φe, and which is absent
in our model Eq. (1) of the MT. Note however that this
term can be eliminated using displaced bosonic operators
an → an + Ωn/ωn. The second term represents the de-
sired longitudinal interactions, and scales with the qubit
junction energy EJ and can be tuned by the external flux
Φe [S28]. We discuss the multimode structure and origin
of the frequency cutoff below. Finally, the last term is a
transverse coupling whose strength is controlled by the
different capacitances of the qubits. Interestingly, we can
eliminate this term by setting C ′ = 0, i.e. Cs = Ca +Cb.

E. Numerical results and asymptotic expressions

To conclude our implementation, we analyse the form
of dispersion relation of the transmission line, and the
scaling of the coupling term gzin with respect to the mode
number n, assuming for simplicity C ′ = 0 (no transverse
coupling) and a2/a1 ≈ 0 (the frequency cutoff is only set
by the inductance Lr of the connecting junction).

The dispersion relation, calculated by numerically
solving Eqs. (S47),(S48) for a1 = 0.05L is shown in
Fig. S4(b), and is close to being linear. We represent
in panel (c) the corresponding coupling strengths gzin.
At small spatial frequencies kna1 � 1, we can linearize
Eqs. (S47),(S48) and obtain asympotic expressions for
kn ≈ πn/(L − 2a1), and gzin ∝

√
n, Similarly, at high

frequencies, kna1 � 1, we have instead kn ≈ (n+ 1)π/L,
gin ∝ 1/

√
n. These asymptotic expressions for kn and

gin are shown as blue and orange line respectively. Note
that such quasi linear dispersion relation and form of the
coupling gzin have also been shown in the case of trans-
verse couplings [S10, S11]. Also, the scalings with n in
the low and high-frequency regime of gzin match the phe-
nomenological expression used in the main text.

Note that our model can be generalized to theN qubits
scenario. This would require however a complete numer-
ical analysis to compute the mode structure of the trans-
mission line, obtain the corresponding Hamiltonian, and
assess the magnitude of longitudinal and possible resid-
ual transverse couplings. Approaches based on capacitive

couplings of asymmetric flux qubits to the transmission
line [S27] represent another interesting option, where the
frequency cutoff is determined by the coupling capaci-
tance [S10, S11].

F. Typical numbers

We conclude this section by giving relevant numbers
and error estimates for a SC implementation of our
model. The estimated gate time between qubits in-
duced by longitudinal couplings is of the order of ∼ 50
ns, corresponding to couplings g/(2π) ≈ 60 MHz [S1].
For concreteness, we consider a coherence time T2 ≈
100 µs [S12], a loss rate κ/(2π) = 0.05 MHz [S1] and
a thermal population of n̄th(ω0) = 3. These numbers
correspond to a cooperativity C ≈ 6× 106, which trans-
lates to a total QAOA error of about ∼ 8% for N = 12
qubits and M = 5 QAOA cycles. For the same set of
parameters, as indicated in the main text, the backbone
of our QAOA implementation, namely the two-qubit hot
gate (with N = 2 and M = 1) and the spin engineer-
ing recipe (where M = 1) could be demonstrated with
considerably smaller errors.

VIII. IMPLEMENTATION WITH QUANTUM
DOTS

In this Appendix we provide background material for
the implementation of our theoretical scheme using quan-
tum dots coupled to transmission line resonators. First,
we derive the microscopic coupling between a quantum
dot and a multi-mode microwave cavity. If one restricts
oneself to the lowest dot orbital and a single resonator
mode we recover standard expressions used in the liter-
ature. Specifically, we then discuss quantum dot charge
qubits and singlet-triplet qubits.

A. Microscopic Dot-Resonator Coupling

Following Refs.[S13, S14], microscopically the cou-
pling between a quantum dot, described by its elec-
tron density ρ (r) =

∑
σ Ψ†σ (r) Ψσ (r), to a microwave

cavity with associated voltage fluctuations V̂ (r) =∑
n φn (r)

(
an + a†n

)
[for convenience we have assumed

the voltage mode functions φn (r) to be real] is given by

HI = e

∫
drV̂ (r) ρ (r) , (S55)

= e
∑

σ

∫
drV̂ (r) Ψ†σ (r) Ψσ (r) , (S56)

where e is the electron’s charge. Next, we express the
field operator Ψσ (r) in terms of the annihilation opera-
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tors associated with the dot orbitals νi of dot i as

Ψσ (r) =
∑

i,νi

ϕiνi (r) ciνi,σ. (S57)

Here, the fermionic operator ciνi,σ(c†iνi,σ) annihilates
(creates) an electron of spin σ =↑, ↓ in the orbital νi
of dot number i. We then arrive at

HI =
∑

n

∑

i,νi,j,νj ,σ

gn,i,νi,j,νj
(
an + a†n

)
c†iνi,σcjνj ,σ,

(S58)
where

gn,i,νi,j,νj = e

∫
drφn (r)ϕ∗iνi (r)ϕjνj (r) . (S59)

For standard geometries—compare for example
Refs. [S15–S17]—where (for example) only one dot
out of a larger double quantum dot is exposed to the
resonator’s voltage the mode function φn (r) overlaps
only with one specific dot, say the right dot (labeled by
R). Therefore, to obtain a non-zero expression for the
coupling gn,i,νi,j,νj , we can fix one of the indices as i = R
or j = R (for i = L,R in a DQD setting). Following
Ref.[S13], we neglect photon-induced orbital tunneling
terms because of small wavefunction overlap and focus
on the dominant coupling term where i = j = R; further
suppression of photon-induced tunneling terms can be
achieved by carefully avoiding resonances between the
resonator frequencies ωn and the (tunable) transition
energies ∆iνi,jνj . In this case the dot-resonator coupling
reduces to

HI =
∑

n

∑

ν,ν′,σ

gnνν′
(
an + a†n

)
c†RνσcRν′σ, (S60)

with

gnνν′ = e

∫
drφn (r)ϕ∗Rν (r)ϕRν′ (r) . (S61)

Next, as detailed in Ref.[S13], we drop photon-induced
orbital tunneling terms within one dot where ν 6= ν′,
because of negligible wavefunction overlap. Within this
approximation, we recover the standard form for capaci-
tive dot-resonator coupling [S15]

HI =
∑

n,ν

gnν
(
an + a†n

)
⊗ n̂Rν , (S62)

with n̂Rν =
∑
σ c
†
RνσcRνσ and

gnν = e

∫
drφn (r) |ϕRν (r)|2 . (S63)

If one restricts oneself to the lowest electronic orbital ν =
0 and a single resonator mode n we recover standard ex-
pressions as used for example in Refs.[S13–S15, S17, S18].

Within this description the resonator’s voltage fluctua-
tions amount to fluctuations of the dot’s chemical po-
tential [S19], with a coupling strength approximately
given by gn0 ≈ eφn (rdot) where rdot refers to the cen-
ter of the wavefunction ϕR0 (r); this treatment amounts
to the dipole-like approximation in quantum optics where
the quantum dot is considered as point-like on the rel-
evant lengthscale set by the wavelength associated with
the mode-function φn (r). This can be done for long-
wavelength resonator modes, but eventually the coupling
gnν will average out for sufficiently large mode number n
because of rapid oscillations of the associated mode func-
tion φn (r), as is well known also from coupling of quan-
tum dots to phonons [S21]. While this is the case for very
large n only, our microscopic form of the spin-resonator
coupling avoids unphysical divergencies and ensures a fi-
nite spin-spin coupling parameters Jij , as shown in detail
in Sec. I.

In the low temperature regime of interest (where
kBT � ∆orb) we can restrict ourselves to the lowest elec-
tronic orbital ν = 0. In an effectively one-dimensional
problem as considered here, with a qubit localized at xi,
we can then express the charge-based coupling between
qubit i and mode n as

gn = g0

√
n

∫
dx cos (knx) f (x− xi) . (S64)

Here, we have set φn (x) = φn cos (knx), f (x− xi) =∫
dydz |ϕR0 (r)|2 and g0

√
n = eφn, with the single photon

voltage fluctuation amplitude φn = αVn ∼
√
n; here, the

amplitudes φn account for the potential fluctuations felt
by the quantum dot via the lever arm α. This expression
matches the one used in the main text where gi,n refers to
qubit i = 1, . . . , N , with individual amplitudes g0 → gi.
Quantum dot orbital transitions.—Typically, for gate-

defined quantum dots the single-particle orbital level
∆orb spacing amounts to ∆orb ∼ 1meV [S22]. This
energy scale is much larger than the thermal energy
kBT for temperatures as high as T = 1K which corre-
sponds to kB × 1K ≈ 8.6 × 10−2meV. For compara-
tively high temperatures in the range T ≈ (1− 4) K, the
thermal occupation of photons with energy ~ω = ∆orb

is n̄th (∆orb) ≈ 10−5 − 6 × 10−2. Therefore, the over-
whelming majority of quantum dot experiments (which
typically operate at dilution fridge temperatures where
T ≈ (10− 100) mK � 1K) can be described by restrict-
ing oneself to the orbital ground-state subspace. Along
the same lines, we will restrict ourselves to the lowest
orbital levels, since ∆orb is much larger than all relevant
energy scales in our problem [S30].

B. Quantum Dot Charge Qubits

In this subsection we briefly discuss a potential
quantum-dot based physical implementation of our
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scheme, closely following Ref.[S15]; for a schematic illus-
tration compare Fig.S5. Consider a DQD in the single-
electron regime; below we will separately consider double
dots in the two-electron regime. The electron can occupy
the left |L〉 or right orbital |R〉, respectively. The right
dot is capacitively coupled to the resonator. In this sce-
nario, we can project the general result given in Eq.(S62)
onto the single-electron regime. When restricting our-
selves to the lowest QD orbital as discused above, the
interaction between the DQD and the transmission line
can then be written as

HI =
∑

n

gn(an + a†n)⊗ |R〉 〈R| , (S65)

with the coupling gn given in Eq.(S64); this coupling ac-
counts for a frequency cut-off as set by the microscopic
size given by f(x) [compare the main text where f(x)
has been modeled by a simple box-function with spa-
tial extent a]. Note that, when neglecting this cut-off,
we recover standard results as presented for example in
[S15]. To make this comparison concrete, we can rewrite
HI as HI = evV̂ ⊗ |R〉 〈R| , where e is the electron’s
charge, V̂ is the (quantized) voltage on the resonator
near the right dot, v = Cc/ (Cc + Cd), and Cd is the ca-
pacitance to ground of the right dot; Cc is the capacitive
coupling between the right dot and the resonator. Fol-
lowing Ref.[S15, S18], the quantized voltage at the end
of the transmission line (with length L) can be written
as V̂ =

∑
n

√
~ωn/LC0

(
an + a†n

)
where C0 refers to the

capacitance per unit length; the allowed wavevectors can
be written as kn = (n+ 1)π/L and the corresponding
frequencies read ωn = kn/C0Z0, with the characteristic
impedance Z0 [S15]. Using (in our notation) ωn = nπc/L
(with n = 1, 2, . . . ), the amplitudes of the zero-point
fluctuations can be written as Vn =

√
~nπc/L2C0. Ac-

cordingly, since the individual couplings gi,n scale with
the zero-point fluctuations, we find gi,n ∼

√
n/L, in di-

rect agreement with Ref.[S38]. The zero-point fluctua-
tions (and therefore the qubit resonator coupling) can
be increased significantly with the help of so-called high-
impedance resonators, as demonstrated (for example) in
Refs.[S26, S27]. The voltage along such a high-impedance
resonator is much larger than for a conventional 50Ω res-
onator, with the single-photon voltage at the resonator’s
antinode being V1 =

√
~Zrω1 for the fundamental mode

ω1 [S19].
Coming back to the dot-resonator coupling described

by Eq.(S65), it is instructive to express HI in terms of
the (orbital) DQD eigenstates, defined as [S15]

|+〉 = sin θ |L〉+ cos θ |R〉 , (S66)
|−〉 = cos θ |L〉 − sin θ |R〉 , (S67)

where tan θ = −2tc/ (ωq + ε); the effective qubit split-
ting ωq =

√
4t2c + ε2 between the eigenstates |+〉 and |−〉

can be tuned in situ via the (tunable) tunnel-coupling

Figure S5: Schematic illustration of a DQD coupled to a
transmission line. The charge-resonator coupling derives from
the capacitive coupling to the right (or left) dot only. Here,
the right dot is taken to be sensitive to the zero-point volt-
age of a coplanar-waveguide resonator via a capacitive finger
with so-called lever arm α, which couples microwave photons
in the resonator to the orbital degree-of-freedom of the elec-
tron [S16, S17]. Coupling between the resonator mode and
the electron’s spin can be achieved by making use of various
mechanisms which hybridize spin and charge degrees of free-
dom, as provided by spin-orbit interaction or inhomogeneous
magnetic fields [S17, S23–S25].

tc and/or the detuning parameter ε. Defining the Pauli
spin matrices (in the orbital pseudo-spin space) as σ+ =
|+〉 〈−| etc., the full Hamiltonian can be written as

H =
ωq
2
σz +

∑

n

ωna
†
nan

+
∑

n

(gznσ
z + gxnσ

x)⊗
(
an + a†n

)
, (S68)

with ωn = (n+ 1)ω0. The splitting ωq can be tuned
via the dot parameters tc and ε, respectively, while
the coupling constants gxm, gzm can be controlled via the
dot parameters as gxn = gntc/ωq, and gzn = gnε/2ωq
[S15]. Again, when disregarding cut-off effects, we re-
cover results as presented (for example) in [S15], where
gn = g0

√
n, with the overall coupling strength g0/ω0 =

v
√

2Z0/RQ = const., with Z0 being the characteristic
impedance of the transmission line and RQ = h/e2 refer-
ring to the resistance quantum [S15].

Typically, as done in Ref.[S15], one proceeds by consid-
ering the regime ω0 ≈ ωq in which one can neglect all but
(for example) the fundamental mode (setting a0 = a),
eventually leading to the Jaynes-Cummings Hamiltonian
within a rotating wave approximation

H ≈ ωq
2
σz + ω0a

†a+ gx0
(
aσ+ + a†σ−

)
. (S69)

This limit has been studied experimentally in Ref.[S16],
with a charge(pseudo-spin)-resonator strength of several
tens of MHz.

Conversely, for tc = 0 we realize a model with
purely longitudinal charge(pseudo-spin)-resonator cou-
pling, that is

H =
ωq
2
σz +

∑

n

ωna
†
nan +

∑

n

gznσ
z ⊗
(
an + a†n

)
. (S70)
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By indexing σz → σzi , ωq → ωi and gzn → gi,n, this single-
mode Hamiltonian can be generalized to the multi-qubit
scenario, as considered in the main text.

C. Singlet-Triplet Qubits

In this section we show how to parametrically mod-
ulate the spin resonator coupling in the case of singlet-
triplet qubits embedded in DQDs. To make our work
self-contained we first closely follow Ref.[S19] for a single-
mode analysis, and then generalize this idea to a multi-
mode setup.
Single-Mode Setting.—We follow Ref.[S19] to analyze

the coupling between singlet-triplet qubits and a high-
impedance resonator. When neglecting higher orbitals
and other spin levels (within the lowest orbital) the
Hamiltonian associated with a double quantum dot in
the two-electron regime can be written as

Hq =
J (ε)

2
σz, (S71)

with the exchange-induced splitting J (ε) = ωq (ε) be-
tween the two qubit states {|T0〉 , |S〉}. The detuning
parameter ε can be readily controlled classically, but

also coupled to the quantized voltage fluctuations asso-
ciated with the resonator. When writing the detuning as
ε = ε0 + δε we can expand the splitting J (ε) in a Taylor
series around the equilibrium ε0 as

J (ε) ≈ J (ε0) + J ′ (ε0) δε+
1

2
J ′′ (ε0) δε2 + . . . (S72)

In the presence of both classical driving and quantum
fluctuations, we have

δε = ecgVg (t) + ecrV̂ , (S73)

= εd cos (ωdt) + ecrV̂ , (S74)

where e refers to the electron charge, and cg (cr) give the
geometrical lever arms between the double dot and the
RF gate (resonator); the latter sets the shift in chemical
potential of the DQD caused by a voltage shift on those
gates, respectively.

For a single-mode resonator, where V̂ = V0

(
a+ a†

)
,

the total Hamiltonian

H = ω0a
†a+

J (ε)

2
σz, (S75)

can then be approximated as

H = ω0a
†a+

1

2

[
J (ε0) +

1

2
J ′′ (ε0)

(
ε2d
2

+ e2c2rV
2
0

)]
σz (S76)

+
1

2
J ′ (ε0)

[
εd cos (ωdt) + ecrV0

(
a+ a†

)]
σz

+
1

4
J ′′ (ε0)

[
ecrV0εd

(
eiωdt + e−iωdt

) (
a+ a†

)
+ 2e2c2rV

2
0 a
†a+ e2c2rV

2
0

(
a2 + h.c.

)
+
ε2d
2

cos (2ωdt)

]
σz.

In the absence of driving (εd = 0) to leading linear or-
der we would obtain

H ≈ ω0a
†a+

J̃ (ε0)

2
σz + g1σ

z ⊗
(
a+ a†

)
, (S77)

with a renormalized qubit splitting J̃ (ε0) and

g1 =
1

2
J ′ (ε0) ecrV0. (S78)

The maximum coupling g1 is largely set by the zero-
point voltage fluctuation amplitude V0, while the cou-
pling can be tuned by choosing the operating point J ′ (ε0)
appropriatedly. The effective dipole is turned off (on) if
J ′ (ε0) = 0 (|J ′ (ε0) | > 0).

In the presence of driving (εd > 0), however, in an
interaction picture with respect to H0 = ωda

†a +
J̃ (ε0)σz/2 one can approximately (within a RWA, where

all fast-oscillating terms are dropped) restrict oneself to
[S19]

H̃ ≈ ∆a†a+ g2σ
z ⊗

(
a+ a†

)
, (S79)

with the detuning ∆ = ω0 − ωd and the coupling

g2 =
1

4
J ′′ (ε0) ecrV0εd. (S80)

The coupling g2 is proportional to both the zero-point
fluctuation V0, but (as opposed to the coupling g1) also
to the amplitude εd, which allows us to classically am-
plify and control the spin-resonator interaction strength.
Moreover, the fact that (for a fixed frequency ω0 which
does not have to be necessarily the fundamental mode)
the single photon amplitude decreases with the length of
the resonator L as V0 ∼ 1/

√
L can be compensated by

increasing the driving amplitude εd (as long as δε � ε0
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to guarantee the validity of the underlying Taylor expan-
sion). Following Ref.[S19], we have neglected the disper-
sive shift term Hds = χa†aσz with χ = J ′′ (ε0) e2c2rV

2
0 /2,

because (as compared to the longitudinal coupling) this
dispersive coupling is smaller by a factor ∼ ecrV0n̄/εd �
1, with n̄ =

〈
a†a
〉
. Depending on the actual value of εd

the last condtion may impose a limitation on tempera-
ture; however, the effect of the dispersive shift may also
be neglected for sufficiently large detuning in the limit
∆� χN/2.
Multi-Mode Setting.—As shown in Ref. [S19], the lon-

gitudinal spin resonator coupling can be amplified by
parametrically modulating the splitting with a classical
drive. Here, we aim to generalize this idea to a multi-
mode setup. The multi-mode Hamiltonian under consid-
eration reads

H =
∑

n

ωna
†
nan +

J (ε)

2
σz, (S81)

with ε = ε0 + δε, and

δε =
∑

n

An cos (Ωnt) +
∑

n

φn
(
an + a†n

)
. (S82)

with φn = ecrVn for notational convenience. Here, the
first term describes a polychromatic driving scheme (with
amplitudes An and frequencies Ωn ≈ ωn) and the second
term describe voltage fluctuations on the dot caused by
the multi-mode resonator. We obtain

δε2 =
∑

m,n

AmAn cos (Ωmt) cos (Ωnt) (S83)

+
∑

m,n

φmφn
(
am + a†m

) (
an + a†n

)
(S84)

+2
∑

m,n

Amφn cos (Ωmt)
(
an + a†n

)
. (S85)

Within the experimentallly most relevant regime
we can neglect all rapidly oscillating terms (pro-

vided that J ′ (ε0)An/4, J
′ (ε0)φn

√〈
a†nan

〉
/2 � Ωn,

J ′′ (ε0)φmφn

√〈
a†mam

〉〈
a†nan

〉
/4 � |Ωm − Ωn| and

J ′′ (ε0)AmAn/4 � |Ωm − Ωn| ,Ωm + Ωn ∀m 6= n) and
keep only co-rotating terms (see the last line in the
expression for δε2). In that case, along the lines of
the single-mode analysis the total Hamiltonian simplifies
within a RWA to

H ≈
∑

n

ωna
†
nan +

J̃ (ε0)

2
σz (S86)

+
∑

n

g2,n (t)σz ⊗
(
an + a†n

)
, (S87)

with

g2,n (t) =
1

2
J ′′ (ε0) ecrVnAn cos (Ωnt) . (S88)

This coupling is boosted by the classical amplitude An;
in the lab frame the coupling to mode n oscillates with
frequency Ωn ≈ ωn. In the limit of a single-frequency,
monochromatic drive (i.e., An = 0 for all but a single
mode) we recover the results of the previous section. In
principle we can selectively control the modes the qubit
couples to by choosing the amplitudes |An| ≥ 0 appropri-
ately. For example, by setting An = 0 for all even (odd)
modes the qubit couples only to the odd (even) resonator
modes. This control can be done individually for every
qubit.

D. Protocol to implement QAOA

To realize our scheme for implementing QAOA with
this specific setup one could (for example) make use of
spin-spin interactions controlled via parametric modula-
tion as detailed in [S19] together with single-qubit ro-
tations or utilize the (tunable) effective electric dipole
moment associated with exchange coupled spin states in
a DQD [S2, S18]. One can then efficiently alternate be-
tween the unitaries Ux(β) and Uzz(γ) by repeatedly cy-
cling through two parameter regimes: (i) The magnetic
gradient δB dominates over the voltage-controlled qubit
frequencies ωi(ε)→ 0 (with ε denoting the gate voltage),
resulting in β = δB · tp. In this regime the coupling to
the resonator is turned off [S2, S19], giving Jij = 0 and
effectively γij = 0. (ii) Then, by pulsing to a regime
where δB is the smallest energy scale, we turn on the
qubit-qubit coupling Uzz(γij) [S19, S20]. This procedure
completes one cycle of QAOA.
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