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An important issue in theories of word learning is how abstract or context-specific representations of
novel words are. One aspect of this broad issue is how well learners maintain information about the
source of novel words. We investigated whether listeners’ source memory was better for words learned
from members of their in-group (students of their own university) than it is for words learned from
members of an out-group (students from another institution). In the first session, participants saw 6 faces
and learned which of the depicted students attended either their own or a different university. In the
second session, they learned competing labels (e.g., citrus-peller and citrus-schiller; in English, lemon
peeler and lemon stripper) for novel gadgets, produced by the in-group and out-group speakers.
Participants were then tested for source memory of these labels and for the strength of their in-group bias,
that is, for how much they preferentially process in-group over out-group information. Analyses of source
memory accuracy demonstrated an interaction between speaker group membership status and partici-
pants’ in-group bias: Stronger in-group bias was associated with less accurate source memory for
out-group labels than in-group labels. These results add to the growing body of evidence on the
importance of social variables for adult word learning.
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Previous research has established that people can quickly make
use of any available cue (e.g., gender, age) to infer whether their
interlocutors belong to their in-group (e.g., Bargh, Schwader,
Hailey, Dyer, & Boothby, 2012). Group membership status has
been shown to influence how attentively people process informa-
tion about and from others, resulting in more accurate memory for
information related to in-group compared with out-group members
(e.g., Hugenberg, Young, Bernstein, & Sacco, 2010; Judd & Park,
1988; Van Bavel & Cunningham, 2012). For instance, after seeing
a series of unfamiliar faces, people showed superior memory for

those faces that they believed to be in-group members, as com-
pared with out-group faces (e.g., Van Bavel & Cunningham,
2012). Similarly, people were better at recalling in-group bio-
graphic information than out-group information (e.g., Judd & Park,
1988).

Here, we test the proposal that in-group biases permeate lan-
guage learning as well. Specifically, we ask whether the group
membership of the speakers from whom new words are learned
modulates the level of detail with which information about the
speaker identity is encoded. We suggest that representations of
novel words are more speaker-specific when learned from in-
group members than when learned from out-group members. Fur-
thermore, we predict that the difference in level of detail between
in-group and out-group representations are modulated by the
strength of learners’ own in-group bias, namely, by how much
learners preferentially process in-group over out-group related
information.

To test our predictions, we designed a word-learning study in
which participants learned novel words from in-group and out-group
speakers. Participants then performed a task that measured their
in-group bias. We then tested their source memory for the words
learned from in-group versus out-group members and assessed how
source memory was related to individual in-group biases.

Before turning to the current study, we review the relevant
literature. First, we focus on evidence that shows that speaker
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social identity plays a role in language processing. Second, we
describe existing exemplar-based models of language processing
that account for the effects of speaker social identity on language
processing. At this stage, we also propose modifications for exist-
ing models. We argue that existing models should not assume that
all speakers are treated equally but instead assume that information
provided by in-group speakers is encoded more fully than infor-
mation from out-group speakers. We end by providing support for
our proposed modifications from nonlinguistic studies in social
psychology that report group membership effects on memory and
information processing.

Speaker Social Identity Can Influence Language
Processing

Previous research indicates that people rapidly extract informa-
tion about others’ social identity (see Bargh et al., 2012 for a
review). Such information has been shown to activate expectations
and attitudes (e.g., Greenwald & Banaji, 1995; Jones & Fazio,
2010). For instance, children who were given silent demonstra-
tions of unfamiliar objects’ different functions selectively en-
dorsed the functions provided by native-accented rather than
foreign-accented speakers (Kinzler, Corriveau, & Harris, 2011),
showing a native-speaker preference even when the language was
not involved in the task. The use of others’ social identity to guide
processing extends to language processing in a variety of ways.
For instance, a speakers’ social identity can shape listeners’ ex-
pectations. Upon hearing a speakers’ voice, people activate expec-
tations about what will likely be said. If these expectations are not
met, such as when a habit of drinking wine is reported in a child’s
voice, language processing becomes harder (Van Berkum et al.,
2008, see also Martin, Garcia, Potter, Melinger, & Costa, 2016;
Walker & Hay, 2011). Similarly, speaker social identity can affect
listeners’ word processing (e.g., Hay, Nolan, & Drager, 2006; Hay,
Warren, & Drager, 2006; Johnson, Strand, & D’Imperio, 1999;
Niedzielski, 1999). For example, the gender of a face displayed
when listening to ambiguous vowels affected participants’ re-
sponses in a vowel identification task, suggesting that information
about the speaker affects speech perception (Johnson et al., 1999).
Finally, listeners detected fewer word changes in a story after
listening to non-native as compared with native speakers (Lev-Ari
& Keysar, 2012). Importantly, these differences disappeared when
participants were instructed to pay attention to the exact wording
of the stories, rather than simply comprehending them (Lev-Ari &
Keysar, 2012). These results confirmed that people were in prin-
ciple able to process the language of native and nonnative speakers
but did so less when listening for comprehension to the nonnatives
(unless given explicit instructions).

The literature shows that people encode speakers’ social identity
and this information can influence speech processing. Based on
this evidence, one might expect speakers’ social identity to influ-
ence language learning as well. When learning new words, the
novel linguistic information might be encoded and stored in rep-
resentations that contain details about both its linguistic content
(e.g., its word form, its meaning) and its source (i.e., who said it).
Indeed, existing exemplar-based models of speech processing as-
sume such encoding of social information.

Exemplar-Based Models: Concurrent Encoding of
Social and Linguistic Input

Exemplar-based models of speech processing posit that linguis-
tic experiences are encoded as rich episodic memories (i.e., exem-
plars; e.g., Goldinger, 2007; Hay, Nolan, & Drager, 2006; Nielsen,
2011). Exemplars contain information that is both language-
specific (e.g., includes phonetic, lexical, and syntactic details) and
related to the speakers’ social identity, spanning from more intrin-
sic indexical characteristics such as age and sex to broader social
categories, such as professions (e.g., a doctor) and membership in
a specific community (e.g., health care professionals; see Drager &
Kirtley, 2016 for a review). Associating speaker-related informa-
tion to linguistic input can be beneficial for language users. It
allows listeners to preactivate those associations in the appropriate
context and with the relevant interlocutors. This may exploit the
socially conditioned variation in speech to speed up and/or ease
comprehension (Münster & Knoeferle, 2018 for a recent account
of socially situated language processing).

In a recent extension of exemplar models, Sumner, Kim, King,
and McGowan (2014) proposed the socially weighted encoding of
spoken words. Specifically, they suggested that social character-
istics, such as perceived prestige, might affect linguistic encoding
in the regard that prestigious forms would receive greater weight.
In support of a socially weighted encoding account, Sumner and
colleagues referred to empirical evidence from work that compares
standard with nonstandard phonetic variations. Extending their
theory, one could hypothesize that people may encode linguistic
variations more strongly if they are associated with speakers to
whom a special status is ascribed.

We propose that learning new words from speakers that are
ascribed a special status, such as in-group members, might lead to
lexical representations that are richer in contextual information
(e.g., speaker-related) compared with representations of words
learned from speakers without a special status. In the current study,
we tested the hypothesis that representations of novel words
learned by in-group speakers contain individual-specific detail,
whereas new words learned from out-group speakers contain
broader group-specific information, and that such a pattern is
further modulated by learners’ in-group bias. This finding would
contribute to the open debate in psycholinguistics on how words
are represented in the mental lexicon and call for an extension of
existing exemplar-based theories that assume an encoding of con-
textual information that does not vary in relation to the identity of
the speakers. Though the role of group membership in language
processing has not yet been explored, there is evidence to suggest
that it influences processing and learning.

In-Group Biases

Well-established self-biases, such as improved memory and
faster processing of stimuli related to the one’s self versus stimuli
related to others (see Symons & Johnson, 1997, for a meta-
analysis), have been shown to extend to in-group members as well
(e.g., Aron, Aron, Tudor, & Nelson, 1991; Sui & Humphreys,
2015; Symons & Johnson, 1997; see also Cadinu & Rothbart,
1996). Thus, memory is better for in-group faces than for out-
group faces (e.g., Hugenberg et al., 2010; Van Bavel, Packer, &
Cunningham, 2008) and for information delivered by in-group
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than by out-group members (e.g., Frable & Bem, 1985; Wilder,
1990). People also learn and process new associations between
previously neutral stimuli (e.g., geometrical shapes) and in-group
membership (e.g., the logo of their favorite football club) more
quickly than associations involving out-group membership
(Enock, Sui, Hewstone, & Humphreys, 2018; Moradi, Sui, Hew-
stone, & Humphreys, 2015). Like self-biases, in-group biases may
rely on the recruitment of additional attentional resources (Meiss-
ner, Brigham, & Butz, 2005; Van Bavel & Cunningham, 2012).
These additional resources have been suggested to lead to repre-
sentations with a higher level of detail for in-group than out-group
representations. For example, in-group faces are easier to recog-
nize than out-group faces because more individual-specific infor-
mation is encoded during the exposure phase (e.g., Hugenberg et
al., 2010).

The better processing of in-group-related information extends to
the individuals providing the information. Greenstein, Franklin,
and Klug (2016) showed that source memory was superior when
participants believed the sources to be in-group members than
when they believed them to be out-group members. Such findings
are highly relevant for language learning and language processing
because they suggest that when listeners comprehend speech, the
amount of both speaker-specific detail and linguistic information
that is encoded might depend on whether the speaker is an in-
group or an out-group member of the listener.

Thus, we propose that (a) listeners encode the group member-
ship status of the speakers (i.e., in-group vs. out-group) from
whom they learn new words and (b) group membership status and
individual in-group bias influence the level of detail with which
speaker-specific information is encoded. In the current study, we
tested this idea by probing participants’ source memory for novel
words. We predicted that words learned from in-group speakers,
relative to words learned from out-group speakers, would contain
a higher level of detail about who produced them. Thus, we
suggest that in-group linguistic representations would be more
speaker-specific than would be out-group representations. Cru-
cially, this in-group advantage should be stronger for participants
exhibiting greater in-group bias.

Method

We conducted a 2-day experiment. On Day 1, speaker group
membership was established via a speaker familiarization task in
which participants listened to six fictitious speakers refer to facts
and habits about their lives that implied either attendance at the
participants’ university (n � 3; in-group speakers) or at a different
university (n � 3; out-group speakers).

On Day 2, participants performed the word-learning task, which
was a communication task. In the exposure phase of this task, they
learned novel labels for 24 unfamiliar gadgets by listening to the
speakers from Day 1 refer to these gadgets. Crucially, target
gadgets received one label from an in-group speaker and an
alternative, competing, but equally fitting, label from an out-group
speaker (e.g., citrus-peller vs. citrus-schiller; in English, lemon
peeler vs. lemon stripper). Afterward, source memory for these
words was tested. Participants were shown a photo of one speaker
and one label at a time and asked if the speaker had produced the
label in the previous phase (eliciting a forced choice yes or no).
This was done with all speakers and labels from the exposure

phase. Last, participants’ implicit in-group bias was measured by
their performance in a perceptual matching task.

Following our hypothesis suggesting that the level of detail
encoded depends on the speakers’ group membership, we pre-
dicted that representations of words learned from in-group mem-
bers would include more detailed information about the speaker
than representations of words learned from out-group members.
This would be evidenced by greater accuracy for in-group than for
out-group label-speaker pairs. Additionally, we expected partici-
pants to spontaneously encode the speakers’ group membership
status (even though they were not explicitly instructed to apply this
strategy). Consequently, when asked to recognize the source of the
new words, we expected participants to struggle remembering the
exact source for each word, and instead to rely on speaker group
membership to inform their decisions. Therefore, they should be
more likely to misattribute words to incorrect speakers within the
same university than between different universities, that is, there
should be source memory confusion. Because in-group represen-
tations should be more speaker-specific, the source memory con-
fusion for in-group words should be of a smaller magnitude as
compared with confusion for out-group words. Last, we predicted
that these effects would be modulated by participants’ own in-
group bias, such that the stronger the in-group bias, the larger the
difference between speaker-specific details in in-group versus out-
group representations.

Participants

Sixty native Dutch speakers (age range � 18–27 years; M �
21.98, SD � 1.89) participated in the study after providing their
informed consent, as approved by the Ethics Committee of the
Social Sciences Department of Radboud University (Project Code:
ECSW2014-1003–196). All participants were students or recent
graduates of Radboud University Nijmegen.1 Eight additional par-
ticipants were tested, but their data were excluded from the study
because they reported during the debriefing to have strong con-
nections with the out-group university (e.g., their sister or best
friend studying there). All participants were female, as were the
speakers from whom they learned. This was done to avoid having
an additional social dimension (gender) of in-group status interact
with the one we manipulated (i.e., same/different university).

Materials

Speaker familiarization task. Six fictitious speakers were
created by pairing female faces selected from the Chicago Face
Database (Ma, Correll, & Wittenbrink, 2015), with the voices of
native Dutch, female speakers recorded in our laboratory. Prior to
the experiment, voices were matched for perceived typicality and
attractiveness (paired t tests, ps � .05) via an online norming in
which 20 different participants participated. Each speaker was a
unique combination of one face and one voice, consistent across
participants.

After a norming procedure (see Appendix A for details), we
selected 24 sentences about student life and recognizable land-

1 One participant’s accuracy was more than three standard deviations
away from the population mean in the perceptual matching task. We
excluded her data from the word-learning analyses.
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marks or actions. Twelve sentences referred to Radboud Univer-
sity and 12 to Groningen University. This was achieved by creat-
ing 12 unique sentential frames in which key words explicitly
related to either Radboud or Groningen University were embed-
ded. All statements were audio-recorded by each of the female
voices described in the preceding text.

Word-learning task. The same speakers from the speaker
familiarization task were used. Images of 24 unfamiliar gadgets
(e.g., lemon peeler) and their corresponding labels were selected
via a norming study (see Appendix A for details). Half of the
gadgets, hereinafter referred to as target gadgets, were presented
with two competing labels, which were equated for goodness-of-fit
and frequency. The other 12 gadgets were presented with a single
label and served as fillers. All labels were audio-recorded by the
speakers.

Individual in-group bias task. Black and white pictures of
the logos of Radboud and Groningen Universities were used.
Black shapes for triangle, square, and circle were used.

Gadget familiarization task and prior familiarity task. The
same 24 images of gadgets used in the word-learning task were
used in these tasks. However, for the purposes of the gadget
familiarization task, an additional exemplar for each gadget was
selected online.

Procedure

Day 1: Gadget familiarization task. The goal of the gadget
familiarization task was to familiarize participants with the gadgets
to reduce demands in the subsequent word-learning task. This task
was a picture-matching task. On each trial, participants saw two
images and had to indicate whether they depicted the same gadget.
In half of the trials, different items were shown, whereas in the
remaining trials, two instances of the same gadget (only one of
which was later used in the word-learning task) were displayed.
The gadgets were shown in two exposure rounds with a random-
ized trial order. This led to 96 trials in total (48 in each round).
Participants’ responses were self-paced. Performance on the task
was at ceiling, as expected, and are not discussed further.

Day 1: Speaker familiarization task. The goal of the speaker
familiarization task was to familiarize the participants with the
speakers and ensure that they knew their group membership status
before they did the word-learning task on Day 2. Participants were
told that this task was part of a joint project of Radboud University,
their in-group university, and Groningen University, an out-group
university, in which they would see students of those universities
describing their student life. The information provided was sup-
posed to guide inferences about the speakers’ academic affiliation:
all habits implied attendance at either the in-group or out-group
university. To ensure that these affiliations had been correctly
inferred, we had participant perform a surprise memory test. In
each trial of this memory test, they saw a photo of a speaker and
six alternative sentences written down. They selected which sen-
tence among the given six was the one that the speaker had
previously uttered. The memory test was performed both on Day
1, immediately after the exposure phase, and on Day 2, at the
beginning of the experimental session. Performance on these in-
direct tests allowed us to ensure that participants indeed learned
speakers’ academic affiliations.

On each exposure trial, participants saw a fixation cross (500
ms) followed by a photo of a speaker (500 ms). Then the sentence
was played while the photo was still displayed. Two exposure
rounds of 24 trials each were administered with a randomized trial
order. In each round, participants heard all six speakers, three per
university, produce four statements each. Speaker affiliation was
randomized across participants.

After exposure, a surprise source memory test was administered.
On each test trial, participants saw a photo of a speaker and six
written sentences. These sentences were as follows: the correct
response (i.e., the one sentence that the speaker had previously
uttered), two incorrect sentences produced by other speakers from
the speakers’ university, and three incorrect sentences produced by
speakers from the other university. Participants were instructed to
indicate which sentence had been previously uttered by the speaker
by pressing the corresponding key on a keyboard. Responses were
self-paced and immediate visual feedback about the accuracy of
their choice was provided along with the correct option.

Responses were coded as (a) correct, (b) within-university error
(selection of a sentence produced by a speaker from the speakers’
university), or (c) between-university error (selection of a sentence
produced by a speaker from the other university). If participants
made a between-university error, the trial was repeated at the end.
This was done until no between-university errors were made to
ensure participants correctly learned the speakers’ affiliation be-
fore moving to the word-learning task. We did not repeat trials that
led to within-university errors, since the goal of the training was
only to teach participants which speakers were members of their
in-group and which belonged to the out-group. This was critical for
the assessment of our hypothesis concerning the effect of in-group
bias on novel word learning.

Day 2: Delayed speaker test. The test of the speaker famil-
iarization task from Day 1 was repeated (without repeating the
exposure phase) to make sure participants still remembered the
speakers’ academic affiliations before the word-learning task.
Speakers and sentences were the same as on Day 1, and the
procedure of repeating trials that yielded between-university errors
used on Day 1 was used on Day 2 as well.

Day 2: Word-learning task. The word-learning task was
presented as a communication task. Thus, participants were told
that they would select pictures according to information provided
by the speakers from the previous task. In the exposure phase,
participants saw 24 gadgets, all named by both in-group and
out-group speakers. Half were target gadgets, for which in-group
and out-group speakers provided competing, but equally fitting,
labels, whereas the other half were fillers, for which unique labels
were provided. Fillers were included to minimize participants’
awareness of the nature of the manipulation (i.e., in-group vs.
out-group) in the experiment. Note that not all speakers referred to
all the gadgets. In fact, each gadget was only labeled by two of the
six speakers (one in-group and one out-group speaker). Speaker
group membership, speaker–label pairing, and label–group mem-
bership status pairings were randomized per participant. On each
trial, a fixation cross (500 ms) preceded a photo of a speaker (800
ms). Then, the recording of the gadget label was played while the
photo was still displayed. Simultaneously, the written form of the
label appeared superimposed upon the speakers’ mouth (1,500
ms). Next, three gadgets appeared on the screen and participants
selected the one that fit the audio and the written label (see Figure
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1 for an example of the learning display).2 If the response was
wrong, the audio was repeated. Three exposure rounds were ad-
ministered so that each display was repeated three times, once per
round, in a randomized trial order.

Next, participants performed a surprise source memory recog-
nition task on the target gadget labels only. In each trial, they saw
a photo of a speaker and a written label (see Figure 2). Participants
indicated whether the speaker had produced the label in the pre-
vious phase via key press (yes/no). Trials were self-paced. There
were 148 test trials in total in which all possible speaker–label
pairings were shown. This means that there were 24 matching
trials (i.e., the speaker had indeed produced the label) and 120
mismatching trials (i.e., the label had not been used by the
speaker). Of those mismatching trials, 48 were within-university
mismatching trials (showing a label along with a wrong speaker
from the same university as the correct one), 48 where between-
university mismatching trials (showing a label with a wrong
speaker from the other university). The remaining 24 trials showed
a speaker with a label that competed with the one she used (e.g.,
the speaker that had used citrus-schiller instead of citrus-peller)
and were included only so that all possible combinations of
speaker–label pairings were available; these were not analyzed.
Note that in all mismatching trials, the correct answer was that the
pairing was incorrect as the speaker depicted in the photo had not
used the displayed label in the word-learning task.

Day 2: In-group bias task. The participants’ in-group bias
was measured in a perceptual matching task (Moradi et al., 2015),
which has been shown to provide results that are reliable within
individuals and across different test sessions (Stolte, Humphreys,
Yankouskaya, & Sui, 2017). Three geometric shapes (circle,
square, triangle) were randomly paired with logos of three univer-
sities: the in-group university (Radboud University) and two other
universities (Groningen University and Tilburg University). Each
association was initially presented 10 times. Then, participant
performed a practice block of 24 trials, followed by two blocks of

120 experimental trials each. In both practice and test trials, a
fixation cross (500 ms) preceded a blank screen (between 1,000 ms
and 2,000 ms) and the simultaneous presentation of logo and shape
(600 ms), following the timings used in Moradi et al. (2015).
Participants had 1,500 ms to judge the accuracy of the pairing.
Feedback was given only during practice. In-group bias in this task
is typically indexed by faster and more accurate responses for
stimuli that are newly associated with in-group membership com-
pared with stimuli associated with out-group membership (e.g.,
Moradi et al., 2015). We replicated these general patterns (see
Appendix B) and extracted individual measures of in-group bias
by calculating a per-participant measure of effect size, Cohen’s d,
from both accuracy and response times (RTs) over in-group versus
out-group matching trials. The measure calculated over RTs was
not a significant predictor in any of the models we ran; thus, we
focus on the measure derived from accuracy (see Appendix B for
the distribution of the individual measures).

Day 2: Rating of prior familiarity, written picture naming,
and preference. After the perceptual matching task described in
the preceding text, participants carried out three further tasks. First,
to exclude gadgets that participants already had labels for before
the experiment, we asked them to indicate whether they already
knew any gadget and their names before the experiment. Based on
these ratings, gadgets familiar to a participant were excluded from
their data set (11.81% of data across all participants). Second,
participants saw all the pictures of the gadgets again and were
asked to write down the labels they had learned, as well as any
additional labels they might know or come up with. Finally, they

2 Because of copyright issues, none of the pictures of the gadgets in the
example correspond to actual stimuli, but they provide a good approxima-
tion of the type of stimuli we used.

Figure 1. Example of the learning display. Participants had to select the
gadget that was referred to. In this case, they were expected to indicate the
first image. Facial image was reprinted and adapted from The Chicago
Face Database: A Free Stimulus Set of Faces and Norming Data, by Ma,
Correll, & Wittenbrink, 2015, Behavior Research Methods, 47, 1122–
1135. Copyright by the University of Chicago, Center for Decision Re-
search. This figure is used with permission. See the online article for the
color version of this figure.

Figure 2. Example of a memory test trial. Participants indicated if the
speaker had produced the label in the exposure task. Facial image was
reprinted and adapted from The Chicago Face Database: A Free Stimulus Set
of Faces and Norming Data, by Ma, Correll, & Wittenbrink, 2015, Behavior
Research Methods, 47, 1122–1135. Copyright by the University of Chicago,
Center for Decision Research. This figure is used with permission. See the
online article for the color version of this figure.
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were asked to indicate which label among those they had just
written down (regardless of whether they had seen them in the
experiment) was the most appropriate for each gadget. This task
was meant to assess the participants’ preference for labels acquired
from in-group versus out-group speakers. However, probably be-
cause of unclear instructions, many participants were very creative
and came up with their own alternatives or rarely wrote down two
labels for one object. Therefore, this analysis could not be con-
ducted as a result of data scarcity.

Results

All analyses were performed with mixed-effects modeling as
implemented in the lme4 package (Bates, Maechler, Bolker, &
Walker, 2014) in R (R Core Team, 2013). The random structures
of the models were determined following Bates, Kliegl, Vasishth,
and Baayen (2015).

Speaker Familiarization Task

We tested whether participants correctly learned speaker group
membership status. Overall, participants answered 78.65% of trials
correctly (SD � 41; 81.23% on Day 1 and 76.05% on Day 2).
Their performance was above chance level (16.67% because there
was one correct response out of six presented options), as con-
firmed by a one-sample t test (t � 82.47, p � .001). The overall
accuracy rate was calculated across all trials, including those in
which participants made within-university errors. This type of
errors indicate that participants could not remember which exact
statement corresponded to the speaker, but that they did correctly
infer speakers’ affiliation. When recoding within-university errors
as correct responses (i.e., correctly identifying the university the
speaker was from), the average of correct responses increased to
96.51% (SD � 18.35) for Day 1 and to 97.1% (SD � 16.79) on
Day 2. These analyses confirmed participants successfully learned
which speakers belonged to which academic affiliation.

Word-Learning Task

The main task in the current study was the word-learning task.
After an exposure phase, participants were tested with a memory
recognition test. In this test, participants were presented with trials
in which the speaker–label pairings either matched or mismatched
with what they had seen in the learning phase. That is, the label
had or had not been produced by the displayed speaker. We carried
out two main analyses over the memory data. We looked first at
the matching trials and then at the mismatching trials.

Matching trials. To test whether source memory was better
for words learned from in-group than from out-group speakers, we
ran a logistic mixed effects model with accuracy per trial as the
dependent measure and fixed effects for group membership (in-
group [reference level] vs. out-group), in-group bias (z-scored
continuous measure), and their interaction. We added per partici-
pant and per items random intercepts and by participant slope for
group membership.

Overall, participants’ accuracy in the matching trials was
68.11% (SD � 46.62) and above chance level, as confirmed by a
one-sample t test (i.e., 50%; t � 14.35, p � .0001). Neither group
membership (out-group: M � 70.38, SD � 45.69; in-group: M �

65.84, SD � 47.46; � � 0.19, SE � 0.13, z � 1.45, p � .15) nor
in-group bias (� � �0.02, SE � 0.33, z � �0.07, p � .95)
significantly predicted accuracy at the reference level. The Group
Membership � In-Group Bias interaction, however, was margin-
ally significant (� � �0.72, SE � 0.39, z � �1.84, p � .07).3

Follow-up simple effects analyses confirmed that in-group bias
affected the accuracy of participant responses differently for the
in-group and the out-group matching trials. Although the simple
effect of in-group bias did not predict response accuracy for
in-group matches (� � �0.02, SE � 0.33, z � �0.07, p � .95),
there was a significant negative predictor of participants’ perfor-
mance for the out-group matches (� � �0.75, SE � 0.27,
z � �2.73, p � .006). In agreement with our predictions, the
larger participants’ in-group bias, the less accurate they were at
identifying out-group speakers (see Figure 3).

Mismatching trials. To test whether speaker group member-
ship influenced the level of detail in the speaker-specific informa-
tion encoded with the new words, we analyzed accuracy on
mismatching trials. By looking at participants’ performance on
within-university mismatching trials, where labels were paired
with incorrect speakers who belonged to the same university as the
original speaker, we could test whether the source-related infor-
mation for novel words was speaker-specific (participants should
have rejected the wrong source) or group-specific (participants
would have incorrectly accepted the wrong source). Our hypoth-
esis was that people encode more speaker-specific information
from in-group members. We therefore predicted greater confusion
among out-group speakers than in-group speakers in the within-
university mismatching trials. We also predicted that this differ-
ence in accuracy would depend on in-group bias, such that greater
in-group bias participants exhibited, the greater difference they
should show between their accuracy on in-group versus out-group
trials. Conversely, in between-university mismatches (i.e., where
an in-group label was shown with out-group members, and vice
versa) no differences due to our manipulation were expected.

To test these hypotheses, we ran a logistic mixed model analysis
with fixed effects for mismatch type (within-university [reference
level] vs. between-university), group membership (in-group [ref-
erence level] vs. out-group), in-group bias (z-scored continuous
measure), and their interaction terms. We added per participant
and per item random intercepts and by participant slopes for group
membership and mismatch type. Overall, participants’ accuracy on
mismatching trials was 57.97% (SD � 49.36) and above chance
level (i.e., 50%; t � 12.88, p � .0001).

Generally, participants were less accurate in the between-
university mismatches than in the within-university mismatches
(� � �0.19, SE � 0.08, z � �2.27, p � .02; M � 56.39%, SD �
49.6 and M � 60.08%, SD � 48.98, respectively). Participants’
performance was also predicted by a significant interaction of
group membership with in-group bias (� � �0.82, SE � 0.28,
z � �2.96, p � .003), suggesting that participants with different

3 Visual inspection of the figure might imply that participants with low
in-group bias (and potentially out-group bias) exhibit higher accuracy with
out-group members. An analysis that focuses only on participants in the
bottom quartile of in-group bias (all showing no bias or reversed bias on
the in-group bias measure) does not show any significant effect though, and
an analysis that excludes the bottom quartile of participants is qualitatively
similar to the reported analysis.
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strength of in-group bias were differently affected by speaker
group membership. Crucially, both effects were further modulated
by the expected three-way interaction between mismatch type,
group membership, and in-group bias (� � 0.95, SE � 0.37, z �
2.61, p � .009). The remaining main effects and interactions were
not significant (ps � .57).

Before further evaluating the three-way interaction, we tested its
reliability. We ran a series of split-half analyses by randomly
selecting subsets of participants composed of half the number of
the original participants (n � 30) over which we ran the same
mixed-effect model. The interaction pattern was replicated in 15
out of 15 subsets, with the effect being significant in 13 subsets
and marginally significant in two subsets. This procedure suggests
that the significance of the interaction was well supported by the
data and that the analysis was sufficiently powered such that even
random subsets of half the sample led to comparable results.

To unpack the interaction, we ran separate analyses for each
mismatch type condition (see Figure 4). The analysis of the
between-university trials included fixed effects for group member-
ship, in-group bias, their interaction terms, and per item and per
participant random slopes and by participant slopes for group
membership. Results did not show any significant predictor (ps �
.42; see Figure 4, left panel).

The analysis of the within-university mismatches included
group membership, in-group bias and their interaction as fixed
effects, and per participant and per item random intercepts and by
participant slopes for group membership. In agreement with our
predictions, the results showed a significant Group Membership �
In-Group Bias interaction (� � �0.83, SE � 0.28, z � �3.00, p �
.003). Post hoc analyses revealed a cross-over interaction, but
nonsignificant simple effects. The stronger the in-group bias, the
more participants showed a difference between their ability to
distinguish in-group members compared with out-group members
(see Figure 4, right panel). These patterns show greater receptive-
ness to individual in-group speakers over out-group speakers and
are in line with our predictions and with previous research showing
that in-group bias stems from greater individuation of in-group
members while viewing out-group members as less distinct (e.g.,
Hugenberg et al., 2010).

Next, we used signal detection theory to capture detection
sensitivity (d=) and decision criterion (C). These analyses allow us
to test whether participants’ sensitivity and criterion during deci-
sion making differed for in-group versus out-group related deci-
sions. We calculated two d= values and two C values per partici-
pant for in-group and out-group trials separately. In order to
generate values that reflected participants’ decisions to purely
in-group or out-group trials, d= and C values were calculated from
participants’ performance in matching trials (i.e., hit rates) and
within-university mismatching trials (i.e., false alarm rates).
Between-university mismatches were not considered for these
analyses because they contained an element (either label or
speaker) from each group and were therefore not purely in-group
or out-group related. We ran two linear mixed-effect models with
either d= or C values as the dependent variable and group mem-
bership (in-group [reference level] vs. out-group), in-group bias,
and their interaction as fixed effects. The models included per
participant random intercepts.

The model which explored the relationship between individual
d= and the independent variables showed no significant main
effects for group membership (� � 0.13, SE � 0.1, t � 1.42, p �
.16) or in-group bias (� � �0.01, SE � 0.30, t � �0.04, p � .97).
However, there was a significant interaction between these two
factors (� � �0.63, SE � 0.29, t � �2.13, p � .04; see Figure 5).
Simple effects analyses revealed that the larger the participants’
in-group bias, the less sensitive they were to out-group speakers
(� � �0.64, SE � 0.30, t � �2.12, p � .04), whereas sensitivity
to in-group speakers did not change as a function of in-group bias
(� � �0.01, SE � 0.30, t � 1, p � .97).

The model exploring C values did not lead to any significant
results (p � .23) suggesting that participants did not differ in
decision criterion as a function of group membership or in-group
bias. This means that participants’ tendencies to produce positive
or negative responses were not affected by their social biases. That
is, they were not more likely to say “yes” when seeing in-group
speakers than when seeing out-group speakers, or vice versa.

Figure 3. Accuracy as a function of group membership and In-group Bias
(centered; the black, dotted line represents in-group bias values equal to
zero). Error bars represent standard errors. See the online article for the
color version of this figure.

Figure 4. Accuracy for between-university mismatches (left panel) and
within-university mismatches (right panel) as a function of in-group bias
(centered; the black, dotted line represents in-group bias values equal to
zero) and the group membership of the speaker from whom the word was
originally. Error bars represent standard error. See the online article for the
color version of this figure.
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Discussion

In a novel word-learning study, we tested whether listeners
encoded speakers’ social identity, such as their group membership
status and their personal identity, and whether the level of detail of
such information depended on the group membership status of the
speakers and the individual in-group bias of the listeners.

In the word-learning task, participants had to identify matching
speaker–label pairs in a forced-choice task (i.e., yes/no). Our
results show that the level of detail with which participants en-
coded the identity of the speakers varied as a function of speakers’
group membership status and participants’ own in-group bias.
Specifically, the analyses indicated that more in-group biased
individuals exhibited greater confusion for out-group over in-
group members. Our results are consistent with previous findings
that showed greater individual-specific encoding for in-group than
for out-group members (e.g., Frable & Bem, 1985; Greenstein et
al., 2016; Hugenberg et al., 2010; Wilder, 1990) and extend them
to the case of word learning.

To better understand participants’ behavior, we also analyzed
their decision criterion and detection sensitivity for in-group and
out-group speakers. Again, these analyses showed results that were
comparable to those obtained in the previous analyses: the larger
the in-group bias, the greater participants’ detection sensitivity to
in-group as compared with out-group speakers. That is, across all
analyses (for matching trials, for mismatching trials, and d=), we
found consistent results that demonstrate that speaker group mem-
bership and learners’ individual in-group biases modulated the
level of detail of speaker-related information contained in the
representations of novel words.

One interesting aspect of our findings was that though we
expected individual in-group biases to simultaneously increase
source detection for the in-group and decrease it for the out-
group, as Greenstein et al.’s (2016) results suggested, our data
indicate mostly the latter phenomenon. The more in-group
biased participants were, the less sensitive they were to indi-
vidual out-group speakers, while their sensitivity to individual
in-group speakers did not change as a function of in-group bias.
There can be two potential explanations for these results. The
most straightforward one relates to the possibility that in-group

individuation, that is, the encoding of speaker-specific detail for
in-group members, might be the default mechanism, regardless
of individual in-group bias, and it is whether people also encode
specific information about out-group speakers that depends on
learners’ own in-group bias. In the study by Greenstein and
colleagues (2016), participants were better at identifying in-
group sources as compared with out-group sources. However,
they did not include an individual measure of in-group bias in
their analysis as a modulator of the effects of interest and, on
the contrary, excluded participants who identified themselves
with the in-group and out-group membership to a similar extent.
Therefore, a direct comparison between our results and the
results of their study is difficult to make.

An alternative explanation of this unexpected pattern is that
the implicit measure we used to quantify in-group bias was
better at capturing individual differences related to how well
people attended to out-group members than differences related
to the in-group. The distribution of accuracy rates in the per-
ceptual matching task (see Appendix B) shows that partici-
pants’ performance for the in-group condition was almost at
ceiling. Therefore, the variation in the individual difference
measure we used was mostly driven by differences in the
out-group condition. Future research should use a more taxing
task that limits ceiling effects to determine whether individual
measures of in-group bias would then be seen to also modulate
participants’ performance in in-group within-university trials.
Although the in-group bias did not directly modulate the level
of detail encoded in representations of in-group labels, the
patterns of results confirmed our predictions.

Taking a broader scope, our results address a primary question
in the field of psycholinguistics, namely, how words are repre-
sented in the mental lexicon. A growing body of literature suggests
that social information, such as speaker identity, is stored together
with the lexical information (e.g., Goldinger, 2007; Hay, Nolan, &
Drager, 2006; Nielsen, 2011; also see Drager & Kirtley, 2016, for
a review). Importantly, all the existing models assume that the
same information will be stored to the same degree regardless of
who the speaker is. In contrast, we show that the type of social
information that is encoded (group level or individual level) and its
robustness depend on speakers’ identity (e.g., in-group vs. out-
group member) and the listeners’ social biases. These findings,
thus, call for the modification of existing models of language
processing.

The nature of lexical representations is of great interest partly
because it has implications for all aspects of language use—
language processing, language production, and language learn-
ing. Our results therefore can have implications across the field
of language use. We next illustrate that with a couple of
examples. There is great interest in how learners learn from
input and what should be its distributional characteristics to
optimize learning. Studies and models on the topic often con-
trast intraindividual and interindividual variability. Our results,
however, suggest that learners would be able to isolate intrain-
dividual and interindividual variability for input provided by
in-group speakers, but less so for input provided by out-group
speakers. These differences could lead learners to draw differ-
ent inferences from the same input, depending on who provides
it.

Figure 5. D prime as a function of group membership and in-group bias
(centered; the black dotted line represents in-group bias values equal to
zero). Error bars represent standard errors. See the online article for the
color version of this figure.
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Another hot topic in psycholinguistic is the role of prediction
in language learning and processing. Listeners are assumed to
constantly predict utterance continuations, and use the predic-
tion error (the difference between the actual input and the input
they predicted) to update their representations, and thus learn
(e.g., Chang, Dell, & Bock, 2006; Garrod, Gambi, & Pickering,
2014; Kuperberg & Jaeger, 2016). Current research attempts to
understand what information these predictions are based on and
to which cases learned information is generalized (Klein-
schmidt & Jaeger, 2015). Our results suggest that the identity of
the speaker could influence the granularity of the predictions
that listeners make, as well as how widely they would gener-
alize the patterns they encounter. For example, listeners might
be able to use speaker-specific information when predicting the
speech of an in-group member, but only be able to use group-
level information when predicting the speech of out-group
members. Furthermore, poor individuation of out-group sources
in people with high in-group bias may lead them to generalize
information learned from a specific out-group member to all the
out-group members. Imagine, for instance, what might happen
if a politician from a disliked party labels an event in a partic-
ular way (say as “fake news” or “national triumph”). A member
of an opposing party may overgeneralize the usage of this label
(“fake news”) to all members of that disliked party, thereby,
perhaps, feeding unfounded beliefs about the views of the
members of the disliked party. Further research should explore
the consequences of different speaker identities and listeners’
biases on language processing and learning as well as how
in-group bias modulates the role of social factors in learning,
processing, and transmitting language.
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Appendix A

Material Norming

Norming of Statements About Student Life

We generated 32 pairs of sentences about student activities and
student life such that each pair differed only in whether the
location or name of the activity implied that it took place at
Radboud or Groningen University (e.g., “I got to know most of my
friends during the activities organized for the Radboud/ Groningen
introductory week”). The 64 sentences were divided into two lists
and participants were randomly assigned to one of the two lists. In
this way, each participant only saw one sentence per pair. Twenty
Dutch volunteers studying at Radboud University participated in
an online survey. Their task was to indicate for each sentence how
representative it was of student life at (a) Radboud University or
(b) another university. Twelve pairs of sentences were selected,
such that at least 70% of participants agreed for each of the
sentences that it clearly represented either Radboud or another
university.

Norming of Labels and Images for Word Learning

The aim of the norming study was to select the object images
and labels for the word-learning task, such that target objects
would have at least two equally good labels. To do so, a two-phase
norming study was carried out. In each phase, a different group of
Dutch university students completed an online survey hosted on
LimeSurvey (LimeSurvey Project Team, 2015). Participants re-
ceived either university-credit or monetary compensation.

First Phase: Written Picture Naming

Eighteen volunteers (12 women; age M � 20.89, SD � 1.71)
participated. They saw 120 images of uncommon gadgets collected
from the Internet (e.g., a corn peeler) and provided potential labels
for them. After data collection, three Dutch native speakers cor-
rected misspelt forms and excluded redundant forms, as well as
regionalisms, non-Dutch forms, and inaccurate names (i.e., if the
object was confused with something else). The majority of the

elicited labels were nominal compounds with a semantic head (on
the right, as common in Dutch), which refers to the action or the
purpose of the gadget (e.g., peeler), and another noun (or com-
pound) referring to the object that receives the action (e.g., corn).
To ensure competing labels were comparable, labels not following
this structure were excluded at this stage. At the end of this
process, 116 out of the initial 120 items were selected. Each gadget
elicited between three and fourteen alternative labels.

Second Phase: Goodness-of-Fit Ratings

During the second phase, 40 university students (33 women; age
M � 19.67, SD � 1.96) were recruited for a new online survey.
The aim of the survey was to test how well the given labels
described the gadgets. The 116 objects selected in the previous
phase were pre-randomized and divided into three blocks. Six
different versions of the survey were created in order to counter-
balance the presentation order of the blocks. Each object was
individually presented along with all the given labels. Participants
had to rate how well each label described the item on a seven-point
scale (1 � inappropriate [i.e., ongeschikt], 7 � perfect name [i.e.,
perfecte benaming]). Participants were instructed that several la-
bels for a specific item could receive the same value if they were
equally good.

Next, paired t tests were performed on the ratings of all possible
pairwise combinations of labels for the same objects. Once we
identified pairs which did not statistically differ in ratings (p �
.05), we compared the frequency of their nominal constituents
using SUBTLEX-NL (Keuleers, Brysbaert, & New, 2010) to en-
sure they do not significantly differ in frequency either. For fillers,
we selected items with one label that was rated as significantly
better than all the other options (paired t tests, ps � .05).

Forty-one target and 43 filler items fulfilled the requirements.
To fulfill the requirements of another study that used the same
stimuli, we also ensured that items’ familiarity is not judged to
depend on level of education. Twelve target items and 12 fillers
met these criteria.

(Appendices continue)
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Appendix B

Perceptual Matching Task Results

Analyses Over RTs

Prior to analyses, trials with incorrect responses or with RTs faster
than 200 ms or slower than 2,100 ms were excluded. For these
confirmatory analyses, we selected only matching trials (i.e., in which
the logo of the university was displayed with the associated geomet-
rical shape) which referred to the in-group university and the out-
group university used in the study (i.e., Groningen University). We
then performed an outlier removal procedure by removing trials with
RTs 2.5 standard deviations or higher from the mean per condition

and per participant. The resulting dataset was analyzed using linear
mixed-effect model in which log(10)-transformed RTs were predicted
by the fixed effect for group membership (in-group [reference level]
vs. out-group; see Figure B1). We added per participant random
intercept and by participant random slope for group membership.
Results confirmed the usual trend for this task: Participants were
faster at recognizing in-group-related associations (M � 672 ms,
SD � 150 ms) than out-group-related associations (M � 735 ms,
SD � 176 ms; � � 0.08, SE � 0.01, t � 7.37, p � .0001).

(Appendices continue)

Figure B1. Density plot showing response time (RT) means per group membership. See the online article for
the color version of this figure.

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

905IN-GROUP BIAS INFLUENCES ENCODED INFORMATION



Analyses Over Accuracy

Prior to analyses, we selected only matching trials (i.e., in which
the logo of the university was displayed with the associated geo-
metrical shape) which referred to the in-group university and the
out-group university used in the study (i.e., Groningen University).
Responses’ accuracy on a single trial were analyzed using logistic
mixed-effect model with a fixed effect for group membership
(in-group [reference level] vs. out-group; see Figure B2). We
added per participant random intercept and by participant random
slope for group membership. Results confirmed the usual trend for
this task: Participants were better at recognizing in-group-related
associations (M � 96%, SD � 20%) than out-group-related asso-
ciations (M � 89%, SD � 31; � � �1.18, SE � 0.29, t � �4.73,
p � .0001).

Distribution of the Individual In-Group Bias

The in-group bias measure is z scored, therefore the values
around 0 do not correspond to actual 0 (see Figure B3).

Received December 19, 2018
Revision received August 2, 2019

Accepted August 13, 2019 �

Figure B3. Distribution of the individual in-group bias measure.

Figure B2. Density plot showing accuracy rates per group membership. See the online article for the color
version of this figure.
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