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Quantum link models are extensions of Wilson-type lattice gauge theories which realize exact
gauge invariance with finite-dimensional Hilbert spaces. Quantum link models not only reproduce
the standard features of Wilson’s lattice gauge theories, but also host new phenomena such as crys-
talline confined phases. We study the non-equilibrium quench dynamics for two representative cases,
U(1) quantum link models in (1+1)d and (2+1)d, through the lens of dynamical quantum phase
transitions. Finally, we discuss the connection to the high-energy perspective and the experimental
feasibility to observe the discussed phenomena in recent quantum simulator settings such as trapped
ions, ultra-cold atoms, and Rydberg atoms.

Introduction – Gauge theories play an important
role in physics ranging from the high-energy context [1]
to models for quantum memories [2] and effective low-
energy descriptions for condensed matter systems [3, 4].
Today, synthetic quantum systems, such as realized in
ultra-cold atoms in optical lattices and trapped ions,
promise to provide a controlled experimental access to
the unitary quantum evolution in lattice gauge theo-
ries (LGTs) [5–11], as demonstrated recently on a dig-
ital quantum simulator [12]. This perspective has stim-
ulated significant interest in the real-time dynamics of
LGTs [13]. LGTs display various important dynami-
cal phenomena, which are concerned with the evolution
of an initial vacuum subject to a perturbation, such as
the Schwinger mechanism or vacuum decay [14–17]. Re-
cently, it has been observed that the decay of a vacuum in
quantum many-body systems can undergo a dynamical
quantum phase transition (DQPT) [18, 19] appearing as
a real-time non-analytic behavior in the Loschmidt echo
or vacuum persistence probability [20, 21]. Up to now, it
is, however, an open question to which extent also gauge
theories can undergo DQPTs and what the consequence
would be for the general physical properties of such sys-
tems.

In this work, we investigate the vacuum dynamics of
U(1) lattice gauge theories exhibiting symmetry-broken
phases in equilibrium. Initializing the system in a
symmetry-broken vacuum, we study the real-time evo-
lution as a consequence of a Hamiltonian perturbation.
Instead of monitoring the full detail of the time-evolved
wave function in many-body Hilbert space, we investigate
the dynamics projected to the ground state manifold,
which is equivalent to the vacuum persistence probabil-
ity for the case of a unique vacuum. The information ob-
tained by the projection onto this subspace is illustrated
in Fig. 1a, where we represent the states in Hilbert space
by ordering them according to their order parameter ex-
pectation value. In this picture, the symmetry-broken
ground states of the initial Hamiltonian constitute ex-
tremal points, illustrated here for a broken Z2 symmetry
as studied in this work. For the more general case Zn
there will be more of such extremal points accordingly.
Starting in one of the vacua, the time-evolved quantum
many-body state traverses through Hilbert space, even-

tually crossing over to states closer to the other vacuum.
It is the property of the proposed projection onto the
vacua subspace to capture the switching between differ-
ent branches of Hilbert space. We find that such a switch-
ing can occur only in a nonanalytic fashion implying a
DQPT in nonequilibrium real-time dynamics. A signa-
ture of the switching and the DQPT can be detected
from local observables via the order parameter that has
to change sign in the proximity respective point in time.

FIG. 1. (a) Schematic plot of the wave function dynamics
in Hilbert space of the considered lattice gauge theories. The
two symmetry-broken ground states |ψ±〉 represent extremal
points, where the order parameter takes maximal absolute
value. Starting at |ψ−〉 the state explores the Hilbert space.
The projection onto the ground state manifold classifies the
state according to whether the state is closer to |ψ−〉 or |ψ+〉
(blue or red). (b) The dynamics of the dominant rate func-
tion λ(t) of the full return probability. The blue and red colors
represent the dominant components λ−(t) and λ+(t), respec-
tively. The vertical dashed lines mark the times when λ(t)
has kinks and undergoes a DQPT, switching between the two
components. We compare λ(t) to the dynamics of the order
parameter E(t) (c) and the fermionic matter particle density
n(t) (d).

Quantum link models – Gauge theories are theories
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with hard local constraints enforced via Gauss Law,
and can be defined non-perturbatively on a lattice [17].
Within the Wilson formulation of LGTs, the gauge
fields are defined on the bonds connecting the lattice
sites, where matter fields reside. Quantum link mod-
els (QLMs) extend Wilson’s LGT formulation using
finite-dimensional Hilbert spaces for gauge fields [5, 22].
On the one hand, such finite-dimensional Hilbert spaces
are often easier to simulate numerically yielding a com-
putational advantage. On the other hand, such LGTs
can also exhibit a host of physical phenomena, qualita-
tively different from Wilson’s LGT, such as crystalline
confined and deconfined phases [23–29], existence of soft
modes [30], deconfined Rokshar-Kivelson points [31], and
the realization of massless chiral fermions [32]. In this
work, we go beyond the equilibrium context and con-
sider the quench dynamics of U(1) invariant QLMs with
spin-1/2 quantum links both in (1 + 1)d and (2 + 1)d.
We concentrate on the gauge-field dynamics, which in
(1 + 1)d is achieved minimally by a coupling of the U(1)
quantum links to matter fields residing on the lattice site,
while in (2 + 1)d the gauge fields generate their own dy-
namics without the need to couple to matter degrees of
freedom. The Hamiltonian for the (1+1)d system of size
L is:

H1D = −κ
L−2∑
x=0

(ψ†xUx,̂iψx+î + h.c.) +

L−1∑
x=0

mpxψ
†
xψx,(1)

where ψ†x(ψx) denotes the matter fermion cre-
ation(annihilation) operator on site x; m > 0 is
the bare mass of the fermions; Ux,̂i is the quantum
link operator representing the gauge field on the link
connecting sites x and x + î where î is the unit vector
for the 1d lattice; px = (−1)x and L is the number
of matter fields where the total number of degrees of
freedom is Ns = 2L. We define the Hamiltonian using
open boundary condition where the effect on the bulk
physics is negligible at the thermodynamic limit. The
Hamiltonian we study for the (2 + 1)d system is:

H2D =
∑
�

−J
(
U� + U†�

)
+ V

(
U� + U†�

)2
, (2)

where U� = Ux,̂iUx+î,ĵU
†
x+ĵ,̂i

U†
x,ĵ

and î, ĵ denote the unit

vectors for the square lattice.
Both Hamiltonians exhibit a U(1) gauge symmetry

generated by Gx = ψ†xψx −
∑
µ̂ (Ex,µ̂ − Ex−µ̂,µ̂) where

[H,Gx] = 0. When the theory is coupled to fermions,

the gauge symmetry is generated by G̃x = Gx + (−1)x+1
2

and
[
H, G̃x

]
= 0. The Eq. (2) has only gauge fields

where Gx =
∑
µ̂ (Ex,µ̂ − Ex−µ̂,µ̂). The gauge-field oper-

ator is canonically conjugate to the electric field operator,

i.e.,
[
Ex,µ̂, Ux′,µ̂′

]
= Ux,µ̂δx,x′δµ,µ′ and

[
Ex,µ̂, U

†
x′,µ̂′

]
=

−U†x,µ̂δx,x′δµ,µ′ . For the spin-1/2 QLM model we con-

sider, they are Ux,µ̂ = S+
x,µ̂, U†x,µ̂ = S−x,µ̂ and Ex,µ̂ = Szx,µ̂

where S+
x,µ̂, S

−
x,µ̂ are the spin raising/lowering operators.

In the above equations, we have dropped the electric field
energy contribution HE = g2

∑
x,µ̂E

2
x,µ̂, which only gives

a constant energy offset for the case of the considered
spin-1/2 quantum links. In the following, we will study
the real-time quench dynamics of H1D and H2D.

Before discussing the equilibrium phases of the specific
models H1D and H2D and our results on the dynamics,
we aim to motivate first our study of the vacuum dy-
namics and its connection to equilibrium and dynamical
quantum phase transitions in general.

κc
m 1.6 1.8 2.0 3.0κ/m

1.0

2.0

mτη

L = 24

L = 48

τλ(κ)

τE(κ)

τn(κ)

FIG. 2. The timescales τλ, τE and τn, as defined in Fig. 1(b-
d), as a function of the coupling κ in the final Hamiltonian
for two system sizes L = 24, 48. For κ not too close to κc
of the underlying quantum phase transition the timescales τλ
and τE (in contrast to τn) are close to each other.

Vacuum dynamics and dynamical quantum phase
transitions– As outlined before, we aim to study the
dynamics in U(1) QLMs from initial symmetry-broken
ground states |ψα〉, |ψβ〉, where α, β = 1, . . . ,M labels
the set of M states in the ground-state manifold. Moti-
vated by the recent experiment [12], we choose the ini-
tial system parameters such that |ψα〉 are product states.
After the quantum quench, the state |ψα(t)〉 = U(t)|ψα〉,
with U = e−iHt and H = H1D or H = H2D, explores
the Hilbert space of the quantum many-body system.
Instead of tracking the full detail of this evolution, we
characterize the state’s main properties by the projection
onto the ground state manifold of the initial Hamilto-
nian via the probabilities Pβ(t) = |〈ψβ |ψα(t)〉|2, which,
as we will show, provides basic insights to characterize
the gauge-field dynamics.

The return probabilities Pβ(t) also play a central role
in the theory of DQPTs [19]. While equilibrium phase
transitions are driven by external control parameters,
at DQPTs a system exhibits nonanalytic behavior as
a function of time and therefore caused solely by in-
ternal dynamics [18]. DQPTs have been initially de-
fined for the case of a unique initial ground state |ψ0〉.
It has been a key observation that the return ampli-
tudes G(t) = 〈ψ0|e−iHt|ψ0〉 resemble formally equilib-
rium partition functions at complex parameters, which
have been studied already in the equilibrium case using
the concepts of complex partition function zeros [33–35].
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As a consequence, there exists a dynamical counterpart
g(t) = N−1s log[G(t)] to a free energy density, which can
become nonanalytic at critical times. While it is impor-
tant to emphasize that this identification is of formal na-
ture and g(t) is not a thermodynamic potential, it has in
the meantime been shown that central properties of equi-
librium phase transitions can also be shared by DQPTs.
This includes the robustness against perturbations [36–
39], the existence of order parameters [39–47], or scaling
and universality [38].

For the case of degenerate ground state manifolds as
we study here, it has turned out to be very useful to
generalize G(t) to the full return probability P (t) =∑M
β=1 Pβ(t) [20, 43–50]. Since Pβ = e−Nsλβ(t) for

Ns → ∞ with λβ(t) intensive [48], there is always a
dominant contribution for P (t) in the sense that for
λ(t) = −N−1s log[P (t)] we have λ(t) ≡ minβ({λβ(t)})
when Ns → ∞ [48]. Whenever during the dynamics
the dominant branch switches from one to the other vac-
uum, one obtains a kink in λ(t) and therefore a DQPT.
This insight has been used to identify DQPTs in a recent
trapped-ion experiment [20] will also be utilized here to
determine DQPTs in U(1) QLMs in that we compute
λ(t) via λ(t) = minβ({λβ(t)}).

In the following, we study the vacuum dynamics for
U(1) QLMs using numerical methods. For the (1 + 1)d
case, we map the model to a spin model through Jordan-
Wigner transformation and study the problem by means
of the time-evolving block decimation (TEBD) algo-
rithm [51–53] and for the (2+1)d case, we use a Lanczos-
based exact diagonalization (ED) [54].

(1+1)d U(1) QLM and quench protocol– In equilib-
rium, the model in Eq. (1) exhibits a quantum phase
transition at κc = (0.655)−1m = 1.526m within the
2d Ising universality class separating a symmetry-broken
phase (κ < κc) from a paramagnetic one (κ > κc) with
the order parameter E = L−1

∑
x〈Szx,̂i〉 [8, 55].

In the following, we study the quench dynamics in this
model. In (1+1)d, the staggered fermions can be con-
verted to local spin operators through Jordan-Wigner
transformation. We prepare the system initially at κ = 0
in one of the two ground states |ψ±〉 = |±〉S⊗|0101 . . . 〉ψ
with |0101 . . . 〉ψ the bare vacuum for the matter de-
grees of freedom without any particle, see also Fig. 3
(a), and |+〉S = | ↑ . . . ↑〉, |−〉S = | ↓ . . . ↓〉 de-
noting the fully polarized states for the gauge fields on
the links. Without loss of generality, we start from
|ψ−〉. When t > 0, we suddenly turn on κ > 0
and monitor λ(t), E(t) and the matter particle den-

sity n(t) ≡ L−1
∑L−1
x=0 (−1)xψ†xψx + 0.5. In (1 + 1)d,

the latter can also be identified with the chiral con-
densate, which, however, is specific to our model and
doesn’t hold for other systems. We calculate λ(t) via
λ(t) = min(λ+(t), λ−(t)) where λ±(t) = −L−1 log[P±(t)]
and P±(t) = |〈φ±|ψ−(t)|2 with |φ−〉 = |ψ−〉 and |φ+〉 =

ψ†0ψL−1U
†
L−1,̂i|ψ+〉 Using the states |φ±〉 instead of |ψ±〉

is necessary because we use for our numerics open bound-

ary conditions, where |ψ±〉 are dynamically decoupled.
However, they can be almost transformed into each other
up to one particle-hole excitation at the two edges of the
chain, which is accounted for by defining |φ±〉. For de-
tails see [56].

FIG. 3. (a) Illustration of the initial product state for the
(1 + 1)d quantum link model at κ = 0. The filled/hollow
circles are the particle/antiparticle field sites, the crosses are
the gauge field sites, separated by color blocks. The rows with
horizontal arrows are the fermionic representation of the state.
The two symmetry breaking ground states |ψ±〉 are shown.
The lower three rows are the wave function representation
using spin states. (b) Particle-antiparticle pairs can propagate
upon flipping the intermediate gauge spins. (c) The matter-
gauge link interaction couples two shaded blocks. (d) The
dynamics of λ(t), E(t), and n(t) upon changing κ.

In Fig. 1 we show numerically obtained data for a
quench across the underlying quantum phase transition
to κ = 3m > κc. We observe DQPTs in λ(t) at a series
of critical times in the form of kinks caused by a cross-
ing of the two rate functions λ+(t) and λ−(t). Thus,
the DQPTs mark those points in time where the time-
evolved state |ψ−(t)〉 switches between being closer to
|ψ+〉 to being closer to |ψ−〉 and vice versa. With this
one can classify |ψ−(t)〉 with either positive or negative
order parameter values, respectively, see the general per-
spective provided in Fig. 1(a). This information allows us
to conclude that E(t) has to change sign across a DQPT.
Accordingly, E(t) develops an oscillatory behavior for a
sequence of such DQPTs, as we find indeed for our nu-
merical data, see Fig. 1(c). Thus, from the projected vac-
uum dynamics we obtain useful information of the time
evolution of the full quantum many-body state. While
the aforementioned classification of the state allows us to
conclude on the order parameter dynamics, the particle
density n(t) behaves differently, as we will study in more
detail below. In this way, n(t) and λ(t) are not directly
correlated to each other, which is different from the from
the Schwinger mechanism of particle-antiparticle produc-
tion where the vacuum persistence probability is directly
linked to n(t) [14]. Even though Gauss law bridges the
dynamics of matter field and gauge field, it does not
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give a direct link between E(t) and n(t), but rather gives

n(t) = 2L−1
∑L−1
x=0 (−1)xEx,̂i(t) up to constant terms.

In order to make the connection between the stud-
ied observables quantitative, we compare the timescales
τλ, τE and τn defined in Fig. 1 as a function of κ for
κ > κc, which we show in Fig. 2. For κ not too close
to κc we find that τλ ≈ τE whereas the oscillation pe-
riod for τn < τλ, τE is different. Upon approaching κc
we observe the increasing influence of finite-size effects
and that τλ and τE start to deviate from each other. We
attribute this difference to the way we numerically ob-
tain these timescales. Ideally, these periods would have
been obtained by studying the oscillations for many cy-
cles by performing a Fourier analysis. Especially close to
the equilibrium critical point, however, the involved time
scales become large which allows us to reach reliably only
the first two DQPTs. As a consequence, we estimate the
oscillation frequency consistently over the full set of κ by
the time difference between the second and first DQPT.
Analogously, we define τE and τn as the time between
the first two zeros of E(t) and first two maxima of n(t),
respectively.

When we lower κ < κc, the rate function does not de-
velop a singularity anymore and no DQPT is observed
within the time window of simulation, see Fig. 3(d). Fol-
lowing the picture in Fig. 1(a) we conclude that the sys-
tem never switches to the other symmetry-broken sector
and therefore does not reach the other basin of states re-
lated by the Z2 symmetry. As a consequence, the order
parameter does not change sign during dynamics.

(2+1)d U(1) QLM- After analyzing the (1+1)d QLM,
we now go one step further to the (2 + 1)d case, where
the gauge fields can generate non-trivial dynamics with-
out coupling to matter fields, see Eq. (2). The first term
in Eq. (2) describes quantum tunneling between config-
urations, which satisfy the Gauss law, flipping all spins
on the given plaquette. The second term is the potential
term which prefers to maximize the number of flippable
plaquettes. Recent studies of this model show new types
of crystalline confined phases in equilibrium [26, 28]. For
V < Vc ≈ −0.38, the ground states, |ψ±〉, spontaneously
break the lattice translation, T , as well as charge conju-
gation, C. For V = −∞ the ground states are product
states of maximum number of flippable plaquettes with
different chirality of E fields [56]. At V = Vc, the sys-
tem undergoes a weak first-order transition into a phase
which only breaks the T symmetry by one lattice spacing.

We study a quench process similar to (1 + 1)d case.
For t ≤ 0, we choose V = −∞ such that our sys-
tem is prepared in a product states, |ψ−〉, say. When
t > 0, we switch V to V = 0 and evolve the state us-
ing Uf (t) = e−iH2Dt. In Fig. 4(a) we monitor λ(t) and
the order parameter, which now exhibits two components
Mη(t) with η = A,B. We observe a decisive signature of
a DQPT in λ(t) with only a weak drift for increasing sys-
tem size. This DQPT again marks the sharp transition
between the two branches illustrated in Fig. 1(a). Ac-
cordingly, we expect a crossover of the order parameter

FIG. 4. DQPT in the (2+1)d U(1) QLM. The dimensionless
time, t, uses J−1 as time scale. The quench dynamics using
Lanczos-based ED for system size 4× 4 (32 spins), 4× 6 (48
spins) and 6×6 (72 spins). (a) The dynamics of the rate func-
tion after quench. (b) The dynamics of the two-component
order parameter defined as the height patterns of the pla-
quettes in the two sublattices, A and B, of the square lat-
tice. (c) The dynamics of the order parameter after quench
in the (MA,MB) plane. The two red points represent the or-
der related by charge conjugation symmetry, C which trans-
form MB → −MB [28]. Under a lattice translation, the order
parameter gets reflected about the red dashed line.

MB(t) associated with the classification, vanishing at the
critical time. While finite-size effects are still substantial
for the individual Mη(t), one can observe in Fig. 4(c) that
the crossing to the other branch in the two-component
order parameter plane remains stable upon increasing
system size. From Fig. 4(c) we can conclude that the
two-component order parameter can move through the
path joining C partners, but not the T partners. On the
studied time scales, MA(t) therefore does not melt sug-
gesting that the system does not yet restore the lattice
translation symmetry.

Conclusion- The study of dynamics of the lattice gauge
theories holds the potential to shed light on many of the
dynamical properties encountered in the phenomenol-
ogy of high energy physics and of the early universe.
The quenched dynamics of the chiral condensate of the
Schwinger model can perhaps be used to qualitatively
model the analogous behavior of the condensate of the
QCD vacuum in strong external magnetic fields [57, 58]
which might occur in heavy-ion collisions or might have
influenced structure formation in the early universe. The
Hamiltonian evolution of the symmetry broken ground
state in (2+1)d guided by the unbroken symmetries is
another aspect which might be argued to hold beyond
the systems considered here and help understand the dy-
namics of confining theories in nature.

The Hamiltonian with gauge symmetry has been pro-
posed to be realized in quantum simulators [5, 59] such
as quantum circuits [60] , trapped ions [7], ultracold
atoms [61] and Rydberg atoms [62]. Initial product
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state wave function can be prepared with high fidelity
[20, 63, 64]. To observe the dynamics of the order pa-
rameters and particle density, the experiments need to
have local addressability which is possible for quantum
simulators such as trapped ion and Rydberg atoms ex-
periments. The observation of kinks of Loschmidt echo is
challenging, which, however, has been mastered in a re-
cent trapped ion experiment [20], the photonic quantum
walks system [43, 45] and superconducting qubit simula-
tion [44].
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Appendix A: TEBD

After the Jordan-Wigner transformation, the one-
dimensional model is simplified as:

H1D =
∑
x

mpx

(
1

2
+ σzx

)
− κ

(
σ+
x S

+

x,̂i
σ−x+1 + h.c.

)
.

(A1)

Here, σ and S are spin-1/2 operators, representing the
matter fields on the sites, and the gauge fields on the
bonds, respectively.

Symmetries– The Hamiltonian is invariant under the
symmetry C and P.
Charge conjugation, C

σ±x → (−1)x+1σ∓x+1 (A2)

S±
x,̂i
→ S∓

x+1,̂i
(A3)

The parity transform, P

σ±x → σ±−x (A4)

S±
x,̂i
→ S∓−(x+1),̂i

(A5)

The matrix product state representation is a very ef-
ficient way to store many-body quantum states[52]. At
equilibrium, the representation has efficient ways to lower
the energy of the variational wave function leads to the
success of DMRG which allows us to simulate the quan-
tum states using a classical computer. The TEBD al-
gorithm uses the same strategy to store how many-body
wave function and evolve the state in real time[51]. We
start with the MPS wave function and evolve the state
using Trotter-Suzuki decomposition of the time-evolution
operator as shown in Fig. 5.

In our simulation, we use open boundary condition. In
the calculation of Loschmidt echo, instead of using |ψ+〉
directly, we use the wave function |ψ′+〉 where some of the
spins at the boundary are modified as shown in Fig. 6.
We modify the spin configuration to avoid applying Trot-
ter gate across the system. Here only the boundary spin
configurations are modified, the additional energy cost
at the boundary will be negligible at the thermodynamic
limit.

Appendix B: Lanczos-based ED

Lanczos-based ED is a powerful tool to explore the
dynamics of QLM not only because it exploits the lo-
cality of physical Hamiltonian but also it automatically
takes care of the gauge invariance. The Lanczos-based
ED studies the exact dynamics within the Krylov sub-
space constructed by successively applying the Hamilto-
nian to an initial state, |φi〉. Because both the Hamil-
tonian and state are gauge invariant, the Krylov sub-
space,

{
|φi〉, H|φi〉, · · · , HM |φi〉

}
, is automatically gauge

v12 v11 v10 v9 v8 v7 v6 v5 v4 v3 v2 v1

h(1, 2, 3)

h(3, 4, 5)

h(5, 6, 7)

h(7, 8, 9)

h(9, 10, 11)

h(11, 12)

u1u2u3

u3u4u5

u5u6u7

u7u8u9

u9u10u11

u11u12

FIG. 5. The scheme for the time-evolution of the wave func-
tion. h(i, j, k) represent the three spin Trotter gate for sites
i, j and k. The initial wave function is represented by blue
circles. We act the three spin gates on the initial wave func-
tion. After the gate application, we decompose the three site
tensor by singular-value on the two middle links and get the
three red tensors. At the boundary, we only have two-spin
Trotter gate which contains only mass term. Then we apply
the gates in backward order to finish one time-step. We use
time step δt = 0.02 and truncation error to be 10−15. The
result has no significant change with truncation error 10−8.

FIG. 6. The wave function with boundary spins modified.

invariant. Instead of selecting physical states with a cer-
tain winding number and generating couplings within
that sector, the Lanczos-based method automatically se-
lects relevant states in the sector at runtime. Taking
advantage of the extreme sparse condition, we are able
to explore the quench dynamics through Lanczos-based
ED up to a system with 6 × 6 plaquettes, equivalent to
72 spins. We benchmark our result with 4 × 4 exact
diagonalization where we enumerate all the gauge invari-
ant states and coupling explicitly. The Lanczos-based
ED with M = 20 reproduces the exact result using full
ED in the time window of study. The implementation of
Lanczos-based ED can be found in various articles in the
literature [54, 65].
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Appendix C: long time dynamics at the m = 0 limit

We explore the time evolution of (1+1)d QLM for sys-
tem size L = 24 for longer times κt = 18, and at the
m = 0 limit. Such choice is equivalent to go to κc = 0
limit. We find a strong boundary effect in the rate func-
tion of Loschmidt echo for κt ' 7. We show κt < 6 in
Fig. 7.

FIG. 7. Long time evolution at the m = 0 limit.

We can observe E(t) oscillating around E = 0 as ex-
pected since the system is expected to have an equal
probability of Sz

x,̂i
= ± 1

2 . n(t) oscillates near n = 1
3 .

At long time limit, we expect the system to explore all
possibilities. A naive estimation for n(t) for long times
is 1/2 since the probability to be at vacuum and create a
particle should be the same. However, this does not con-
sider Gauss law. The fact that n(t) approaches 1/3 in-
stead of 1/2 is because the long time limit can be consid-
ered as the infinite temperature limit where only Gauss
law governs the dynamics. If we consider the constraints
are independent for each gauge-particle-gauge unit, only
three configurations can satisfy the Gauss law. That is,
| ↓ 0 ↓〉, | ↑ 0 ↑〉, | ↓ 1 ↑〉. Only one of the configura-
tion has particle excitation which gives the expectation
value of 〈n〉 = 1

3 . The mean value of 1
3 suggests the

role of Gauss law. This simple argument, however, as-
sumes every unit is independent, which is not true for the
many-body dynamics. The precise value for the longtime
evolution considering finite size effect requires more sys-
tematic study, which is beyond the scope of this work.

Appendix D: Definition of two component order
parameter

The height variable is an alternative way to denote the
flippability of the plaquettes and is defined on center of
the plaquettes. They take values of + and − and choose
the convention that the lower left plaquette has height
+1. The nearby height variable is defined according to
the spin configuration on the edge of the plaquette. If the
spin configuration on the link is pointing toward +î,+ĵ
direction, the two plaquettes sharing that edge have op-
posite heights, otherwise, the heights stay the same. The
height configurations for the two ground states at Λ =∞
are shown in FIG. 4 (b). Using the height variable, the
two-component order parameter is defined as the height
order in sub-plaquette A and B. We use the grey back-
ground to represent the A sub-plaquette. The order pa-

rameter is defined as M̂η = N−1P
∑
i∈η c

η
i ĥ

η
i where ĥηi is

the operator that measures the height variable on pla-

quette i, cηi = 〈φ+|ĥηi |φ+〉 is the height value for the
plaquette i on sub-plaquette η of state |φ+〉, and Np is
the total number of plaquettes of the system. Using this
definition the order parameter for |φ±〉 is (MA,MB) =(
〈φ±|M̂A|φ±〉, 〈φ±|M̂B |φ±〉

)
= (0.5,±0.5).

FIG. 8. (a) The tunneling process between two allowed con-
figurations. (b) The height representation we use in this work.
We use the two ground states to represent the phase conven-
tion h(φ+) and h(φ−). (c) The height representation defined
in Ref. [28], where we can identify {0, 1} with {+,−} on
sub-plaquette A(grey plaquettes) and

{
1
2
,− 1

2

}
with {−,+}

on sub-plaquette B (white plaquettes). As a bookkeeping no-
tation, the definition will not change our understanding of the
physics.
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