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We investigate the relaxation dynamics of an interacting Stark-localized system coupled to a
dephasing bath, and compare its behavior to the conventional disorder-induced many body localized
system. Specifically, we study the dynamics of population imbalance between even and odd sites, and
the growth of the von Neumann entropy. For a large potential gradient, the imbalance is found to
decay on a time scale τ that grows quadratically with the Wannier-Stark tilt. For the non-interacting
system, it shows an exponential decay, which becomes a stretched exponential decay in the presence
of finite interactions. This is different from a system with disorder-induced localization, where the
imbalance exhibits a stretched exponential decay also for vanishing interactions. As another clear
qualitative difference, we do not find a logarithmically slow growth of the von-Neumann entropy as
it is found for the disordered system. Our findings can immediately be tested experimentally with
ultracold atoms in optical lattices.

Many body localization (MBL) [1–4], which describes
the failing of an interacting system with quenched dis-
order to thermalize, has attracted widespread attentions
in recent years, both theoretically [5–11] and experimen-
tally [12–16]. Over the past decade, studies have uncov-
ered a rich variety of unique and interesting properties
of MBL phases, such as logarithmic growth of entangle-
ment [5, 6], the emergence of an extensive set of quasi-
local integrals of motion [7–9], the existence of many-
body mobility edges [10, 11], and so on.

So far, most of the studies on MBL are based on dis-
ordered system. However, it is a very intriguing question
whether MBL can be achieved also without disorder. The
idea of disorder-free localization can be traced back to the
early work on interaction-induced localization [17]. A lot
of efforts have been devoted to the possibility of MBL in
translation-invariant systems [18–28]. Most of them are
based on the mixture of two species of particles [18–22],
where one species effectively acts as a disorder poten-
tial. However, a recent study [22] concludes that these
models show only transient localized behavior, which ul-
timately becomes delocalized at long times. Recently,
two papers [29, 30] explored another direction by look-
ing for MBL-like behavior in interacting Wannier-Stark
localized systems. These models are shown to exhibit
nonergodic behavior as indicated by their spectral and
dynamical properties.

In search for evidence of MBL in the absence of disor-
der, all the previous studies focus on closed (isolated) sys-
tems and show several hallmarks of MBL in their models.
On the other hand, in recent years, the imperfect experi-
mental environment has excited an intense interest in the
effect of dissipation on MBL [31–45]. When the system is
coupled to environments with broad spectrum, the MBL
phase will eventually be destroyed. However, the relax-
ation can be extremely slow in the open disorder-induced
MBL systems [31, 32].

∗ lnwu@pks.mpg.de
† eckardt@pks.mpg.de

Here, we explore the fate of disorder-free localization
in the presence of dissipation. Specifically, we study
the Wannier-Stark localized system [29, 30] coupled to
a dephasing bath. This type of dissipation, which has
been studied in a number of recent papers [31–34, 46],
is particularly relevant for experiments with ultracold
atoms in optical lattices, where it is induced by the off-
resonant scattering of lattice photons via spontaneous
emission [36, 47].

Starting from a density-wave state with one fermion
on every other site of a one-dimensional lattice, we in-
vestigate the dynamics of population imbalance between
even and odd sites, and the growth of von Neumann en-
tropy. In the limit of strong localization, the relaxation
dynamics is found to become very slow and dependent
on the field gradient. However, the way both entropy
and imbalance relax is found to be qualitatively different
from the case of disorder-induced MBL systems [31, 32].

The model under consideration is a chain of interacting
spinless fermions with open boundary conditions, subject
to a strong electric field, with Hamiltonian

H = J
M−1∑
i=1

(
c†i ci+1 + c†i+1ci

)
+

M∑
i=1

Wini + V

M−1∑
i=1

nini+1.

(1)

Here the operator c†i creates a fermion on lattice site i,

and ni = c†i ci is the associated number operator. The
first term in (1) denotes tunneling between nearest neigh-
bor sites with rate J . The second term is the on-site po-
tential describing the applied static gradient, Wi = −ri .
The last term describes the nearest-neighbor interactions
with strength V .

The non-interacting system (in the thermodynamic
limit) exhibits the well-known Wannier-Stark effect [49],
where the particles are localized due to the linear poten-
tial. In the Wannier representation, the single-particle
eigenstates [50] take the form |k〉∞ =

∑
i Ji−k(λ)|i〉,

where Jn(λ) is the Bessel function of the first kind with
argument λ = −2J/r. The associated eigenenergies
Ek = −rk form the Wannier-Stark ladder with equal
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FIG. 1. Dynamics of the population imbalance between even and odd sites, I, for non-interacting system from the initial
charge-density-wave state. (a) I as a function of γt for M = 8. (b) − log(I) as a function of the scaled time t̃ = γt(J/r)2 for
M = 8. The black dot-dashed line denotes the simple expression given in Eq. (8). The inset shows the stretching exponent

β of the fitting curve I = I0e
−(t/t0)

β

as a function of field gradient r. The dashed line is a guide to the eye. (c) − log(I) at
r = 15J for different system sizes M . The black dot-dashed lines are fitting curves based on exponential decay function. For
all the plots, the solid lines denote the results obtained by numerical integration of the master equation (2) (M = 8) or by
time evolving a density matrix in tensor-product form with Trotter Gates using the ITensor library [48] (M ≥ 20). The dashed

(dotted) lines depict the approximated imbalance I (Ĩ) from the classical rate equations (6), which overlap with (M = 8) or
smoothly connect to (M ≥ 20) the solid lines at late times. The dissipation rate is γ = 0.1J .

level splittings determined by the electric field. When
interactions are turned on, the system is shown to re-
main localized above a critical potential gradient r and to
exhibit non-ergodic behavior analogous to conventional
MBL [29, 30], such as logarithmic growth of entangle-
ment entropy, Poissonian level statistics, etc. [51].

We couple the system to a dephasing bath that couples
to the on-site occupations and which can be interpreted
as a structureless environment allowing for energy ex-
change at all scales. Such a dissipation can be engineered
in experiments with ultracold atoms via the off-resonant
scattering of lattice photons [36, 47]. It drives the system
towards infinite-temperature state in the long-time limit.
The full dynamics of the system can be described by a
master equation of Lindblad form [52],

dρ

dt
= −i [H, ρ] + γ

M∑
i=1

(
niρni −

1

2
n2i ρ−

1

2
ρn2i

)
, (2)

where ρ is the system’s density matrix and γ > 0 sets the
coupling to the bath.

In order to study ergodicity breaking in the open sys-
tem, let us first investigate the dynamics of population
imbalance between even and odd sites,

I(t) =
Neven(t)−Nodd(t)

N
. (3)

Being easily accessible, this quantity is widely used in ex-
periments [12, 14, 36, 53, 54] to quantify the memory of
the initial conditions. We choose a charge-density-wave
state with every second lattice site occupied as an initial
state, which is also the usual choice in experiments. For
the isolated system in the MBL phase, the imbalance ap-
proaches a finite value in the steady state [29, 30]. Such
a memory of the initial condition can no longer be main-
tained in the presence of dissipation.

Figure 1(a) shows the dynamics of the imbalance I
for non-interacting systems (M = 8) with different field
gradients r. The imbalances (solid lines) oscillate at short
times t < 1/γ and then decay to zero at a rate that is
found to depend on the field gradient r. We show− log(I)
for large r in a logarithmic plot as a function of the scaled
time t̃ = t/τ with

τ = γ−1(r/J)2 (4)

in Fig. 1(b). The results (solid lines) collapse onto each
other from the time where decay sets in. The decay is
found to be approximately exponential. By fitting it to

a stretched exponential function I = I0e
−(t/t0)β , we get

a stretching exponent β ' 0.9 close to 1 at a large field
gradient r, as shown in the inset of Fig. 1(b) [see Fig. S2
in Supplementary Material for more details of the curve
fitting]. The slightly stretched exponential behavior is a
finite-size effect: it approaches an exponential decay as
system size increases, as shown in Fig. 1(c). This decay
behavior is different from that for disorder-induced lo-
calization [32]. There the population imbalance exhibits
a stretched exponential decay with stretching exponent
β ' 0.38 for the non-interacting system under dephasing
noise. This behavior is attributed to the different decay
rates at distinct parts of the system due to fluctuations
in the disorder strength, which are absent in our model.

To explain the observed behavior in our model, let us
study the dynamics of the mean occupations in the eigen-
basis. The dephasing noise leads to the decay of the
off-diagonal elements of the density matrix in the eigen-
state basis due to rapid oscillations, resulting in a diag-
onal density matrix for long-time evolution [32, 45, 55].
Hence, the equation of motion for the mean occupation of
the eigenstate 〈ñk〉 can be well described by the following
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classical rate equation

〈 ˙̃nk〉 = γ
∑
q

(Rkq〈ñq〉 −Rqk〈ñk〉), (5)

where the jump rate Rkq =
∑
i |ψ∗ikψiq|2 = Rqk depends

on the overlap of the two involved single-particle wave-
functions, |k〉 =

∑
i ψik|i〉, |q〉 =

∑
i ψiq|i〉.

For a strong field, r � J , we take the Wannier-Stark
states for the infinite system as the eigenstates for the
finite-size system considered here, i.e., ψik = Ji−k(λ),
which turns out to be a good approximation as shown
later. Due to the strong localization of the eigenstates,
the rate in Eq. (5) is dominated by R1 ≡ Rk,k±1 '
2J0(λ)2J1(λ)2 ' λ2/2, which connects nearest neighbors.
Hence, Eq. (5) can be reduced to

〈 ˙̃n1〉 = γR1 (〈ñ2〉 − 〈ñ1〉) ,
〈 ˙̃nk〉 = γR1 (〈ñk+1〉+ 〈ñk−1〉 − 2〈ñk〉) , for 1 < k < M

〈 ˙̃nM 〉 = γR1 (〈ñM−1〉 − 〈ñM 〉) , (6)

whose explicit solution is given in the Supplemental Ma-
terial. Note that to obtain the population imbalance, we
need the mean occupation in real space 〈ni〉. While for a
large r, we have 〈ni〉 =

∑
k Ji−k(λ)2〈ñk〉 ' 〈ñi〉. The re-

sulting population imbalance from 〈ni〉 (〈ñi〉) is shown as
dashed (dotted) lines in Fig. 1. Of course this approxima-
tion is not able to capture the short-time oscillations due
to the neglect of off-diagonal terms in the density matrix.
Nevertheless, for the long-time evolution, it agrees well
with the exact solution (solid lines) obtained by numer-
ical integration of the master equation (2) (for system
with M = 8 sites).

In order to get a simple expression for the imbalance,
we make a further approximation. From Eq. (6), we
can obtain the time evolution of the population in even

and odd sites, ˙̃Neven = − ˙̃Nodd = 2γR1(Ñodd − Ñeven) −
γR1 (〈ñ1〉 − 〈ñM 〉). Thus, the dynamics of the popula-
tion imbalance is governed by

˙̃I ≡
˙̃Neven − ˙̃Nodd

N
= −4γR1Ĩ − 2γR1

〈ñ1〉 − 〈ñM 〉
N

.(7)

By neglecting the edge term ∝ (〈ñ1〉 − 〈ñM 〉) /N , we ar-
rive at

Ĩ ' Ĩ(0)e−4γR1t = Ĩ(0)e−8t̃ = Ĩ(0)e−8t/τ . (8)

This simple expression is shown by the black dot-dashed
line in Fig. 1(b). It explains the observed approximately
exponential decay of the imbalance on the time scale τ
[Eq. (4)]. By comparing it with the results from Eq. (7)
(dotted lines, which overlap with the solid lines at long
times), we can see that the edge term leads to the devia-
tion from the exponential decay for t̃ > 1. This is further
confirmed in Fig. 1(c), where the edge effect becomes
weaker for a larger system.

Let us now investigate the role of interactions. For
a large potential gradient r with V J/r2 � 1, based on
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FIG. 2. Dynamics of the imbalance for interacting systems
(orange solid line) from the initial charge-density-wave state.
As a comparison, the result for non-interacting case is shown
as blue line. The black dot-dashed line in (a) is the approxi-
mated result obtained from the simple equations in (9) by us-
ing 〈ni〉 =

∑
k |ψik|2〈ñk〉. The dashed lines in (b) are fitting

curves based on a stretched exponential function I0e
−(t/t0)

β

.
The inset shows the stretching exponent β as a function of in-
teraction strength V . The parameters are M = 8, γ = 0.1J ,
r = 9J , ε = 2.2.

the perturbation theory to the leading order in V [32],
the dynamics of the mean occupations in the eigenbasis
is approximately governed by

〈 ˙̃nk〉 = γ
∑
q

Rkq(〈ñq〉 − 〈ñk〉)

+γ

(
ε
V J

r2

)2

(〈ñk+1〉+ 〈ñk−1〉 − 2〈ñk〉)2 . (9)

Here ε is a numerical constant of order 1, which is ad-
justed to optimize the matching of the approximated re-
sults with the exact ones [56]. As shown in Fig. 2, the
long-time behavior of the imbalance (orange solid line) is
well captured by the simple equations in (9), whose cor-
responding result is shown in black dot-dashed line. Note
that the first term in Eq. (9) is identical to Eq. (5) for the
non-interacting case. The second term describes the con-
tribution from interactions, which leads to an interaction-
assisted-hopping on the order of ∼ (V J/r2)2. It implies
that interactions will enhance the decay of the imbalance.
This is confirmed in Fig. 2, where we see that a strong
interaction enhances the decay of the imbalance at short
times and then leads to a stretched exponential decay
before approaching the steady-state value. The inset in
Fig. 2(b) shows the stretching exponent β as a function of
the interaction strength V (see Fig. S3 in Supplementary
Material for more details of the curve fitting).

As a second quantity, we now study the von Neumann
entropy of the whole system,

S(t) = −Tr {ρ(t) log[ρ(t)]} , (10)

which quantifies the heating induced by the bath. Fig-
ure 3 shows the time evolution of the entropy for a chain
at half filling from the initial charge-density-wave state.
From Fig. 3(a) we can see that the rate of entropy growth
is set by the field strength r. As shown in the inset of
Fig. 3(a), the entropies for different r collapse onto each
other as a function of the scaled time t̃. By comparing
the results for the non-interacting case (dotted lines) with
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FIG. 3. Growth of the von Neumann entropy S(t) in time for a chain at half filling from the initial charge-density-wave state.
In (a), the dotted lines are the results for V = 0, and the solid lines are the results for V = J . The inset figure shows the
entropy as a function of the scaled time t̃. In (b), the entropies for the Stark-localized system and the disorder-localized system
are compared. For the disorder model, the on-site potential is Wi = wi, with wi being a random number uniformly distributed
in the interval [−W,W ]. The results are averaged over 100 disorder realizations. The inset shows the entropy as a function of
the scaled time t̃. For the disorder system, the scaled time is defined as t̃ = γt(J/W )2 [32]. The system size for (a) and (b)
are M = 8. (c) shows the normalized entropy for different system sizes at r = 6J . The interaction strength for (b) and (c) is
V = J . The dissipation rate is γ = 0.1J .

those for the interacting case with V = J (solid lines),
we find that the effect of interactions is weak and tends
to enhance the growth of entropy.

One of our main findings is shown in Fig. 3(b), where
we compare the entropy growth of the Stark-localized
system (solid lines) to that of a disorder-localized sys-
tem (dot-dashed lines) in a semilog plot. For the latter,
the entropy exhibits logarithmically slow growth, with
a linear slope in the semilog plot found in a wide time
window covering about two decades [31]. In contrast, we
do not find such an extended region with a linear slope
for the Stark localized system: a linear slope is found
only at the inflection point associated with the on-set of
saturation. This observation is robust to field strength,
as is supported by the inset, which shows the collapse of
entropies for various field strengths at large scaled times
t̃. It is also not related to the particular parameters se-
lected in the plot, such as coupling rate γ and interaction
strength V , whose impacts on the dynamics are found
to be weak (see Figs. S4 and S5 of the Supplementary
Material for more details). In Fig. 3(c), we plot the time
evolution of the entropy (normalized by its maximum, i.e.
infinite-temperature value S∞ = log{M !/[(M/2)!]2}) for
different system sizes M . We find a very weak depen-
dence on the system size only and no indication that the
linear slope near the inflection point starts to extend over
a larger time interval with increasing M .

Note that the observed non-logarithmic behavior is
also not associated with the exceptional behavior found
for a purely linear potential gradient in the closed sys-
tem [30]. Namely it was shown that a purely linear
potential is not enough for the Stark system to exhibit
generic MBL behavior, which only occurs when, e.g., a
small quadratic potential is added. Such a big difference
brought by the additional weak field is absent in the open
system. As shown in Fig. 4, adding such a potential to
our open system does not lead to a qualitative change
in the dynamics of both population imbalance (a) and

entropy (b).
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FIG. 4. Comparison of dynamics of the imbalance (a) and
entropy (b) from the initial charge-density-wave state for dif-
ferent on-site potentials Wi (inset). The blue solid line is
the result for a linear potential with Wi = −ri. The orange
dashed line depicts the result for a quadratic potential with
Wi = −ri+ α(i/M)2. The parameters are M = 8, γ = 0.1J ,
V = J .

In conclusion, we investigate the relaxation dynamics
of an open chain of interacting spinless fermions in the
presence of a strong electric field coupled to a dephasing
bath. The closed (isolated) system is shown by previous
studies [29, 30] to exhibit non-ergodic behavior analogous
to conventional disorder-induced MBL system. However,
when coupled to a dephasing bath, the Stark system
shows qualitatively different relaxation dynamics towards
steady state. We show that in contrast to a disordered
system [32], the decay of the population imbalance is de-
scribed by a stretched exponential only in the presence of
interactions. Another stark difference is the fact that the
growth of the von Neumann entropy is not logarithmi-
cally slow, as it was found for the disordered system [31].
Our findings can immediately be tested experimentally
with ultracold atoms in optical lattices by employing the
techniques of Ref. [36], where the impact of a dephasing
bath on the decay of quasi-disorder-induced MBL was
investigated. In such an experiment, one would rather
consider spinful fermions with on-site interactions (the
numerical treatment of which is more difficult as a result
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of the enlarged state space and beyond the scope of this
paper). However, also in this case qualitative differences
in the relaxation dynamics of the disorder localized and
the Stark localized open system can be expected, since
we observed profound differences already in the limit of
vanishing interactions.
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(
εV J

r2

)2
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Max Planck Institute for the Physics of Complex Systems, D-01187, Dresden

I. SOLUTION TO EQ. (6) IN THE MAIN TEXT

To solve Eq. (6) in the main text, we rewrite it in matrix form as

ṅ = γR1An, (S1)

where n = (〈ñ1〉, . . . , 〈ñM 〉)T , and A is a Tridiagonal quasi-Toeplitz matrix

A =



−1 1 0 · · · 0

1 −2 1
...

0
. . .

. . .
. . . 0

... 1 −2 1
0 · · · 0 1 −1


, (S2)

with eigenvalues ak = −2 + 2 cos( (k−1)π
M ) (k = 1, . . . ,M) and eigenvectors (u

(k)
1 , u

(k)
2 , . . . , u

(k)
M )T with u

(k)
q =√

2−δk,1
M cos

(
(k−1)(2q−1)π

2M

)
[57]. Its solution is given by

〈ñk〉 =
∑
q,p

fk(q, p)eγR1t[−2+2 cos(
(q−1)π
M )]〈ñp(0)〉, (S3)

with fk(q, p) =
2−δq,1
M cos

(
(q−1)(2k−1)π

2M

)
cos
(

(q−1)(2p−1)π
2M

)
.

In Fig. S1, we compare the mean occupation from numerical integration of the master equation (2) in the main
text (solid lines) and that by using the approximated result of Eq. (S3) (dashed lines). Except for the initial coherent
oscillations, which are absent in the latter due to the neglect of the off-diagonal terms in the density matrix, Eq. (S3)
well describes the time evolution of the mean occupation.
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FIG. S1. Time evolution of the mean occupation 〈ni〉 on site i. The solid lines are the exact results from numerical integration
of the master equation (2) in the main text, and the dashed lines denote the approximated results from Eq. (S3) by using
〈ni〉 =

∑
k |ψik|2〈ñk〉. The parameters are, number of sites M = 8, coupling rate γ = 0.1J , field gradient r = 10J , interaction

strength V = 0.
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II. STRETCHED EXPONENTIAL FITTING

Fig. S2 shows the dynamics of the imbalance for noninteracting systems with different field strengths r from the
initial charge-density-wave state. The red dashed lines are fitting curves based on stretched exponential function

I = I0e
−(t̃/t0)β . The data with t̃ < 0.5 are used for the fitting. Fig. S3 shows similar results for different interaction

strengths V .
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FIG. S2. Dynamics of the imbalance for noninteracting systems with different field strengths r from the initial charge-density-

wave state. The red dashed lines are fitting curves based on stretched exponential function I = I0e
−(t̃/t0)

β

. The scaled time
t̃ = γt(J/r)2. The parameters are M = 8, γ = 0.1J , V = 0.
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FIG. S3. Dynamics of the imbalance for interacting systems with different interaction strengths V from the initial charge-
density-wave state. The red dashed lines are fitting curves. The parameters are M = 8, γ = 0.1J , r = 9J .
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III. DEPENDENCE OF RELAXATION DYNAMICS ON SYSTEM PARAMETERS

In this section, we study the dependence of relaxation dynamics on various system parameters for a large field
gradient (r = 15J).

A. Dependence on coupling rate γ

Fig. S4 shows the dynamics of the imbalance (a) and entropy (b) for different weak system-bath coupling rates γ
with γ/J <∼ 1. At short times γt <∼ 1, the coupling rate γ sets the oscillation rate of the dynamics. While for long
time evolution with γt� 1, the dynamics exhibits a collapse when rescaling the time axis by γ.
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FIG. S4. Dynamics of the imbalance (a) and entropy (b) for different system-bath coupling rates γ from the initial charge-
density-wave state. The parameters are M = 8, V = J , r = 15J .

B. Dependence on interaction strength V

Fig. S5 shows the dynamics of the imbalance (a) and entropy (b) for different interaction strengths V . The effect
of interaction is found to be subleading compared to dephasing noise.
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FIG. S5. Dynamics of the imbalance (a) and entropy (b) for different interaction strengths V from the initial charge-density-
wave state. The parameters are M = 8, γ = 0.1J , r = 15J .
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