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Revisiting surface core-level shifts for ionic compounds
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The shifts of core-level binding energies can provide powerful information about the electronic structure of a
material. Understanding the physical origin of these shifts for catalytically relevant oxides may provide important
insight into their properties. This requires reliable theoretical methods which are able to relate the binding energy
shifts to the electronic structure. In order to establish such a methodology, the CaO(100) surface to bulk core-level
binding energy shifts have been studied with Hartree-Fock and density-functional theory methods using both
cluster and periodic slab models. The shifts obtained from the different theoretical methods are compared with
each other and with data from synchrotron-based x-ray photoelectron spectroscopy (XPS) measurements. With a
common approximation for the slab model treatment of XPS, the predicted binding energy shifts are seriously in
error. The origin of the error is identified as arising from a flawed treatment of the surface atom binding energies,
and a method for correcting the failure is presented.
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I. INTRODUCTION

The difference of the core-level binding energies (BEs) of
atoms in the bulk and at the surface of solids, the surface core-
level shifts (SCLSs), has been extensively studied for metal
surfaces using experimental and theoretical methods [1]. The
different approaches to the calculation and the interpretation
of the significance of SCLSs have been reviewed by Egelhof
[1] and by Bagus et al. [2]. In contrast to the wealth of
information available for metal surfaces, our previous SCLS
study of MgO(100) [3] is the only such study available for ox-
ide surfaces. This is surprising since surface core-level shifts
are intimately correlated with the electronic and geometric
properties of surface atoms, both of which determine the
catalytic properties of the surface. However, to use the SCLSs
to infer these properties of oxides, it is necessary to have
reliable theoretical methods to predict the SCLSs of oxides.

If the bulk and surface atoms of an oxide are considered
to be ideal ions, the difference of the Madelung potentials of

*Present address: Department of Physics, University of Texas,
Austin, TX 78712, USA.

†Present address: Skolkovo Institute of Science and Technol-
ogy, Skolkovo Innovation Center, 3 Nobel Street, 143026 Moscow,
Russia.

‡Present address: Abteilung Grenzflächenwissenschaft, Fritz-
Haber-Institut der Max-Planck-Gesellschaft, Faradayweg 4-6, 14195
Berlin, Germany.

§Present address: Faculty of Chemical, Environmental and Biolog-
ical Science, Technology, Dalian University of Technology, Dalian
116024, China.

¶kuhlenbeck@fhi-berlin.mpg.de

bulk and surface atoms will determine the SCLS. In an octa-
hedral oxide, a bulk ion has six nearest counterion neighbors,
whereas a surface ion has only five such neighbors. Therefore,
the magnitude of the Madelung potential for surface ions will
be smaller than for bulk ions. As the Madelung potential raises
anion and lowers cation core-level BEs, the surface anion and
cation core-level BEs will be lower and higher than those
in the bulk, respectively [3]. For cubic oxides with lattice
constants of 4–5 Å, e.g., MgO or CaO, the magnitude of
the Madelung potential at surface anion and cation sites is
different from that in the bulk by ∼1 eV. This would certainly
lead to an observable BE shift. Our previous experimental and
theoretical study of the SCLSs of MgO [3], which is an ideal
ionic insulator [3,4], used ab initio Hartree-Fock (HF) wave
functions (WFs) for cluster models of the bulk and the (100)
surface. It was found that the Mg(2p) SCLS is close to the
difference arising from the surface and bulk Madelung poten-
tials. On the other hand, the SCLS of O(1s) was near zero,
indicating that other electronic effects must cancel out the dif-
ference in the oxygen surface and bulk Madelung potentials.
Further, it seemed reasonable that this cancellation should
hold also for other dominantly ionic oxides, including CaO.

Thus, it was puzzling that preliminary calculations showed
that the CaO(100) SCLSs for the Ca(2p) and O(1s) were of
comparable magnitude, ∼0.5 eV, but of opposite sign, quite
different from the SCLSs for MgO(100). These results were
based on density-functional theory (DFT) calculations for
a periodic slab model using a conventional DFT approach
to calculate core-level BEs, the Slater-Janak transition state
approximation; see Ref. [5]. These preliminary DFT results
raised several important questions related to the electronic
structure and properties of CaO and to the different theoretical
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approaches—periodic DFT, used to study CaO, and ab initio
HF WF theory for embedded clusters used to study MgO.
Since it was known that the HF WFs for cluster models
correctly described the anion and cation SCLSs for MgO, one
possibility was that CaO was not nearly an ideal ionic material
as MgO. There was also the possibility that the periodic DFT
slab model theory failed to correctly describe the shifts be-
tween the BEs of bulk and surface ions. This issue was investi-
gated using two approaches—(1) an experimental determina-
tion of the CaO(100) SCLSs with XPS (x-ray photoelectron
spectroscopy), and (2) using DFT densities for embedded
clusters to check whether the BE shifts would be different
from those obtained with ab initio HF WFs. When experiment,
cluster model WF theory, and cluster model DFT theory all
gave qualitatively the same SCLSs for CaO(100), attention
was turned to identify and correct the origin of the failure of
the slab model DFT treatment. The failure was identified as an
artifact of an approximation to retain neutral supercells when
using a periodic model to compute core-level BEs.

II. COMPUTATIONAL AND EXPERIMENTAL

The periodic slab model has been broadly used to model
core-level BEs as encountered with XPS [6–12]. In the present
paper, we consider a standardly used method where a frac-
tional electron is promoted to the conduction band of the
slab [6,7,9,10,12] and we describe this as the “conventional”
method. We have identified an error in BE shifts that may arise
with this conventional method and further we have identified
the reason for this error in terms of a localization of the
excited fractional electron. It is important that people who
use the conventional method to neutralize the supercell be
aware of this problem since it may arise in other situations
beyond the one that we have explicitly treated. In addition, we
have proposed and tested a method to correct the localization
problem for slab model BEs and BE shifts. The method
has the special advantages of simplicity and the fact that it
can be directly used with standard computational methods
and programs for slab model calculations. The approach can
be used as an alternative to or in conjunction with more
advanced approaches to modeling charged systems of reduced
dimensionality [13–15].

Core-level XPS measurements were performed at the
UE56/2 PGM 1 beamline at Helmholtz-Zentrum Berlin.
CaO(100) films, of ∼11 nm thickness, were prepared on a
Pt(100) single crystal cleaned by cycles of Ar+ ion sputtering,
oxidation, and annealing until a sharp low-energy electron
diffraction (LEED) pattern of the (5 × 20) reconstruction [16]
was observed. XPS peak fitting was performed using the CASA

XPS software. [17] Prior to fitting, a Shirley background [18]
was subtracted from the data. Details of the sample prepara-
tion and the XPS measurements are given in the Supplemental
Material [19] (see also Refs. [20–26]).

HF WFs and DFT densities were determined with embed-
ded cluster models of CaO(100). The clusters were chosen
based on our previous work on the SCLSs of MgO(100) [3],
where it has been shown that clusters of the size used in
this work will provide reliable descriptions of the surface
and bulk electronic structure of MgO including the Mg and
O SCLSs. Following this approach for the Ca BEs, the bulk

(surface) clusters were point-charge embedded CaO6Ca18

(CaO5Ca13) clusters, and for the O BEs, they were point-
charge embedded OCa6O18Ca38 (OCa5O13Ca25) clusters. The
single central atom in each cluster was the atom whose core
shell was ionized. Graphical views of the clusters are shown
in the SM [19], where also the logic of the choice of them
is discussed. For the slab model DFT calculations, five-layer
slabs of the (100) surface of CaO, denoted (3 × 3 × 5),
were constructed from a cubic primitive bulk unit cell. The
geometry of the slab was fully relaxed to take into account the
surface reconstruction leading to an effective lattice constant
for CaO of a0 = 4.834 Å compared to the experimental value
of a0 = 4.81 Å [26]. Further parameters of the slab are given
in the SM [19].

Separate calculations of the HF WFs and the DFT densities
were carried out for the initial and final (core ionized) config-
urations. Details of the calculations are given in the SM [19].
The initial state configuration for all cluster and slab models
is closed shell and can be viewed as being composed of Ca2+
cations and O2− anions, possibly modified by covalent mix-
ing. Core ions had an electron removed from either Ca(2p)
or O(1s). Surface and bulk BEs were computed in the slab
model approach for slabs with a core ion at the surface or in
the third layer, respectively. For the cluster model calculations
different clusters for bulk and surface ionizations were used
(see SM [19]). In these calculations, the total BE, denoted
BE(�SCF), is the difference of the variationally optimized,
self-consistent field or SCF, initial state energy, E(initial),
and the variationally optimized energy of the core ion,
E(ion) with BE (�SCF) = E (ion) − E (initial).Within DFT,
the Slater-Janak transition state approximation [9,27], where
the BE is taken as the Kohn-Sham orbital energy of the
ionized shell with an occupation reduced by 0.5 electrons,
gives a good approximation to BE(�SCF) [28]. For the DFT
cluster model calculations where both BE(�SCF) and the
Slater-Janak transition state approximation can be used, the
two BEs will be compared. However, for the slab models, it is
not possible to remove an electron from the supercell because
of the long-range Coulomb interactions between the charged
supercells. To avoid this difficulty, the 0.5 electron removed
from the core shell is added into the conduction band which
allows the supercell to be neutral. This approximation is reg-
ularly used for the BEs of conductors but we have discovered
that it leads to artifacts for ionization of core levels in ionic
crystals. We have been able to avoid these artifacts with the
use of the virtual-crystal approximation (VCA) [29,30], where
the supercell is made neutral not by adding an electron to the
conduction band but by removing small fractions of charge
from atoms in the supercell.

III. RESULTS AND DISCUSSION

Ca(2p3/2) photoemission spectra recorded at normal emis-
sion for photon energies from 450 to 750 eV are shown in
Fig. 1(a). The peaks can be fit well with two Voigt functions
(70% Gaussian), with the main peak at 345.7 eV and another,
smaller peak at 0.6 eV higher binding energy. The relative
intensity of the smaller peak increases from 8% to 31% as
the surface sensitivity is increased by decreasing the photon
energy. O(1s) spectra at normal emission for photon energies
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FIG. 1. XPS spectra of the Ca(2p3/2) [top panel, (a)] and O(1s)
[bottom panel, (b)] core levels with the surface sensitivity varied by
changing the photon energy. Fits are shown as blue (surface core
level), red (bulk core level), and olive (sum) curves for the Ca(2p3/2)
level. For the O(1s) spectra just a single fit function was used (olive
color).

from 600 to 800 eV are shown in Fig. 1(b). The O(1s) peak
in each case was fitted with a single Voigt peak. Peaks due to
hydroxyl were not observed. It was not possible to resolve
a surface component from the bulk O(1s) peak. Since the
surface is free of defects and hydroxyls, it is concluded that
the SCLS for O(1s) must be less than ∼0.1 eV.

The Ca(2p) and O(1s) SCLSs of CaO(100) obtained with
the ab initio HF and DFT calculations for the cluster models
and the periodic slab model are compared with experiment
in Table I. For the surface Ca(2p) BE, the ionization of the
2p component normal to the surface is used; however, the
HF calculation shows that the splitting of the normal and
parallel Ca(2p) BEs is only 0.01 eV. The SCLSs computed
using either �SCF or Slater-Janak, denoted hereafter as SJ,

TABLE I. CaO SCLSs, in eV, obtained by different theoretical
methods and compared with experiment; see text for definitions of
the methods.

Ca(2p) O(1s)

HF cluster—�SCF +1.00 +0.05
DFT cluster—�SCF +1.04 +0.17
DFT cluster—SJ +1.09 +0.15
Conventional slab—SJ +0.47 −0.42
VCA slab—SJ +0.78 −0.04
Measured (XPS) +0.6 |SCLS| < 0.1

and the other methods are listed in the table. For the slab
model SCLSs, the SJ approximation is used but two dif-
ferent approaches are taken to keep the periodic supercell
neutral. One method, described as conventional, is to promote
the 0.5 core electron into a vacant level in the conduction
band; see Refs. [6,7,9,10,12]. The second method is based
on the VCA [29–32] where the neutrality of the supercell is
maintained by modifications of the atomic charges of other
atoms in the supercell. These two slab model approaches are
compared in detail below.

The HF and DFT cluster results are reasonably similar with
the Ca(2p) SCLS being large, ∼1.0 eV, and the O(1s) SCLS
being small, ∼1.0 eV. Since the HF and DFT calculations
used precisely the same cluster, the good agreement is hardly
surprising and the small differences reflect different HF and
DFT approximations. Furthermore, the �SCF and SJ values
of the SCLSs are reasonably similar. The agreement of the
�SCF and the approximate SJ SCLSs justifies the use of
the SJ approximation for the slab model SCLSs. The cluster
model SCLSs are consistent with experiment, being large for
Ca(2p) and small for O(1s). In particular, for reasons that will
be mentioned briefly below and discussed in more detail in
Ref. [33], it is expected that the cluster results will give a
larger Ca(2p) SCLS than measured. On the other hand, the
conventional slab model SCLSs are quite different from both
the cluster model theory and the measured SCLSs: the Ca(2p)
and O(1s) SCLSs are ∼0.5 eV smaller than the HF and DFT
cluster values, an indication that the surface core-level BEs
given by the slab model are too small by 0.5 eV.

A possible origin for the reduction of the surface atom BEs
is that the additional 0.5 electron added to the conduction
band for a surface ion is not delocalized over the slab layers
but is localized around the ionized surface atom. The effect
of such a localized charge would be to lower the core-level
BE. It would not require a very large localization to lower
a core-level BE by only 0.5 eV [34]. This localization is
possible for the surface ions where diffuse Ca(4s) and Ca(4p)
orbitals and the O(3s) and O(3p) orbitals are available in
the region above the surface. This is in contrast to the bulk
where these Rydberg orbitals are quenched, thus reducing the
possibility of localization. The distribution of the 0.5 electron
for the O(1s) core-excited bulk and surface states is shown
graphically in Fig. 2. It is clear that the added electron for
the surface O(1s) ionization is not delocalized throughout the
slab but is strongly localized near the O anion where the frac-
tional electron is removed from the core. For the bulk O(1s)
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FIG. 2. Cross sections of the density of the 0.5 electron in the
conduction band for the slab model of CaO(100), compensating an
O(1s) core hole [marked with arrows in panels (b,d)]. The (a,b)
panels show the density for a core hole at the surface and the (c,d)
panels are for a core hole in the middle (third) layer of the slab. (a,c)
are in top view and (b,d) are in side view. The units of the color scale

are electrons per Å
3
.

ionization, the added electron is much more delocalized al-
though the distribution of the density is not entirely uniform
and the density is somewhat localized around the surface of
the slab. It is expected that a similar localization will be found
for the added 0.5 electrons in the case of a surface Ca(2p)
ionization. These localizations are consistent with the hypoth-
esis that the error of the conventional slab model SCLSs arises
from the localization of the added surface density that was
used to bring the slab supercell back to being neutral.

It is possible to uniformly distribute the excited 0.5 electron
over the supercell which has been done for periodic models of
the bulk [5]. However, for the slab model most of the charge
would be in the vacuum which is not physically reasonable.
A way out would be to restrict the charge distribution to the
region within the slab. However, the choice of the region, and
the way it is truncated, smooth or abrupt, remain arbitrary and
can affect the electronic structure.

The VCA approach [29,31,32] avoids the issues described
above. This approach was originally developed for modeling
solid solutions but can be adapted to simulate doping and
provide charge compensation that does not perturb the valence
electrons. [29,30] When half an electron is removed from a
cation or an anion the excess positive charge in the supercell is
compensated by reducing the charge of the nuclei. We restrict
the modification of the nuclear charges to the complementary
sublattice (i.e., to Ca nuclei for an O core hole, and vice
versa). Thus, for O(1s) ionization, each of the 90 Ca atoms
in the supercell of the 3 × 3 × 5 slab model is reduced by
0.5/90 from Z = 20.0 to Z = 19.994. While this will change
the total energy of the supercell, the changes will be similar

for bulk and surface ionization. With the VCA approximation
to maintain the neutrality of the supercell, the slab model
SCLSs are now nearly consistent with experiment and with
the HF and DFT cluster model results; see Table I. The
VCA slab model Ca(2p) SCLS is closer to the experimental
value than the cluster model SCLS, which is because the
slab geometry has been optimized and includes the effects
of surface reconstruction while the cluster geometry is fixed
at the bulk geometry. The influence of the CaO(100) surface
reconstruction on the SCLSs is examined in Ref. [33] where
it is shown that this reconstruction leads to a reduction of
the Ca(2p) SCLS. The measured Ca(2p) spectra also have
contributions from the ionization of second layer Ca atoms
which will have BEs intermediate between the calculated
surface layer BEs and the bulk atom BE, which might affect
the experimentally determined SCLS somewhat.

IV. CONCLUSIONS

In conclusion, we have shown that cluster model calcu-
lations for the SCLSs of CaO(100) using HF WFs or DFT
densities give good agreement with XPS measurements while
the SCLSs obtained with conventional slab model methods
do not. The errors for the conventional treatment in periodic
slab model XPS calculations are due to the approximation
of maintaining the neutrality of the supercell by adding a
fraction of an electron to the conduction band. The failure
arises from a localization of the fractional electron in the
region near the ionized surface atom. This can be avoided
using the VCA approach. Here, the neutrality of the supercell
with the core-ionized atom is maintained by removing a small
fraction of charge from the nuclei of the counterions in the su-
percell. With this, the CaO SCLSs are now large, ∼1.0 eV, for
Ca(2p) ionization, and small, ∼0 eV, for O(1s) ionization—
consistent with both the ab initio HF and DFT cluster SCLSs,
with the XPS measurements, and with previously obtained
results for MgO(100).

We emphasize that the scope of the discussed failure is
not restricted to SCLSs for CaO(100). The XPS final state is
ionic by nature, which demands measures to compensate the
charge in slab model calculations. As we show here, adding
charge to the conduction band, which is a common method of
charge compensation, may lead to erroneous results due to the
interaction of the core hole with the added charge. Since the
concern is for the participation of the added half an electron
in the screening of the core hole, it is to be expected that this
is a general issue for XPS binding energy shift calculations
using periodic models, not just for SCLSs. Furthermore,
XPS binding energy shift calculations using the slab model
approach are common in the literature; Refs. [5,35–40] give
representative examples of the use of slab models for XPS.
We have shown that the VCA approach represents a safe way
to avoid artifacts related to the screening by the added half an
electron in the conduction band and we have shown that these
artifacts can result in notable errors, ∼0.5 eV in the present
case. Since the screening of the core holes is different in
metals and nonmetals, the artifact that we found for insulators
might be less important for metals; however, this is an issue
that needs to be investigated.
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