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Formality criteria in terms of higher Whitehead brackets

Urtzi Buijs, José M. Moreno-Fernández *

Abstract

We provide two criteria for discarding the formality of a differential graded Lie algebra in terms
of higher Whitehead brackets, which are the Lie analogue of the Massey products of a differential
graded associative algebra. We also show that formality of a differential graded Lie algebra is
not equivalent to the collapse of the Quillen spectral sequence. Finally, we use L∞ algebras and
Quillen’s formulation of rational homotopy theory to recover and improve a classical theorem for
detecting higher Whitehead products in Sullivan minimal models, and give some applications.

Introduction

Since it was first introduced in [12, §4], the notion of formality has been essential to several
branches of mathematics. Deep results where the formality of a differential graded Lie algebra
(DGL, hereafter) or of a commutative differential graded algebra (CDGA, hereafter) plays a funda-
mental role are, for instance, Kontsevich’s proof of the Quantization Theorem [18], the existence
of a large family of symplectic manifolds with no Kähler structure [12, 11], and the fact that defor-
mation problems governed by a formal DGL have at most quadratic singularities [14].

In rational homotopy theory, which is our main concern in this paper, formality of a positively
graded DGL corresponds to coformality of the corresponding simply connected homotopy type.
The concept of coformality, first introduced in [24], roughly means that the rational homotopy
type of any such a space X is determined by its rational homotopy Lie algebra π∗(ΩX )⊗Q. Cofor-
mal spaces are essential to rational homotopy theory for several reasons. From a classical point of
view, one might see coformal spaces as building blocks for rational homotopy types, since every
rational simply connected homotopy type can be realized as a perturbation of the corresponding
coformal model ([25]). More recently, a series of works embracing [26, 6, 8, 9] prove very inter-
esting results, combining Koszul duality and rational homotopy theory methods, which allow for
effectively computing new results on (free and based) loop space homology and other interesting
topics. In these, coformality plays a distinguished role.

Our contribution with this work is giving a common perspective to three related concepts
which naturally live in, or relate to, the homology of a DGL and the notion of (co)formality: the
Lie analogs of the Massey products (called here higher order Whitehead brackets), the Quillen
spectral sequence, and the induced L∞ structures from a homotopy retract.

In Section 1, we provide two criteria for discarding the formality of a DGL in terms of higher
Whitehead brackets. In the particular case of a positively graded DGL, these criteria can be used
to discard the coformality of the corresponding simply connected homotopy type. The result is
folklore, yet there seems not to be written account for it. This is Thm. 10, see the corresponding
section for the precise details.

Theorem A. Let L be a DGL and let x1, . . . , xk ∈ H = H∗(L) be such that the higher Whitehead

bracket set [x1, . . . , xk ] is non empty. Denote by [−, . . . ,−]′ the higher order Whitehead brackets of
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H, seen as a DGL with trivial differential. Then, L is not formal if one of the following conditions

hold:

(1) 0 ∉ [x1, . . . , xk ].

(2) The sets [x1, . . . , xk ] and [x1, . . . , xk ]′ are not bijective.

We give examples of the use of Theorem A in rational homotopy theory, and characterize those
finite products of odd dimensional spheres which are intrinsically coformal (Thm. 12).

Theorem B. The product of k simply connected odd dimensional spheres Sn1 ×·· ·×Snk is intrin-

sically coformal if and only if k ≤ 4, or k ≥ 5 and ni 6= n j1 + ·· · + n jr − 1 for every i and subset

{n j1 , ...,n jr } ⊆ {n1, ...,nk }, where r ≥ 4 is even.

That the collapse at the second page E 2 of the Quillen spectral sequence of a simply connected
space is not equivalent to the coformality of it is accepted among rational homotopy theorists.
However, an explicit example is missing in the literature. We fill this gap in Section 2 by providing
Example 16, and extend previously known results for DGL’s to L∞ algebras. The following result
follows from this example:

Theorem C. There exist simply connected rational spaces all of whose higher Whitehead products

vanish, their Quillen spectral sequence collapses at E 2, yet are not coformal.

Let (ΛV ,d) be the minimal Sullivan model of a simply connected finite type complex X . The
rational higher order Whitehead products of X can be read off from d . This is the main result of a
classical paper by Andrews-Arkowitz, [3, Thm 5.4]. In Section 3, we derive and extend a little bit
this result using L∞ structures, giving an independent proof relying on Quillen’s formulation of
rational homotopy theory. The notation involved in this result is a bit technical, so we refer the
reader to Theorem 24 and the subsequent Remarks 25 for its precise statement. We summarize it
as the following result.

Theorem D. Let x j ∈ H, 1 ≤ j ≤ r , be such that [x1, . . . , xr ] is defined. Let v ∈ V N−1, and let x ∈

[x1, . . . , xr ]. If either d v ∈Λ≥r V or the corresponding homotopy retract is adapted to x, then

〈v ; sx〉 = ε〈v ; sℓr (x1, . . . , xr )〉.

Acknowledgment. The second author is grateful to the Max Planck Institute for Mathematics in
Bonn for its hospitality and financial support.

Preliminaries

The base field for all algebraic structures is Q, and gradings are taken over Z. In any algebraic
structure, |x| denotes the degree of the element x.

An L∞ algebra is a graded vector space L = {Ln}n∈Z together with skew-symmetric linear maps
ℓk : L⊗k → L of degree k −2, for k ≥ 1, satisfying the generalized Jacobi identities for every n ≥ 1:

∑

i+ j=n+1

∑

σ∈S(i ,n−i)
ε(σ)sgn(σ)(−1)i( j−1)ℓ j

(
ℓi

(
xσ(1), ..., xσ(i)

)
, xσ(i+1) , ..., xσ(n)

)
= 0.

Here, S(i ,n− i ) are the (i ,n− i ) shuffles, given by those permutations σ of n elements such that

σ(1) < ·· · <σ(i ) and σ(i +1) < ·· · <σ(n);

and ε(σ),sgn(σ) stand for the Koszul sign and the signature associated to σ, respectively. A differ-

ential graded Lie algebra, DGL henceforth, is an L∞ algebra L for which ℓk = 0 for all k ≥ 3. In this
case ℓ1 = ∂ and ℓ2 = [ , ] are the differential and the Lie bracket, respectively.

An L∞ algebra is minimal if ℓ1 = 0, and reduced if Ln = 0 for every n ≤ 0. The homology of an
L∞ algebra is the homology of the underlying chain complex (L,ℓ1). An L∞ morphism f : L → L′
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is a family of skew-symmetric linear maps
{

fn : L⊗n → L′
}

of degree n −1 such that the following
equation is satisfied for every n ≥ 1:

∑

i+ j=n+1

∑

σ∈S(i ,n−i)
ε(σ)sgn(σ)(−1)i( j−1) f j

(
ℓi

(
xσ(1), ..., xσ(i)

)
, xσ(i+1) , ..., xσ(n)

)
=

∑

k≥1
i1+···+ik=n
τ∈S(i1 ,...,ik )

ε(σ)sgn(σ)εkℓ
′
k

(
fi1 ⊗·· ·⊗ fik

)(
xτ(1) ⊗·· ·⊗ xτ(n)

)
, (1)

with εk being the parity of
∑k−1

l=1 (k − l)(il −1). We will reinterpret L∞ morphisms more compactly
in Thm. 1. An L∞ morphism is said to be an L∞ quasi-isomorphism if f1 : (L,ℓ1) →

(
L′,ℓ′1

)
is a

quasi-isomorphism of chain complexes, and an isomorphism if there exist an inverse L∞ mor-
phism for f . A quasi-isomorphism of minimal L∞ algebras is an isomorphism.

Let V be a graded vector space. In this paper, with the exception of Section 3, ΛV denotes the
cocommutative coalgebra whose diagonal is the unique morphism of graded algebras turning V

into its primitives. In Section 3, the notation ΛV stands for the free commutative graded algebra
on V . There will be no risk of confusion with the notation, as it will be always clear from the
context if we are treating algebras or coalgebras. We write CDGC or CDGA for cocommutative
differential graded coalgebra or algebra, respectively. The suspension of V is the graded vector
space sV satisfying (sV )i =Vi−1. We take for granted the notation Λ+V ,Λ≤kV ,ΛkV , see [13, Chap.
3].

Theorem 1. [19] (1) L∞ structures on the graded vector space L are in bijective correspondence with

codifferentials on the coalgebra ΛsL.

(2) L∞ morphisms from L to L′ are in bijective correspondence with CDGC morphisms (ΛsL,δ)→
(ΛsL′,δ′), where δ and δ′ are the codifferentials equivalent to the corresponding L∞ structures.

Proof. We give a sketch of proof for future reference.
(1) A codifferential δ on ΛsL is determined by a degree −1 linear map Λ+sL → sL, written as

the sum of linear maps hk : Λk sL → sL, k ≥ 1. In fact, δ is written as the sum of coderivations,

δ=
∑

k≥1
δk , δk : ΛsL →ΛsL, (2)

each of which is the extension as a coderivation of the corresponding hk ,

δk

(
sx1 ∧ ...∧ sxp

)
=

∑

i1<···<ik

εhk

(
sxi1 ∧ ...∧ sxik

)
∧ sx1 ∧ ...ŝx i1 ...ŝx ik

...∧ sxp . (3)

Each δk decreases word length by k −1. The operators {ℓk }k≥1 on L and the maps {hk }k≥1 (and
hence δ) uniquely determine each other by:

ℓk = s−1
◦hk ◦ s⊗k : L⊗k

→ L,

hk = (−1)
k(k−1)

2 s ◦ℓk ◦
(
s−1)⊗k

: Λk sL → sL.

(4)

(2) A CDGC morphism
f : (ΛsL,δ) −→ (ΛsL′,δ′)

is determined by π f : ΛsL → sL′ (π denotes the projection onto the indecomposables) which can
be written as

∑
k≥1(π f )(k), where (π f )(k) : Λk sL → sL′. Note that the collection of linear maps{

(π f )(k)
}

k≥1 is in one-to-one correspondence with a system
{

fk

}
k≥1 of skew-symmetric maps

fk : L⊗k
→ L′ of degree 1−k satisfying equations (1). Indeed, each fk and (π f )(k) determines the

other by:
fk = s−1

◦ (π f )(k)
◦ s⊗k ,

(π f )(k)
= (−1)

k(k−1)
2 s ◦ fk ◦

(
s−1)⊗k

.
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Remark 2. Whenever L is a DGL with differential ∂, the corresponding CDGC (ΛsL,δ) given by
(1) of Theorem 1 is precisely the classical construction of [27], see also [13, Chap. 22]. That is,
δ= δ1 +δ2 where these are produced as before by,

h1(sx) =−s∂x, h2(sx ∧ sy) =−(−1)|x|s[x, y].

Thus, from now on, given a general L∞ algebra L, we denote by C (L) = (ΛsL,δ) the corresponding
CDGC and call it the (Quillen) chains on L.

A DGL L is formal if there exists a zig-zag of DGL quasi-isomorphisms

L · · · H ,≃ ≃

where H = H∗(L) is endowed with the trivial differential. The reader is referred to the monograph
[13] for the notions of rational homotopy theory involved in this paper. A simply connected space
X is coformal if the DGL λ(X ) given by Quillen’s classical construction [27] is formal. In this case,
π∗ (ΩX )⊗Q endowed with the Samelson bracket is a DGL model of X .

Proposition 3. A DGL L is formal if and only if it is L∞ quasi-isomorphic to a minimal L∞ algebra

L′ for which ℓn = 0 for all n ≥ 3.

Note that necessarily L′ = H(L).

Proof. It is well known, see for instance [18, Theorem 4.6] or [20, Section 10.4], that if f : M → N is
an L∞ quasi-isomorphism, then there exists another L∞ quasi-isomorphism g : N → M such that

H( f1) : H(M ,ℓ1)⇄ H(N ,ℓ1) : H(g1)

are inverses of each other. Hence, being quasi-isomorphic is a well defined concept for a pair of
L∞ algebras. In particular, if both M and N are DGL’s, a zig-zag

M · · · N
≃ ≃

of DGL quasi-isomorphism exists if and only if M and N are quasi-isomorphic as L∞ algebras,
that is, if there are L∞ quasi-isomorphisms f : M ⇄ N : g as before.

If L is formal, then the above discussion implies that there are L∞ quasi-isomorphisms

F : L H : G.

The converse follows from the fact that an L∞ quasi-isomorphism between two DGL’s is equiva-
lent to a zig-zag of DGL quasi-isomorphisms between them [20, Thm. 11.4.14].

We finish the Introduction by extending to any DGL a well known fact on rational homotopy
theory for reduced DGL’s with finite type homology. Let L be a reduced finite type DGL which is
L∞ quasi-isomorphic to a minimal L∞ algebra with vanishing ℓk , for k ≥ 3. By Theorem 1, there
is a CDGC quasi-isomorphism

(ΛsL,δ)
≃

−→ (ΛsH ,δ).

Dualizing, we obtain a CDGA quasi-isomorphism,

(Λ(sH)♯,d)
≃
−→C

∗(L)

where, on the right, we have the classical cochains on L, dual of its chains (see Remark 2) and
on the left, we use the isomorphism (ΛsH ,δ)♯ ∼= (Λ(sH)♯,d) [13, Lemma 23.1]. For each k ≥ 2,
the bracket ℓk on H (which defines δ and vanishes for k ≥ 3) is identified with the kth part dk

of the differential d by the formula (9), see Section 3.2. In particular, d is decomposable and
just quadratic, that is, (Λ(sH)♯,d) is a Sullivan minimal model with quadratic differential (see [13,
§12]). Thus, Theorem 1 implies the following well known fact ([29, II.7(6)]), which will be used in
Section 2.
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Corollary 4. A finite type reduced DGL L is formal if and only if the Sullivan minimal model on the

cochains of L admits a quadratic differential. In particular, if X is a simply connected finite type

CW-complex and L is a finite type DGL model of X , then X is coformal if and only if there is a purely

quadratic differential on its Sullivan minimal model.

It follows that, in order to detect non-formality of a DGL L (respectively, non-coformality of a
space X ), it is not enough to find a non-vanishing bracket ℓn of order greater or equal than 3 in a
particular minimal L∞ algebra quasi-isomorphic to L (respectively, to a Lie model of X ).

1 Formality and higher Whitehead brackets

In this section, we prove Theorem A, providing two criteria for discarding the formality of a DGL L.
In particular, whenever L is reduced, these criteria allow for discarding the coformality of simply
connected spaces. These criteria are given in terms of the Lie analogs of the Massey products of
a differential graded algebra ([22]). We call these algebraic higher products higher (order) White-

head brackets, see Remark 5. These are also known as Massey brackets, or Massey-Lie brackets. The
higher Whitehead brackets live in the homology of DGL’s. We will introduce these higher products
by means of a very special DGL. Since no connectivity restrictions are imposed on the DGL’s, we
need to explain some facts of homotopical algebra. After the proof of Theorem A, which is Theo-
rem 10 in this section, we give examples of its application to rational homotopy theory.

For k ≥ 2, fix integers n1, ...,nk . Let L(U ) be the free graded Lie algebra with

U =
〈

ui1 ...is | 1 ≤ i1 < ·· · < ik ≤ k, 1 ≤ s < k
〉

,

of degrees |ui1 ...is | = ni1 +·· ·+nis −1 and differential ∂ for which u1, ...,uk are cycles, and for s ≥ 2,

∂ui1 ...is =

s−1∑

p=1

∑

σ∈S̃(p,n−p)

ε(σ)
[

uiσ(1) ...iσ(p) ,uiσ(p+1) ...iσ(s)

]
. (5)

Here, S̃(p,n −p) are the (p,n −p) shuffles fixing 1, and ε(σ) is given by the Koszul sign times the
parity of |uiσ(1) ...iσ(s) |. Let L be a DGL, and let xi ∈ Hni

(L) for 1 ≤ i ≤ k. Define ϕ : L(u1, ...,uk ) → L

by mapping ui to a representative ϕ(ui ) of xi . Denote N = n1 +·· ·+nk . The kth order Whitehead

bracket set is the (possibly empty) set

[x1, ..., xk ]=
{
φ(w) |φ : L(U ) → L is a DGL extension of ϕ

}
⊆ HN+1(L),

as depicted by the diagram:

L(u1, ...,uk ) L

L(U )

ϕ

φ
(6)

Remark 5. Whenever L is reduced, L(U ) above is the Lie model of a fat wedge of spheres, and
there is a bijection between the rational topological higher order Whitehead products of a simply
connected space X and the higher order Whitehead brackets of a Quillen model of it ([29]).

Recall, see for instance [16, §2], that the category of DGL’s admits a model category structure
in which fibrations are the surjective morphisms, weak equivalences are the quasi-isomorphisms
and cofibrations are the morphisms satisfying the left lifting property with respect to trivial fibra-
tions. The proof of the well known Lifting Lemma [29, Theorem II.5. (13)] to surjective quasi-
isomorphisms works in this case to prove:

Lemma 6. The DGL L(U ) is cofibrant. That is, given a trivial fibration, i.e., a surjective quasi-

isomorphism ϕ : L
≃
։ L′, any morphism η : L(U ) → L′ lifts to a DGL morphism θ : L(U ) → L such

that η=ϕθ.

In particular, a well known general fact on model categories shows the following.

5



Lemma 7. Given a (non necessarily surjective) DGL quasi-isomorphism ϕ : L
≃
−→ L′, composition

with ϕ induces a bijection between the sets of homotopy classes,

ϕ♯ :
[
L(U ),L

] ∼=
→

[
L(U ),L′

]
.

In this model structure, a path object for a given DGL L is the DGL L⊗Λ(t ,d t) in which |t | = 0,
together with morphisms

L⊗Λ(t ,d t)
ε0

//

L,//

ε1

defined as the identity on L and ε0(t) = 0, ε1(t) = 1. Then, two morphisms f , g : L(U ) → L are
homotopic if there is a morphism Ψ : L(U ) → L⊗Λ(t ,d t) such that ε0Ψ= f and ε1Ψ= g . In par-
ticular, asΛ(t ,d t) is acyclic, two homotopic morphisms induce the same morphism on homology.
Denote by f∗ = H∗( f ) the map induced in homology by a DGL morphism f .

Proposition 8. Let ϕ : L
≃
−→ L′ be a DGL quasi-isomorphism and let x1, . . . , xk ∈ H∗(L), k ≥ 2. Then:

(1) 0 ∈ [x1, . . . , xk ] if and only if 0 ∈
[
ϕ∗(x1), . . . ,ϕ∗(xk )

]
.

(2) The map ϕ∗ induces a bijection between the higher order Whitehead brackets sets. In partic-

ular,

#[x1 , . . . , xk ] = #
[
ϕ∗(x1), . . . ,ϕ∗(xk )

]
.

Proof. First, observe that [x1, . . . , xk ] is non empty if and only if [ϕ∗(x1), . . . ,ϕ∗(xk )] is also non
empty. The result is now a straightforward consequence of lemmas 6 and 7. Indeed, given φ(w)∈
[x1, ..., xk ], the fact that ϕ∗ is an isomorphism implies that ϕ◦φ(w) ∈

[
ϕ∗(x1), . . . ,ϕ∗(xk )

]
for a

unique homology class. And conversely, given φ′(w) ∈
[
ϕ∗(x1), . . . ,ϕ∗(xk )

]
, there exists a unique

(up to homotopy) DGL morphism θ : L(U ) → L such that ϕ ◦θ ≃ φ′, which in particular implies
that θ(w) ∈ [x1, ..., xk ] is unique with the property that ϕ◦θ(w) =φ′(w).

Lemma 9. Let L be a DGL with zero differential and let x1, . . . , xk ∈ L. If [x1, . . . , xk ] 6= ;, then 0 ∈

[x1, . . . , xk ].

Proof. Consider the diagram (6), where ϕ(ui ) is a representative of each xi , and define

φ
(
ui1 ...is

)
= 0 ∀ 1 ≤ i1 < ·· · < is ≤ k, 2 ≤ s ≤ k −1.

Then, ∂φ
(
ui1 ...is

)
= ∂0 = 0, and

φ∂
(
ui1 ...is

)
=φ




s−1∑

p=1

∑

S̃(p,s−p)

ε(σ)
[

uiσ(1) ...iσ(p) ,uiσ(p+1) ...iσ(s)

]



=

s−1∑

p=1

∑

S̃(p,s−p)

ε(σ)
[
φ

(
uiσ(1) ...iσ(p)

)
,φ

(
uiσ(p+1) ...iσ(s)

)]
= 0.

Since φ(w) = 0, the result follows.

The following is an immediate consequence of Proposition 8 and Lemma 9:

Theorem 10. Let L be a DGL and let x1, . . . , xk ∈ H = H∗(L) be such that [x1, . . . , xk ] is non empty.

Denote by [−, . . . ,−]′ the higher order Whitehead brackets of H. Then, L is not formal if one of the

following conditions hold:

(1) 0 ∉ [x1, . . . , xk ].

(2) The sets [x1, . . . , xk ] and [x1, . . . , xk ]′ are not bijective.

Two easy to check instances where the zero element criterion works are the complex projective
spaces CP n for n ≥ 2, and fat wedges T (Sn1 , ...,Snk ) of k ≥ 3 simply connected spheres. In some
cases, the zero element criterion cannot be applied, is not conclusive, or maybe one only has
information about some particular cycles at hand. Then, one may use the cardinality criterion.
The following example illustrates this point.
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Example 11. Let X =
((

S3 ×S3 ×S3 ×S3
)
∨S6

)
∪ {ea ,eb ,ec }, where the 9-cells ea ,eb and ec have

been attached by the following Whitehead products, respectively:
[

idS6 , idS3
2

]
,

[
idS6 , idS3

3

]
and

[
idS6 , idS3

4

]
.

Here, the subindex i of idS3
i

indicates that this map is the composition of a generator of π3
(
S3

)
∼=Z

with the inclusion as the i th copy inside the product S3×S3×S3×S3. The space X is not coformal.

Proof. In view of the cellular decomposition given, the Quillen minimal model of X is

L(v1, v2, v3, v4, v12, v13, v14, v23, v24, v34, v123, v124, v134, v234, v1234, z, a,b,c) ,

where
|vi1 ...is | = 3s −1 for every 1 ≤ i1 < ·· · < is ≤ 4 and 1 ≤ s ≤ 3, and

|z| = 5, |a| = |b| = |c| = 8.

The differential is given on the elements vi1 ...is by equation (5) for every 1 ≤ i1 < ·· · < is ≤ 4, and

∂z = 0, ∂a = [z, v2], ∂b = [z, v3], and ∂c = [z, v4].

We claim that [v1, v2, v3, v4]= {0} . Indeed, any extension φ in the corresponding diagram is of the
form

φ(ui ) = vi for i = 1,2,3,4,

φ(ui j ) = vi j for 1≤ i < i ≤ 4,

φ(ui j k ) = vi j k +ci j k for 1≤ i < j < k ≤ 4.

Here, ci j k can be any degree 8 cycle. But since H8 (L) = 0, each ci j k is necessarily a boundary
∂bi j k , of which there are many. The four-fold Whitehead product [v1, v2, v3, v4] is then given by
all those homology classes represented by

φ(w) = [v123, v4]− [v124, v3]+ [v12, v34]+ [v14, v23]+ [v1, v234]− [v13, v24]+ [v134, v2]

+∂([b123, v4]− [b124, v3]+ [v1,b234]+ [b134, v2])

= ∂v1234 +∂c.

Since the cycle above is a boundary, the claim follows. This shows that the zero element criterion
cannot be applied for discarding the coformality of X , at least for the election of cycles done. How-
ever, the chosen cycles indeed discard the coformality of X . We show next that the corresponding
Whitehead bracket set in homology has many non trivial homology classes. In fact, we prove that

[v̄1, v̄2, v̄3, v̄4]′ =
{
α [z̄, z̄] |α ∈Q

}
,

and then an application of Thm. 10 (2) finishes the proof. Note that the possible choices for the
extensions (now onto the homology H = H(L)) are given by:

φ(ui j ) =λi j z̄ for any λi j ∈Q, 1 ≤ i < j ≤ 4,

φ(ui j k ) = 0 for every 1 ≤ i < j < k ≤ 4.

This is so, since there is a unique non trivial homology class in H5, represented by z, and the
differential commutes for this choice:

∂φ(ui j ) = 0 = ∂vi j = [vi , v j ]=φ
(
[ui ,u j ]

)
=φ∂(ui j ).

On the other hand, there are no non trivial cycles in L8, and therefore 0 is the only possible choice
for φ(ui j k ). Therefore,

[
v1, v2, v3, v4

]′ consist of all those homology classes represented by

φ(w) = [λ12 z̄,λ34 z̄]+ [λ14 z̄,λ23 z̄]+ [λ13 z̄,λ24 z̄] =
(
λ12λ34 +λ14λ23 +λ13λ24

)
[z̄, z̄] .

Since there are many non trivial classes above, it follows that #[v̄1, v̄2, v̄3, v̄4]′ 6= #[v̄1, v̄2, v̄3, v̄4] ,
proving that X is not coformal.
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1.1 Intrinsic coformality

We characterize the intrinsic coformality of a finite product of simply connected odd dimensional
spheres by combining L∞ structures with higher Whitehead products.

Recall that a connected space X is intrinsically formal if any connected space whose rational
cohomology algebra is isomorphic to H∗(X ;Q) has the same rational homotopy type as X . In
other words, if there is a unique rational homotopy type whose rational cohomology algebra is
isomorphic to H∗(X ;Q). Dually, a simply connected space X is intrinsically coformal if any simply
connected space whose rational homotopy Lie algebra is isomorphic to π∗(ΩX )⊗Q has the same
rational homotopy type as X . In other words, if there is a unique rational homotopy type whose
rational homotopy Lie algebra is isomorphic to π∗(ΩX ) ⊗Q. It is well known (see [24], or [15,
Lemma 1.6]) that the wedge Sn1 ∨ ·· · ∨ Snk of k simply connected spheres is formal, and it is a
theorem of Baues ([4], see also [15, Thm. 1.5]) that it is intrinsically formal if every ni is odd.
Dually, ([24]), the product Sn1 ×·· ·×Snk is coformal for any k simply connected spheres. We prove
the following refinement.

Theorem 12. The product of k simply connected odd dimensional spheres Sn1 ×·· ·×Snk is intrin-

sically coformal if and only if

(1) k ≤ 4, or

(2) k ≥ 5 and

ni 6= n j1 +·· ·+n jr −1 for every i and subset {n j1 , ...,n jr } ⊆ {n1, ...,nk }, where r ≥ 4 is even.

Proof. Denote P = Sn1 ×·· ·×Snk . Let L be an L∞ algebra whose underlying graded vector space
is generated by homogeneous x1, ..., xk of degree |xi | = ni − 1, and that ℓ1 = ℓ2 = 0. Hence, L ∼=

π∗(ΩP )⊗Q as graded Lie algebras. Every odd dimensional bracket ℓ2n+1 vanishes, since

|ℓ2n+1
(
xi1 , ..., xi2n+1

)
| = |xi1 |+ · · · + |xi2n+1 |︸ ︷︷ ︸

even

+2n+1−2︸ ︷︷ ︸
odd

∈ Lodd = 0.

For k ≤ 2 spheres, the result is straightforward. For k = 3 (resp. k = 4), the fact that even dimen-
sional brackets ℓ2n vanish whenever two arguments are linearly dependent, and that dimL = 3
(resp. dimL = 4) implies that the whole L∞ structure is trivial. The homotopy type represented by
L is precisely P , which is therefore intrinsically coformal.

Let k ≥ 5. If ni = n j1 +·· ·+n jr −1, endow L with the L∞ structure all of whose brackets vanish
except for

ℓr

(
x j1 , ..., x jr

)
= xi .

Observe that Proposition 3.1 of [5] readily implies that, for a given L∞ structure {ℓn} on the ho-
mology of a DGL with ℓi vanishing up to i = k −1, with k ≥ 2, such that the Whitehead bracket
set [x1, ..., xk ] is non-empty, it follows that [x1, ..., xk ] consists of the single homology class given by
ℓk (x1, ..., xk ). Hence, the homotopy type represented by L carries the non trivial r th order White-
head product [x j1 , ..., x jr ] = {xi }, and it is therefore not coformal. This prevents P from being in-
trinsically coformal.

If on the other hand, ni 6= n j1 +·· ·+n jr −1 for any choice of i , r even and jk , then every bracket
ℓn vanishes. Indeed, assume that for some even integer r (necessarily 4 ≤ r ≤ k) and for some
zi ∈ L we have that ℓr (z1, ..., zr ) = zr+1 6= 0. Then, the elements z1, ..., zr are linearly independent,
so after a change of basis we may assume that {z1, ..., zr } = {x j1 , ..., x jr } ⊆ {x1, ..., xk }. But then, for
some index i ,

|ℓr (z1, ..., zr ) | = (n j1 −1)+·· ·+ (n jr −1)+ r −2 = ni −1,

a contradiction.

Remark 13. When P is not intrinsically coformal, we have proven the existence of a finite complex
with the same homotopy Lie algebra. This is because L is concentrated in even degrees, so C (L) =
ΛsL has graded vector space of generators sL of odd degree, forcing C (L) to be finite dimensional.
So, LC (L) = L(s−1Λ+sL) is of finite type. The classical approach (i.e., not using infinity structures)
for building a different homotopy type X with the rational homotopy Lie algebra of P would very
likely involve attaching infinitely many cells to abelianize the Lie algebra π∗(ΩX )⊗Q.
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Baues’ theorem can be proven as a straightforward consequence of a degree argument for A∞

structures (see for instance [17, Thm. 11]). The Eckmann-Hilton dual to Baues’ theorem is given
below. Its proof is a straightforward consequence of the fact that the whole L∞ structure vanishes
by a degree argument. Observe that Quillen’s theory does not require finite type hypothesis.

Theorem 14. An arbitrary product of simply connected even dimensional Eilenberg-Mac Lane

spaces
∏

i∈I K (Q,ni ) is intrinsically coformal.

2 Coformality and the collapse of the Quillen spectral sequence

The Quillen spectral sequence of a simply connected space X , introduced in [27], has been stud-
ied in [1, 2, 29, 28]. Recently ([8]), a version of this spectral sequence capturing group actions on
X which do not necessarily preserve the base point has been derived. It is claimed in [8, §2.3]
that the collapse of the Quillen spectral sequence is weaker than the coformality of X , a true fact
proven in this section. There is literature relating the collapse of a certain spectral sequence with
(co)formality. For instance, a characterization of the formality of a DGL (in fact, of an L∞ algebra)
has been given in terms of the Chevalley-Eilenberg spectral sequence in [21]. Similar claims, ex-
tending these results for algebras over operads, have been recently given in [23].

In this section, extending in the obvious way the Quillen spectral sequence to arbitrary L∞ al-
gebras, we show that even restricting to DGL’s, formality of one such a DGL is not equivalent to
the collapse at the second page of its Quillen spectral sequence. Example 16 complements the
references mentioned above and merges the higher Whitehead brackets into the picture.

For a coaugmented graded coalgebra C with comultiplication ∆ and coaugmentation kernel
C̄ , the reduced diagonal ∆̄ : C̄ → C̄⊗2 is given by ∆̄(x) =∆(x)− (1⊗ x + x ⊗1). For n ≥ 0, the iterated

reduced diagonals ∆n : C̄ → C̄⊗n+1 are ∆0 = id,∆1 = ∆̄ and recursively for every n ≥ 2 by ∆n =(
∆̄⊗ id⊗n−1)∆n−1. There is an ascending differential graded coalgebra filtration F given by FpC =

Ker(∆p ), p ≥ 1. C is conilpotent if this filtration exhausts C̄ . Every graded coalgebra of the form
C = K⊕C>0 is conilpotent. In particular, for a reduced L∞ algebra L, its Quillen chains C (L) is
conilpotent. In case C = ΛV for some graded vector space V , it follows that FpC = Λ≤pV . The
Quillen spectral sequence of the L∞ algebra L is the coalgebra spectral sequence determined by
the differential graded filtered module (C (L),F ). The first two pages of this spectral sequence are
(E 0,d0) ∼= (ΛsL,δ1) and (E 1,d1) ∼= (ΛsH , H(δ2)). For a simply connected space X with Lie model
L, the Quillen spectral sequence converges to H∗(X ;Q) as graded coalgebras.

An L∞ algebra L is formal if it is weakly equivalent to its homology endowed with an L∞ struc-
ture for which all higher brackets vanish except for possibly the bracket ℓ2 induced by L.

Proposition 15. If L = L≥0 is a formal L∞ algebra, then its Quillen spectral sequence collapses at

E 2.

Proof. Let L be a formal L∞ algebra. Then, there exist L∞ quasi-isomorphisms

L L′,

where L′ is a minimal L∞ algebra with ℓn = 0 for every n ≥ 3. Therefore, there are CDGC quasi-
isomorphisms

(ΛsL,δ)
(
ΛsL′,δ

)
.

By comparison, both spectral sequences are isomorphic from the first page. Hence, it suffices to
consider the case in which L has vanishing higher brackets except for possibly ℓ2. Recall that, if

Z k
p = FpC (L)∩δ−1 (

Fp−kC (L)
)

and Dk
p = FpC (L)∩δ

(
Fp+kC (L)

)
,

then the differential dk in the Quillen spectral sequence is induced by the restrictions δ : Z k
p →

Z k
p−k

as in the diagram below:

9



Z k
p Z 2

p−2

E k
p = Z k

p /Z k−1
p−1 +Dk−1

p E k
p−k

= Z k
p−k

/Z k−1
p−k−1 +Dk−1

p−k

δ

d k

Let k ≥ 2. To see that dk = 0, given x ∈ Z k
p = Λ≤p sL ∩δ−1

(
Λ≤p−k sL

)
, we find a representative y

of the class x ∈ E k
p for which δ(y) ∈ Z k−1

p−k−1 +Dk−1
p−k

= Λ≤p−k−1sL ∩δ−1
(
Λ≤p−k−1sL

)
+Λ≤p−k sL ∩

δ
(
Λ≤p−1sL

)
. Indeed, write x = x1 +·· ·+ xp with each xi ∈Λi sL. Since δ(x) ∈Λ≤p−k sL, necessarily

δ
(
xp−k+1 +·· ·+ xp

)
= 0. Hence, y = x −

(
xp−k+1 +·· ·+ xp

)
is one such representative.

The result above is a particular case of the following more general statement, whose proof is
analogous: for an L∞ algebra L all of whose brackets vanish up to ℓk , its Quillen spectral sequence
has pages E 0 = ·· · = E k−1 ∼=ΛsL, and dk−1 is identified with δk = sℓk (s−1)⊗k . An important conse-
quence of this rather elementary fact is that the least n for which ℓn is non trivial is an invariant
of the L∞ quasi-isomorphism class of minimal L∞ algebras.

We give the promised example.

Example 16. Let X be the rationalization of the total space in a fibration of the sort

S7
→E → K (Z,2)×K (Z,4).

Then, the Quillen spectral sequence of X collapses at E 2 and all higher Whitehead products van-
ish, yet X is not coformal.

Proof. Basic facts on rational homotopy theory imply that the rational homotopy Lie algebra
π∗(ΩX )⊗Q is three dimensional on x, y, z of degrees 1,3,6 respectively, and carries an L∞ struc-
ture for which all higher brackets vanish except for

ℓ2(y, y) = ℓ3(y, x, x) = z.

Equivalently, its Sullivan minimal model is the free CDGA (ΛV ,d) generated by x, y, z of degrees
2,4,7, respectively, with differential given by d x = d y = 0 and d z = y2 + y x2.
We start by proving that X is not coformal by showing that it does not admit a purely quadratic
differential (Corollary 4). The commutative graded algebra automorphisms of ΛV are of the form

f (x) = ax, f (y) = by +cx2 , and f (z)= ez

for any a,b,c,e ∈Q with a,b,e 6= 0. The inverse of such an automorphism is

f −1(x) =
1

a
x, f −1(y)=

1

b
y −

c

a2b
x2, and f −1(z) =

1

e
z.

The differentials d ′ on ΛV for which f :
(
ΛV ,d ′

)
→ (ΛV ,d) is a CDGA isomorphism are of the

form d ′ = f d f −1. By uniqueness of the minimal Sullivan model, to prove our claim it is enough
to compute all these possible differentials d ′. Since x and y are cycles, any differential on ΛV is
determined by its value on z:

d ′(z)= f d f −1(z)=
1

e
f d(z) =

1

e
f

(
y2

+ y x2)
=

1

e

(
f y

)2
+

1

e

(
f y

)(
f x

)2

=
1

e

(
by +cx2)2

+
1

e

(
by +cx2)(

a2x2)

=
1

e

(
b2y2

+c2x4
+2bc y x2)

+
a2

e

(
by x2

+cx4)

=
b2

e
y2

+
b(2c +a2)

e
y x2

+
c(c +a2)

e
x4.
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For d ′ to be purely quadratic, it should be that b
(
2c +a2

)
= c

(
c +a2

)
= 0. Since b 6= 0, it follows

that a2 =−2c. And, since a 6= 0, also c 6= 0. But c = 2c, a contradiction. Thus X is not coformal.
We prove next that the Quillen spectral sequence of X collapses at E 2. The coalgebra model

ΛU of X is the linear span of {
xn ym , xn ym z | n,m ≥ 0

}
,

with codifferential δ determined by

δ(xn ym) =

(
m(m −1)

2

)
xn ym−2z +

(
nm(m −1)

2

)
xn−1 ym−2z if m ≥ 2,

and zero otherwise. By definition, proving that d2 = 0 is the same as proving that, for any given
p ≥ 0,

Φ∈ Z 2
p ⇒ δ(Φ) ∈ Z 1

p−3 +D1
p−2. (7)

If Φ is a cycle, we are done. Otherwise, assume that Φ ∈ Λ≤pU is of the form Φ = xn ym with
n+m ≤ p. In this case,

δ(Φ) =

(
m(m −1)

2

)
xn ym−2z +

(
nm(m −1)

2

)
xn−1 ym−2z.

If n+m = p, then Φ ∉ Z 2
p . Thus, it suffices to check equation (7) for n+m ≤ p −1. But then, by the

very definition, Φ ∈Λ≤p−1U is such that δ(Φ) ∈Λ≤p−2U , that is, δ(Φ) ∈ D1
p−2, and implication (7)

is satisfied. For r > 2, proving that d r = 0 is the same as proving, for any given p ≥ 0, that

Φ ∈ Z r
p ⇒ δ(Φ)∈ Z r−1

p−r−1 +Dr−1
p−r .

The codifferential δ has only homogeneous components δ2 and δ3. All elements in Z r
p are there-

fore cycles, and the condition is then trivially satisfied. To conclude that all higher Whitehead
products vanish, observe that by a classical theorem of Allday ([2, Thm. 4.1]), the differential dk−1

of the spectral sequence represents higher Whitehead products of order k whenever these are
defined. Since the differentials vanish for k ≥ 2, the claim follows.

3 Higher Whitehead products and Sullivan L∞ algebras

The detection of higher Whitehead products in Sullivan models was studied by P. Andrews and M.
Arkowitz in [3]. In that work, the authors very explicitly determined how to read off the (ordinary,
as well as) higher Whitehead products from the differential of the minimal Sullivan model of a
simply connected finite type rational complex. In this Section, we recover and slightly generalize
this result by relying on Quillen’s formulation of rational homotopy theory and the results of [5].

To achieve the mentioned result, we recall in Section 3.1 the necessary background. Then we
recall in Section 3.2 that, under certain assumptions which we fix for the rest of the article, L∞

algebras uniquely correspond to Sullivan algebras ([10, 7]). Finally, we achieve the main goal of
this section by showing how some of our previous results in [5] generalize and/or complement
the main result of [3]. All spaces in this section are assumed to be simply connected rational CW-
complexes of finite type.

3.1 Higher Whitehead products in Sullivan models

Let n1, ...,nr be fixed positive integers, and denote by Mr (Q) the square matrices of size r with
rational coefficients. Define the map

ρ̃ : Mr (Q)−→Q, ρ̃(A) =
∑

σ∈Sr

εσ a1σ(1) · · ·arσ(r ),

where A = (ai j ), and εσ is the sign arising from associating to each element ai j a generator
w j of degree n j in the free graded commutative algebra Λ {w1, ..., wr } and writing w1 · · ·wr =
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εσ wσ(1) · · ·wσ(r ). More precisely, εσ is the parity of

r−1∑

i=1

∑

1≤ j<σ−1(i)
σ( j )>i

ni nσ( j ),

and it is 1 whenever the above sum is empty.

Remark 17. In other words, if one considers Q-linear combinations

y1 = a11w1 +·· ·+ar 1wr , . . . , yr = ar 1w1 +·· ·+ar r wr

in the commutative graded algebra Λ {w1, ..., wr }, and one forms the matrix A = (ai j ), then ρ̃(A)
is simply the coefficient of the term w1 · · ·wr in the product y1 · · · yr , with the correct Koszul sign.
In particular, if the integers n1, . . . ,nr are all odd, i.e., w1, . . . , wr are oddly graded, then ρ̃ is simply
the determinant. Hence, in general, we may think of ρ̃ as a “graded determinant”. In particular,
observe that, if a row or a column of some matrix A is the zero vector then ρ̃(A) = 0. However, in
general, ρ̃ does not vanish on matrices whose rows (or columns) are linearly dependent.

Let (ΛV ,d) be the minimal Sullivan model of the simply connected complex X , fix a KS-basis
{vi }i≥1 of V and homotopy classes x j ∈πn j

(X ), for 1≤ j ≤ r , and define a map

ρ = ρ{vi }{x1,...,xr } : Λ≥r V −→Q

as follows: for a given Φ ∈Λ≥r V , write

Φ=
∑

i1≤···≤ir

λi1 ...ir vi1 · · ·vir +β,

where λi1 ...ir ∈ Q and β ∈ Λ>r V . For each i1 ≤ ·· · ≤ ir let Ai1 ...ir ∈ Mr (Q) be the matrix whose
entries are given by apq = 〈vip ; xq 〉, where 〈 ; 〉 is the Sullivan pairing ([13, Chap. 13 (c)]). Then,

ρ (Φ)=
∑

i1≤···≤ir

λi1 ...ir ρ̃
(

Ai1 ...ir

)
.

Remark 18. Whenever the homotopy classes x1, . . . , xr are linearly independent, ρ(Φ) has the fol-
lowing interpretation: identify x1, . . . , xr with vectors w1, . . . , wr of V through the Sullivan pairing,
and extend this to a new basis of V which in turn produces a new basis of ΛV . Write

Φ=λw1 · · ·wr +Γ

as a linear combination of this basis. Then, it follows from Remark 17 that ρ(Φ) is precisely λ.

We are ready to recall how the differential of a Sullivan minimal model captures higher White-
head products. Denote N = n1 +·· ·+nr .

Theorem 19. [3, Thm. 5.4] Let (ΛV ,d) be the Sullivan minimal model of the simply connected com-

plex X . Fix a KS-basis {vi } of V and homotopy classes x j ∈πn j
(X ), 1 ≤ j ≤ r , such that [x1, . . . , xr ] is

defined. Let Φ ∈ (ΛV )N−1 such that dΦ ∈Λ≥r V . Then, for every x ∈ [x1, . . . , xr ],

〈Φ; x〉 = (−1)αρ(dΦ),

where ρ = ρ{vi }{x1,...,xr }, α=
∑

i< j ni n j and Φ ∈V is the linear part of Φ. In particular, if v ∈V N−1 is

such that d v ∈Λ≥r V , then

〈v ; x〉 = (−1)αρ(d v).

The rational number ρ(d v) depends on the chosen basis for V but only of the r th part dr of
the differential d . As an illustrative example, we keep the notation of this theorem in the following
result, which is obvious in view of Remark 18:

Corollary 20. Let v ∈V be such that, in the chosen homogeneous basis of V ,

d v =
∑

i1≤···≤ir

λi1 ...ir vi1 · · ·vir +β, β ∈Λ>r V .

Fix i1 ≤ ·· · ≤ ir and let xi1 , . . . , xir be the homotopy classes dual to vi1 , . . . , vir through the Sullivan

pairing. Then, for each x ∈ [xi1 , . . . , xir ],

〈v ; x〉 = (−1)αλi1 ...ir . ä
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3.2 Sullivan L∞ algebras

To compare the results of the previous section with the L∞ structures on π∗(ΩX )⊗Q, we need to
recall when and how Sullivan algebras correspond to L∞ structures. We refer the reader to [10] and
[7] in order to find the most general results and a meticulous study of the subtleties concerning
this duality.

Recall that, by Theorem 1, an L∞ structure on a graded vector space L uniquely corresponds
to a codifferential δ on the coalgebra ΛsL. If, in addition, L = L≥0 is finite type and non-negatively
graded, then sL is concentrated in positive degrees and therefore ΛsL is also finite type and con-
nected. On the other hand, it is well known that dualization provides a one to one correspondence
between finite type CDGA’s and CDGC’s. Hence, an L∞ structure on a finite type, non negatively
graded vector space L corresponds to the CDGA

(
(ΛsL)♯,δ♯

)
dual to the CDGC (ΛsL,δ). Under the

same finiteness and bounding hypothesis, a slight generalization of the proof of [13, Lemma 23.1]
provides an isomorphism of commutative graded algebras

Λ(sL)♯ ∼= (ΛsL)♯

via the following pairing [13, p. 294], which is essential in what follows: for each k ≥ 1, denote
V = (sL)♯ and define

〈 ; 〉 : ΛkV ×Λk sL −→Q, (8)

〈v1 · · ·vk ; sxk ∧ ...∧ sx1〉 =
∑

σ∈Sk

εσ〈vσ(1); sx1〉 · · · 〈vσ(k); sxk 〉,

where v1 . . . vk = εσ vσ(1) . . . vσ(k). Through this isomorphism, the differential δ♯ in (ΛsL)♯ becomes
the differential d in Λ(sL)♯ =ΛV whose kth part dk satisfies

〈dk v ; sx1 ∧ ...∧ sxk 〉 = ε〈v ; sℓk (x1, . . . , xk )〉 (9)

where v ∈ (sL)♯, xi ∈ L, i = 1, . . . ,k and ε = (−1)
|v |+

∑k−1
j=1 (k− j )|x j |. Via this equality, for each v ∈ (sL)♯

and any k ≥ 1, dk v is well defined and vanishes for k big enough, due to the finite type and the
bounding assumption respectively. Summarizing,

Proposition 21. L∞ algebras on a finite type, non negatively graded vector space L are in one to

one correspondence with differentials d on the free commutative graded algebra ΛV generated by

V = (sL)♯. Explicitly, for each k ≥ 1, the kth bracket ℓk on L and the kth part dk determine each

other via the formula (9) above. ä

From now on, L∞ algebras are all non negatively graded and of finite type. We can easily detect
when a given L∞ algebra on L provides a Sullivan algebra through the correspondence above.

Proposition 22. Let L be an L∞ algebra and let (ΛV ,d) be the corresponding CDGA. Then, the

following are equivalent:

(1) (ΛV ,d) is a Sullivan algebra.

(2) There exists an ordered homogeneous basis {xi }i∈I of L such that for every k ≥ 1, the class of

ℓk

(
xi1 , ..., xik

)
vanishes in the quotient L/L> j , where j = max{i1, ..., ik } and L> j is the linear

span of
{

xi | i > j
}
.

(3) L is “degree-wise nilpotent”: in the lower central series L = Γ0L ⊇ Γ1L ⊇ ... of L, where each

Γk L is the subspace of L generated by all possible brackets using at least k elements of L, for

every n there exists some k with the property that (ΓkL)n = 0.

Proof. The equivalence between (1) and (2) arises simply from translating the property defining a
Sullivan algebra to the brackets of L through the formula (9). On the other hand, the equivalence
between (2) and (3) is precisely [7, Thm. 3.2].

A Sullivan L∞ algebra is an L∞ algebra satisfying any of the above equivalent conditions.
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Let (ΛV ,d) be the minimal Sullivan algebra equivalent to the minimal Sullivan L∞ algebra
(L, {ℓk }) and fix a KS-basis {vi } of V . Fixing elements x1, . . . , xr ∈ L (not necessarily of the given
basis), the map

ρ = ρ{vi }{x1,...,xr } : Λ≥r V →Q

of the past section can be defined using the same procedure: write any element Φ ∈Λ≥r V as

Φ=
∑

i1≤···≤ir

λi1 ...ir vi1 · · ·vir +β,

where λi1 ...ir ∈Q and β ∈Λ>r V , let Ai1 ...ir ∈ Mr (Q) be the matrix whose entries are given by apq =

〈vip ; sxq 〉, and recall that V = (sL)♯. Then,

ρ (Φ)=
∑

i1≤···≤ir

λi1 ...ir ρ̃
(

Ai1 ...ir

)
.

Remark 23. In view of the pairing (8), for any v ∈V and any sx1, . . . , sxk ∈ sL, a short computation
shows that, for ρ = ρ{v}{x1 ,...,xk },

〈dk v ; sx1 ∧ ...∧ sxk 〉 = ρ(dk v).

3.3 Extending Andrews-Arkowitz’s theorem to L∞ algebras

Let L be a Lie model of the simply connected finite type complex X , consider a homotopy retract
(L, H , i , q,K ) of L, and let {ℓk } be the corresponding L∞ structure on H (see [5, p. 22]). Observe
that H is a Sullivan L∞ algebra whose associated Sullivan algebra (ΛV ,d) is the minimal model of
X for which we fix a KS-basis. Then, the translation of Theorem 19 in this context reads:

Theorem 24. Let x j ∈ H, 1 ≤ j ≤ r , be such that [x1, . . . , xr ] is defined. Let v ∈ V N−1 be such that

d v ∈Λ≥r V . Then, for every x ∈ [x1, . . . , xr ],

〈v ; sx〉 = ε〈v ; sℓr (x1, . . . , xr )〉.

Proof. Indeed, recall that V = (sH)♯ ∼= π∗(X )⊗Q. Hence, Theorem 19 states that 〈v ; x〉 = (−1)αρ(d v).
But, ρ(d v) = ρ(dk v), and in view of Remark 23 and formula (9),

(−1)αρ(d v) = (−1)α 〈dk v ; sx1 ∧ ...∧ sxk 〉 = ε〈v ; sℓk (x1, . . . , xk )〉.

Remarks 25. (1) Observe that Theorem 24, and hence Theorem 19, can be easily deduced from
our Proposition 3.1 of [5]. Indeed, via this result, and for any x ∈ [x1, . . . , xr ],

εℓr (x1, ..., xr ) = x +

r−1∑

j=2
ℓ j

(
Φ j

)
, Φ j ∈ H⊗ j .

Hence, for any v ∈V N−1,

〈v ; sx〉 = ε〈v ; sℓr (x1, ..., xr )〉−
r−1∑

j=2

〈
v ; sℓ j

(
Φ j

)〉
.

However, if d v ∈ Λ≥r V , then d j (v) = 0 for every j < r and therefore, in view of formula (9), the
second term vanishes. Therefore,

〈v ; sx〉 = ε〈v ; sℓr (x1, . . . , xr )〉,

which is the statement of Theorem 24.
(2) Observe also that [5, Thm. 3.3] is a generalization of Theorem 24, and hence of Theorem 19,

under the presence of an adapted homotopy retract. Indeed, given x ∈ [x1, . . . , xr ], [5, Thm. 3.3]
asserts that

ℓr (x1, . . . , xr ) = x,

whenever the L∞ structure on H arises from a homotopy retract adapted to x. That is,

〈v ; sx〉 = 〈v ; sℓr (x1, . . . , xr )〉 = (−1)αρ(d v), for all v ∈V N−1,

and not only for those v with d v ∈Λ≥r V .
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