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#### Abstract

We propose a projection based multi-moment matching method for model order reduction of quadratic-bilinear systems. The goal is to construct a reduced system that ensures higher-order moment matching for the multivariate transfer functions appearing in the input-output representation of the nonlinear system. An existing technique achieves this for the first two multivariate transfer functions, in what is called the symmetric form of the multivariate transfer functions. We extend this framework to an equivalent and simplified form, the regular form, which allows us to show moment matching for the first three multivariate transfer functions. Numerical results for three benchmark examples of quadratic-bilinear systems show that the proposed framework exhibits better performance with reduced computational cost in comparison to existing techniques.


## 1. Introduction

We consider the problem of model order reduction for a single-input single-output (SISO) quadratic-bilinear descriptor system of the form

$$
\begin{align*}
E \dot{x}(t) & =A x(t)+N x(t) u(t)+H(x(t) \otimes x(t))+B u(t)  \tag{1.1}\\
y(t) & =C x(t), \quad x(0)=0
\end{align*}
$$

where $E, A, N \in \mathbb{R}^{n \times n}, H \in \mathbb{R}^{n \times n^{2}}, B \in \mathbb{R}^{n \times 1}, C \in \mathbb{R}^{1 \times n}, x(t) \in \mathbb{R}^{n}$ is the state vector, and $u(t), y(t) \in \mathbb{R}$ are the input and the output, respectively. If the quadratic matrix $H$ and the bilinear matrix $N$ are omitted, the system will reduce to a linear state-space system.

There are many applications where the system can be represented by quadratic-bilinear models. These include flow problems in energy networks, VLSI circuit design, interaction of biological systems and chemical processes. Also a large class of nonlinear systems including fractions, exponentials, logarithmic and power terms can be represented in the quadratic-bilinear form by using exact transformations Gu (2011), which increases their application range even further. Often, the requirement of these applications is to construct large scale quadratic-bilinear models, which are computationally expensive to analyse, control or optimise. Model order reduction provides a remedy to this problem.

Model order reduction is a process to compute another quadratic-bilinear descriptor system of the form

$$
\begin{align*}
\hat{E} \dot{\hat{x}}(t) & =\hat{A} \hat{x}(t)+\hat{N} \hat{x}(t) u(t)+\hat{H}(\hat{x}(t) \otimes \hat{x}(t))+\hat{B} u(t),  \tag{1.2}\\
\hat{y}(t) & =\hat{C} \hat{x}(t), \quad x(0)=0,
\end{align*}
$$

[^0]which has the reduced order $\hat{n} \ll n$, and $\hat{y}(t) \approx y(t)$ for all admissible inputs $u(t)$. Here, the reduced state vector $\hat{x}(t) \in \mathbb{R}^{\hat{n}}$ and the reduced system matrices are $\hat{E}, \hat{A}, \hat{N} \in \mathbb{R}^{\hat{n} \times \hat{n}}, \hat{H} \in \mathbb{R}^{\hat{n} \times \hat{n}^{2}}, \hat{B} \in \mathbb{R}^{\hat{n} \times 1}$ and $\hat{C} \in \mathbb{R}^{1 \times \hat{n}}$.

Projection is commonly used to construct the reduced-order system, where two matrices $V$ and $W$ are identified such that their columns span $\hat{n}$-dimensional subspaces $\mathcal{V}$ and $\mathcal{W}$, respectively. In particular, projection involves the following steps:

- approximate the state vector in $\mathcal{V}$ such that $x(t) \approx V \hat{x}(t)$;
- ensure Petrov-Galerkin condition so that the residual

$$
r(t)=E V \dot{\hat{x}}(t)-(A V \hat{x}(t)+N V \hat{x}(t) u(t)+H(V \hat{x}(t) \otimes V \hat{x}(t))+B u(t)),
$$

is orthogonal to $\mathcal{W}$, i.e., $W^{T} r(t)=0$.
This leads to the reduced system matrices

$$
\begin{array}{lll}
\hat{E}=W^{T} E V, & \hat{A}=W^{T} A V, & \hat{H}=W^{T} H(V \otimes V), \\
\hat{N}=W^{T} N V, & \hat{B}=W^{T} B, & \hat{C}=C V . \tag{1.3}
\end{array}
$$

Clearly, the choice of $V$ and $W$ dictates the accuracy of the reduced system for a given quadratic-bilinear system. In case of linear systems, the choice of $V$ and $W$ is linked to the transfer function of the system. That is, $V$ and $W$ can be selected such that some of the moments associated with the transfer function of the original and reduced systems are matched, c.f. Grimme (1997). However, in the quadratic-bilinear case, the $s$-domain representation involves a series of multivariate transfer functions. Here, the series grows with a new $s$-variable and the complete representation involves multiple $s$-variables, $s_{1}, s_{2}, \ldots$. The structure of these multivariate transfer functions becomes increasingly complex as the series grows. For simplification, often the concept of moment matching is restricted to the first two multivariate transfer functions.

An approach using one-sided projection (i.e. $V=W$ ) with moment matching of the first two transfer functions of a quadratic-bilinear system was discussed initially in Gu (2011). An extension to two-sided projection has been presented in Benner and Breiten (2015) that refines the quality of the approximations in term of accuracy. It is observed in Ahmad, Benner and Jaimoukha (2016) that a simplified and equivalent representation of the multivariate transfer functions can be identified, for which it is relatively easy to extend the moment matching concept to higher multivariate transfer functions. In all these approaches, the first two or higher multivariate transfer functions and their first derivatives are matched by the reduced-order system. Recently, a new approach has been proposed in Yang and Jiang (2018) that matches not only the first two moments but also higher-order moments of the first two multivariate transfer functions. Although the approach is similar to a simplified version of Benner and Breiten (2012), the method in Yang and Jiang (2018) shows higher-order moment matching properties without the use of the matrices $N$ and $H$ in the construction of the projection matrices $V$ and $W$. Recently in Benner, Cao and Schilders (2019); Cao (2019), it has been observed that structured non-linear systems (bilinear and quadratic-bilinear) can be linked to parametric LTI systems and solved through optimisation methods. This new framework is interesting but the computational cost is often high.

In this paper, we propose a new reduction technique that matches higher-order moments and utilises the simplified structure of the multivariate transfer functions proposed in Ahmad et al. (2016). The simplified structure allows us to extend the multi-moment matching concept to the first three transfer functions. Also the construction of the projection matrices $V$ and $W$ now requires the use of the matrices $N$ and $H$ from the nonlinear terms, and will result in more accurate reduced-order system. This is different from Benner and Breiten (2012), where multi-moment matching of the first two transfer functions is discussed. The approximation quality of the reduced-order system produced by the proposed method is compared to those obtained by existing moment matching approaches from Benner and Breiten (2015); Ahmad et al. (2016); Yang and Jiang (2018). It is observed that the proposed approach provides reduced-order models with smaller approximation error.

The remaining part of the paper is organized as follows. In Section 2, we discuss the concept of multivariate moment matching for quadratic-bilinear systems by introducing different forms of multi-variate transfer functions and presenting some of the existing techniques from the literature for moment matching. In Section 3, the concept of generalized multi-moment matching has been utilized for regular transfer functions. Its extension to third regular transfer function will be discussed in Section 4. Finally, in Section 5, we draw a comparison with existing techniques using some benchmark examples and conclude our findings.

## 2. Background

In this section, we present different forms of the multivariate transfer functions, their relations and some of the existing moment matching techniques for model order reduction of quadratic-bilinear systems.

### 2.1. Multivariate Frequency Representation

The input-output representation for the SISO quadratic-bilinear system (1.1) can be expressed by the Volterra series expansion of the output $y(t)$ with quantities analogous to the standard convolution operator

$$
\begin{equation*}
y(t)=\sum_{k=1}^{\infty} \int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{k-1}} h_{k}\left(t_{1}, \ldots, t_{k}\right) u\left(t-t_{1}\right) \ldots u\left(t-t_{k}\right) d t_{k} \ldots d t_{1}, \tag{2.1}
\end{equation*}
$$

where the generalised impulse response $h_{k}$, also referred to as the $k$-dimensional kernel of the $k$-th subsystem, and the input $u$ are assumed to be one-sided, i.e., $h_{k}\left(t_{1}, \ldots, t_{k}\right)=0$ for $t_{i}<0, i=0, \ldots, k$, and $u(t)=0$ for $t<0$. Applying the convolution property of the multi-variable Laplace transform to (2.1), we obtain

$$
\begin{equation*}
Y_{k}\left(s_{1}, \ldots, s_{k}\right)=H_{k}\left(s_{1}, \ldots, s_{k}\right) U\left(s_{1}\right) \cdots U\left(s_{k}\right), \tag{2.2}
\end{equation*}
$$

where $H_{k}\left(s_{1}, \ldots, s_{k}\right)$ is the multivariate transfer function of the $k$-dimensional subsystem, see Rugh (1981) for details. Given the Laplace transform of the input $U(s)$ and the multivariate transfer function $H_{k}\left(s_{1}, \ldots, s_{k}\right)$, the output of the $k$ th subsystem $y_{k}\left(t_{1}, \ldots, t_{k}\right)$ can be identified through the inverse Laplace transform and the output of the system becomes

$$
\begin{equation*}
y(t)=\left.\sum_{k=1}^{\infty} y_{k}\left(t_{1}, \ldots, t_{k}\right)\right|_{t_{1}=\cdots=t_{k}=t}=\sum_{k=1}^{\infty} y_{k}(t, \ldots, t) . \tag{2.3}
\end{equation*}
$$

Note that the generalized impulse response can be written in different forms, for example by using change of variables, and therefore the multivariate transfer function has different forms. Three special forms are the symmetric, triangular and regular form of the multivariate transfer functions as examined in Rugh (1981). The relationship between the triangular form and the symmetric form of the $k$-dimensional transfer function can be written as

$$
\begin{equation*}
H_{k s y m}\left(s_{1}, \ldots, s_{k}\right)=\frac{1}{n!} \sum_{\pi(\cdot)} H_{k t r i}\left(s_{\pi(1)}, \ldots, s_{\pi(k)}\right), \tag{2.4}
\end{equation*}
$$

where the summation of $\pi(\cdot)$ denotes all $k$ ! permutations of $s_{1}, \ldots, s_{k}$. The structure of the multivariate symmetric transfer functions can be identified by using the growing exponentials approach Rugh (1981). To represent the structure of these transfer functions in compact form, we define the following matrix-valued functions

$$
X_{j}(s)=\left[(s E-A)^{-1} E\right]^{j}(s E-A)^{-1}, \quad j=0,1,2, \ldots .
$$

Their derivatives are given by

$$
\begin{equation*}
\frac{\mathrm{d}^{\ell}}{\mathrm{d} s^{\ell}} X_{j}(s)=(-1)^{\ell} \frac{(j+\ell)!}{j!} X_{j+\ell}(s), \quad \ell=0,1,2, \ldots \tag{2.5}
\end{equation*}
$$

With these notations, the first two subsystems of the quadratic-bilinear system (1.1) can be written as

$$
\begin{align*}
H_{1 \text { sym }}\left(s_{1}\right)= & C\left(s_{1} E-A\right)^{-1} B=C X_{0}\left(s_{1}\right) B, \\
H_{2 \text { sym }}\left(s_{1}, s_{2}\right)= & \frac{1}{2!} C X_{0}\left(s_{1}+s_{2}\right)\left(N\left(X_{0}\left(s_{1}\right) B+X_{0}\left(s_{2}\right) B\right)\right.  \tag{2.6}\\
& \left.+H\left(X_{0}\left(s_{1}\right) B \otimes X_{0}\left(s_{2}\right) B+X_{0}\left(s_{2}\right) B \otimes X_{0}\left(s_{1}\right) B\right)\right) .
\end{align*}
$$

The multivariate transfer function of the third subsystem will be discussed later. For higher subsystems, the structure involves further combinations of the multivariate functions, making the transfer function increasingly complex. An alternate form of the multivariate transfer function is the regular form which has relatively few terms Ahmad et al.
(2016) and is well-used for bilinear systems Breiten and Damm (2010). The $k$-dimensional regular form of the transfer function can be linked to the corresponding triangular form by using

$$
\begin{equation*}
H_{k t r i}\left(s_{1}, \ldots, s_{k}\right)=H_{k r e g}\left(s_{1}, s_{1}+s_{2}, \ldots, s_{1}+s_{2}+\cdots+s_{k}\right) \tag{2.7}
\end{equation*}
$$

The relationships in (2.4) and (2.7) are utilized in Ahmad et al. (2016) to identify the structure of the regular transfer functions for quadratic-bilinear systems. The first two multivariate regular transfer functions are

$$
\begin{align*}
H_{1 r e g}\left(s_{1}\right) & =C X_{0}\left(s_{1}\right) B \\
H_{2 r e g}\left(s_{1}, s_{2}\right) & =C X_{0}\left(s_{2}\right)\left(N X_{0}\left(s_{1}\right) B+H\left(X_{0}\left(s_{2}-s_{1}\right) B \otimes X_{0}\left(s_{1}\right) B\right)\right) \tag{2.8}
\end{align*}
$$

Clearly, the regular form has less terms compared to the symmetric form.

### 2.2. Moment matching model reduction

The output $y(t)$ of the quadratic-bilinear system (1.1) can be well approximated by the output $\hat{y}(t)$ of the reducedorder system (1.2), if the model order reduction approach ensures

$$
\begin{equation*}
H_{k}\left(s_{1}, \ldots, s_{k}\right) \simeq \hat{H}_{k}\left(s_{1}, \ldots, s_{k}\right), \quad k=1, \ldots, K \tag{2.9}
\end{equation*}
$$

In practice, this approximation is achieved by ensuring that the multivariate transfer functions of the original and reduced system are matched at some predefined interpolation points $\sigma_{k i} \in \mathbb{C}, i=1, \ldots, r$, for each $k$. The approximation in (2.9) improves further if some of the partial derivatives of $H_{k}\left(s_{1}, \ldots, s_{k}\right)$ with respect to $s_{j}, j=1, \ldots, k$, are also matched by the corresponding partial derivatives of $\hat{\boldsymbol{H}}_{k}\left(s_{1}, \ldots, s_{k}\right)$ at the same interpolation points. Based on the required level of approximation, different approximation problems have been addressed in the literature. For example, the problem of Hermite interpolation can be defined as follows.

Problem 1. For a set of interpolation points $\sigma_{i} \notin \Lambda(A, E) \cup \Lambda(\hat{A}, \hat{E}), i=1, \ldots, m$, find projection matrices $V, W \in \mathbb{R}^{n \times \hat{n}}$ with $\hat{n} \ll n$ such that

$$
\begin{aligned}
H_{1}\left(\sigma_{i}\right) & =\hat{H}_{1}\left(\sigma_{i}\right), \\
\left.\frac{\partial}{\partial s_{1}} H_{1}\left(s_{1}\right)\right|_{s_{1}=\sigma_{i}} & =\left.\frac{\partial}{\partial s_{1}} \hat{H}_{1}\left(s_{1}\right)\right|_{s_{1}=\sigma_{i}}, \\
H_{2}\left(\sigma_{i}, \sigma_{i}\right) & =\hat{H}_{2}\left(\sigma_{i}, \sigma_{i}\right), \\
\left.\frac{\partial}{\partial s_{j}} H_{2}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=\sigma_{i}}} & =\left.\frac{\partial}{\partial s_{j}} \hat{H}_{2}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=\sigma_{i}}}, \quad j=1,2 .
\end{aligned}
$$

This problem has been addressed in Benner and Breiten (2015); Gu (2011), where the symmetric form of the multivariate transfer functions has been utilised for ensuring interpolation. Essentially, the result in Benner and Breiten (2015) can be summarised as follows.

Theorem 2.1. For a given set of interpolation points $\sigma_{i} \notin \Lambda(A, E) \cup \Lambda(\hat{A}, \hat{E}), i=1, \ldots, m$, let $V, W \in \mathbb{R}^{n \times \hat{n}}$ satisfy

$$
\begin{aligned}
& \operatorname{im}(V)=\underset{i=1, \ldots, m}{\operatorname{span}}\left\{X_{0}\left(\sigma_{i}\right) B, X_{0}\left(\sigma_{i}\right)\left[\left(H\left(X_{0}\left(\sigma_{i}\right) B \otimes X_{0}\left(\sigma_{i}\right) B\right)+N X_{0}\left(\sigma_{i}\right) B\right]\right\}\right. \\
& \operatorname{im}(W)=\operatorname{span}_{i=1, \ldots, m}\left\{X_{0}\left(2 \sigma_{i}\right)^{T} C^{T}, X_{0}\left(\sigma_{i}\right)^{T}\left[H^{(2)}\left(X_{0}\left(\sigma_{i}\right) B \otimes X_{0}\left(2 \sigma_{i}\right)^{T} C^{T}\right)+\frac{1}{2} N^{T} X_{0}\left(2 \sigma_{i}\right)^{T} C^{T}\right]\right\}
\end{aligned}
$$

where $H^{(2)}$ is the mode-2 matricization of a 3-dimensional tensor $\mathcal{H} \in \mathbb{R}^{n \times n \times n}$ for which $H=H^{(1)}$ is the mode-1 matricization.Then the reduced-order system satisfies

$$
\begin{array}{rlc}
H_{1 s y m}\left(\sigma_{i}\right) & =\hat{H}_{1 s y m}\left(\sigma_{i}\right), & H_{2 s y m}\left(\sigma_{i}, \sigma_{i}\right)=\hat{H}_{2 s y m}\left(\sigma_{i}, \sigma_{i}\right), \\
\left.\frac{\partial}{\partial s_{j}} H_{2 s y m}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=\sigma_{i}}}=\left.\frac{\partial}{\partial s_{j}} \hat{H}_{2 s y m}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=\sigma_{i}}}, & j=1,2 . \tag{2.10}
\end{array}
$$

Note that the approach in Benner and Breiten (2015) only partially solves Problem 1 as it does not ensure that the reduced system matches the derivatives of the first transfer function. To resolve this, Ahmad, Benner and Feng (2019b) proposes a modified framework, where the reduced system also matches the derivative of the first transfer function. However, the issue of extending the framework to higher subsystems remains, as the structure of the symmetric transfer functions becomes increasingly complex for higher subsystems. To address this issue, the regular form of the multivariate transfer functions is used in Ahmad et al. (2016) to solve Problem 1. Another possible extension of Problem 1 is to match higher derivatives (higher-order moments) of the first two multivariate transfer functions, which is discussed in the following subsection.

### 2.3. Higher-Order Moment Matching

To achieve better reduced-order models for a given set of interpolation points, the problem of generalised moment matching (where higher derivatives of the multivariate transfer functions are also matched) has been considered in the literature. Formally, this problem can be stated as follows.

Problem 2. For a set of interpolation points $\sigma_{i} \notin \Lambda(A, E) \cup \Lambda(\hat{A}, \hat{E}), i=1, \ldots, m$, find projection matrices $V, W \in \mathbb{R}^{n \times \hat{n}}$ such that

$$
\begin{aligned}
&\left.\frac{\partial^{p}}{\partial s_{1}^{p}} H_{1}\left(s_{1}\right)\right|_{s_{1}=\sigma_{i}}=\left.\frac{\partial^{p}}{\partial s_{1}^{p}} \hat{H}_{1}\left(s_{1}\right)\right|_{s_{1}=\sigma_{i}}, \\
&\left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} H_{2}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=\sigma_{i}}}=\left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} \hat{H}_{2}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=\sigma_{i}}},
\end{aligned}
$$

for $p=0, \ldots, P$ and $q=0, \ldots, Q$. The upper limits $P$ and $Q$ represent the highest moments being matched.
It is easy to see that Problem 2 reduces to Problem 1 for $P=Q=1$ and $p \neq q>0$. Problem 2 has been addressed recently in Yang and Jiang (2018), where the first two symmetric transfer functions have been used to match higher derivatives. The main result of Yang and Jiang (2018) is summarised in the following theorem.

Theorem 2.2. For a given set of interpolation points $\sigma_{i} \notin \Lambda(A, E) \cup \Lambda(\hat{A}, \hat{E}), i=1, \ldots, m$, let $V, W \in \mathbb{R}^{n \times n}$ satisfy

$$
\begin{aligned}
& \operatorname{im}(V) \subset \operatorname{span}_{i=1, \ldots, m}\left\{X_{0}\left(\sigma_{i}\right) B, \ldots, X_{k_{v}}\left(\sigma_{i}\right) B\right\}, \\
& \operatorname{im}(W) \subset \operatorname{span}_{i=1, \ldots, m}\left\{X_{0}\left(2 \sigma_{i}\right)^{T} C^{T}, \ldots, X_{k_{w}}\left(2 \sigma_{i}\right)^{T} C^{T}\right\},
\end{aligned}
$$

where $k_{v}=\max (P, Q)$ and $k_{w}=P+Q$. Then the reduced-order system ensures

$$
\begin{align*}
&\left.\frac{\partial^{p}}{\partial s_{1}^{p}} H_{1 s y m}\left(s_{1}\right)\right|_{s_{1}=\sigma_{i}}=\left.\frac{\partial^{p}}{\partial s_{1}^{p}} \hat{H}_{1 s y m}\left(s_{1}\right)\right|_{s_{1}=\sigma_{i}}, \quad p=0, \ldots, k_{v}, \\
&\left.\frac{\partial^{p}}{\partial s_{1}^{p}} H_{1 s y m}\left(s_{1}\right)\right|_{s_{1}=2 \sigma_{i}}=\left.\frac{\partial^{p}}{\partial s_{1}^{p}} \hat{H}_{1 s y m}\left(s_{1}\right)\right|_{s_{1}=2 \sigma_{i}}, \quad p=0, \ldots, k_{w},  \tag{2.11}\\
&\left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} H_{2 s y m}\left(s_{1}, s_{2}\right)\right|_{s_{1}=\sigma_{i}} ^{s_{2}=\sigma_{i}}
\end{aligned}=\left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} \hat{H}_{2 s y m}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=\sigma_{i}}} \quad \begin{aligned}
& p=0, \ldots, P, \\
& q=0, \ldots, Q .
\end{align*}
$$

For this general form, the proof is given in Yang and Jiang (2018). It is important to note that the construction of $V$ and $W$ is independent of the matrices $N$ and $H$. To clarify this, we consider the simple case $P=Q=1$ in more detail.
Case $P=Q=1$ : The result in Theorem 2.2 for this special case requires

$$
\begin{aligned}
\operatorname{im}(V)= & \operatorname{span}\left\{X_{0}\left(\sigma_{1}\right) B, \ldots, X_{0}\left(\sigma_{m}\right) B, X_{1}\left(\sigma_{1}\right) B, \ldots, X_{1}\left(\sigma_{m}\right) B\right\}, \\
\operatorname{im}(W)= & \operatorname{span}\left\{X_{0}\left(2 \sigma_{1}\right)^{T} C^{T}, \ldots, X_{0}\left(2 \sigma_{m}\right)^{T} C^{T}, X_{1}\left(2 \sigma_{1}\right)^{T} C^{T}, \ldots, X_{1}\left(2 \sigma_{m}\right)^{T} C^{T},\right. \\
& \left.X_{2}\left(2 \sigma_{1}\right)^{T} C^{T} \ldots, X_{2}\left(2 \sigma_{m}\right)^{T} C^{T}\right\},
\end{aligned}
$$

for which the following holds

$$
\begin{align*}
&\left.\frac{\partial^{p}}{\partial s_{1}^{p}} \boldsymbol{H}_{1 s y m}\left(s_{1}\right)\right|_{s_{1}=\sigma_{i}}=\left.\frac{\partial^{p}}{\partial s_{1}^{p}} \hat{H}_{1 s y m}\left(s_{1}\right)\right|_{s_{1}=\sigma_{i}}, \quad p=0,1, \\
&\left.\frac{\partial^{p}}{\partial s_{1}^{p}} H_{1 s y m}\left(s_{1}\right)\right|_{s_{1}=2 \sigma_{i}}=\left.\frac{\partial^{p}}{\partial s_{1}^{p}} \hat{H}_{1 s y m}\left(s_{1}\right)\right|_{s_{1}=2 \sigma_{i}}, \quad p=0,1,2,  \tag{2.12}\\
&\left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} H_{2 s y m}\left(s_{1}, s_{2}\right)\right|_{s_{1}=\sigma_{i}}=\left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} \hat{H}_{2 s y m}\left(s_{1}, s_{2}\right)\right|_{s_{1}=\sigma_{i}}, \quad p, q=0,1 .
\end{align*}
$$

The proof is based on two important concepts that are crucial for implicit moment matching via projection. For any vector $X_{j}\left(\sigma_{i}\right) B$ in the image of $V$ and any vector $X_{j}\left(2 \sigma_{i}\right)^{T} C^{T}$ in the image of $W$, we have

$$
\begin{equation*}
V \hat{X}_{j}\left(\sigma_{i}\right) \hat{B}=X_{j}\left(\sigma_{i}\right) B, \quad W \hat{X}_{j}\left(2 \sigma_{i}\right)^{T} \hat{C}^{T}=X_{j}\left(2 \sigma_{i}\right)^{T} C^{T} . \tag{2.13}
\end{equation*}
$$

Using these relations, it is easy to show that the first two equations in (2.12) hold for $p=0$ and $q=0$. To see that these equations are also satisfied for the derivatives, we determine the first and second derivatives of $H_{1 \text { sym }}\left(s_{1}\right)$. They are given by

$$
\begin{align*}
& \frac{\partial}{\partial s_{1}} H_{1 s y m}\left(s_{1}\right)=-C\left(s_{1} E-A\right)^{-1} E\left(s_{1} E-A\right)^{-1} B=-C X_{1}\left(s_{1}\right) B, \\
& \frac{\partial^{2}}{\partial s_{1}^{2}} H_{1 s y m}\left(s_{1}\right)=2 C\left[\left(s_{1} E-A\right)^{-1} E\right]^{-2}\left(s_{1} E-A\right)^{-1} B=2 C X_{2}\left(s_{1}\right) B . \tag{2.14}
\end{align*}
$$

Now premultiplying the first equation in (2.13) with $j=1$ by $C$ and the second equation in (2.13) with $j=1,2$ by $B^{T}$, we observe that the derivatives of $H_{1 \text { sym }}\left(s_{1}\right)$ and $\hat{H}_{1 \text { sym }}\left(s_{1}\right)$ are also matched at $s_{1}=\sigma_{i}$ and $s_{1}=2 \sigma_{i}$.

For the third equation in (2.12), we have four different expressions depending on the values of $p$ and $q$. It follows from (2.6) that

$$
H_{2 s y m}\left(\sigma_{i}, \sigma_{i}\right)=C X_{0}\left(2 \sigma_{i}\right)\left(N X_{0}\left(\sigma_{i}\right) B+H\left(X_{0}\left(\sigma_{i}\right) B \otimes X_{0}\left(\sigma_{i}\right) B\right)\right) .
$$

We can again use (2.13) to show that the third equation in (2.12) holds for $p=q=0$. The partial derivative of $H_{2 \text { sym }}\left(s_{1}, s_{2}\right)$ with respect to $s_{1}$ has the form

$$
\begin{aligned}
\frac{\partial}{\partial s_{1}} H_{2 s y m}\left(s_{1}, s_{2}\right)= & -\frac{1}{2!}\left[C X_{0}\left(s_{1}+s_{2}\right)\left(N X_{1}\left(s_{1}\right) B+H\left(X_{1}\left(s_{1}\right) B \otimes X_{0}\left(s_{2}\right) B+X_{0}\left(s_{2}\right) B \otimes X_{1}\left(s_{1}\right) B\right)\right)\right. \\
& +C X_{1}\left(s_{1}+s_{2}\right)\left(N\left(X_{0}\left(s_{1}\right) B+X_{0}\left(s_{2}\right) B\right)+H\left(X_{0}\left(s_{1}\right) B \otimes X_{0}\left(s_{2}\right) B\right.\right. \\
& \left.\left.\left.+X_{0}\left(s_{2}\right) B \otimes X_{0}\left(s_{1}\right) B\right)\right)\right] .
\end{aligned}
$$

Then using (2.13) with $j=0,1$, we show that the third equation in (2.12) holds for $p=1$ and $q=0$. Similarly, this equation can be proved for $p=0$ and $q=1$. For the final case $p=q=1$, we determine the partial derivative

$$
\begin{aligned}
\frac{\partial^{2}}{\partial s_{1} \partial s_{2}} H_{2 s y m}\left(s_{1}, s_{2}\right)= & \frac{1}{2!}\left[C X_{0}\left(s_{1}+s_{2}\right)\left(H\left(X_{1}\left(s_{1}\right) B \otimes X_{1}\left(s_{2}\right) \boldsymbol{B}+X_{1}\left(s_{2}\right) \boldsymbol{B} \otimes X_{1}\left(s_{1}\right) B\right)\right)\right. \\
& +C X_{1}\left(s_{1}+s_{2}\right)\left(N X_{1}\left(s_{2}\right) B+H\left(X_{0}\left(s_{1}\right) \boldsymbol{B} \otimes X_{1}\left(s_{2}\right) B+X_{1}\left(s_{2}\right) B \otimes X_{0}\left(s_{1}\right) B\right)\right) \\
& +C X_{1}\left(s_{1}+s_{2}\right)\left(N X_{1}\left(s_{1}\right) B+H\left(X_{1}\left(s_{1}\right) B \otimes X_{0}\left(s_{2}\right) B+X_{0}\left(s_{2}\right) B \otimes X_{1}\left(s_{1}\right) B\right)\right) \\
& \left.+2 C X_{2}\left(s_{1}+s_{2}\right)\left(N\left(X_{0}\left(s_{1}\right) B+X_{0}\left(s_{2}\right) B\right)+H\left(X_{0}\left(s_{1}\right) B \otimes X_{0}\left(s_{2}\right) B+X_{0}\left(s_{2}\right) B \otimes X_{0}\left(s_{1}\right) B\right)\right)\right] .
\end{aligned}
$$

Using (2.13) with $j=0,1,2$, we see that the required multi-moment matching condition holds. Thus, (2.12) holds for the specific choice of $V$ and $W$.

The result in Theorem 2.2 utilises the symmetric form of the multivariate transfer functions, which is known to be complex especially for higher subsystems. In this paper, we propose a multi-moment matching technique that utilises the regular form of the multivariate transfer functions (2.8) and is, therefore, easy to be extended to higher multi-moments.

## 3. Multi-Moment Matching for the First Two Regular Transfer Functions

In this section, we show how the choice of $V$ and $W$ can ensure generalised multi-moment matching implicitly. We begin with the concept of moment matching for the first two regular transfer functions of the quadratic-bilinear system (1.1) and later extend it to the first three regular transfer functions. To solve Problem 2 using the first two regular transfer functions given in (2.8), we first partition $H_{2 \text { reg }}\left(s_{1}, s_{2}\right)$ additively into two parts

$$
\begin{equation*}
H_{2 \text { reg }}\left(s_{1}, s_{2}\right)=C\left(Z_{21}\left(s_{1}, s_{2}\right)+Z_{22}\left(s_{1}, s_{2}\right)\right), \tag{3.1}
\end{equation*}
$$

where

$$
\begin{align*}
& Z_{21}\left(s_{1}, s_{2}\right)=X_{0}\left(s_{2}\right) N X_{0}\left(s_{1}\right) B,  \tag{3.2}\\
& Z_{22}\left(s_{1}, s_{2}\right)=X_{0}\left(s_{2}\right) H\left(X_{0}\left(s_{2}-s_{1}\right) B \otimes X_{0}\left(s_{1}\right) B\right) .
\end{align*}
$$

With these notations, we can prove the following lemma.
Lemma 3.1. Let $Z_{21}\left(s_{1}, s_{2}\right)$ and $Z_{22}\left(s_{1}, s_{2}\right)$ be as defined in (3.2), then the partial derivatives of $\boldsymbol{H}_{2 \text { reg }}\left(s_{1}, s_{2}\right)$ can be written as

$$
\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} H_{2 \text { reg }}\left(s_{1}, s_{2}\right)=C\left(\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} Z_{21}\left(s_{1}, s_{2}\right)+\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} Z_{22}\left(s_{1}, s_{2}\right)\right),
$$

where

$$
\begin{align*}
\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} Z_{21}\left(s_{1}, s_{2}\right) & =(-1)^{p+q} p!q!X_{q}\left(s_{2}\right) N X_{p}\left(s_{1}\right) B,  \tag{3.3}\\
\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} Z_{22}\left(s_{1}, s_{2}\right) & =\sum_{j=0}^{q}\binom{q}{j}(q-j)!X_{q-j}\left(s_{2}\right) H\left(\sum_{k=0}^{p}(-1)^{p+q-k}\right.  \tag{3.4}\\
& \left.\times\binom{ p}{k}(k+j)!X_{k+j}\left(s_{2}-s_{1}\right) B \otimes(p-k)!X_{p-k}\left(s_{1}\right) B\right) .
\end{align*}
$$

Proof. Equation (3.3) immediately follows from (2.5) with $j=0$ and $\ell=p, q$. In order to prove (3.4), we first observe that

$$
\frac{\partial^{p}}{\partial s_{1}^{p}} Z_{22}\left(s_{1}, s_{2}\right)=X_{0}\left(s_{2}\right) H\left(\sum_{k=0}^{p}(-1)^{p-k}\binom{p}{k} i!X_{k}\left(s_{2}-s_{1}\right) B \otimes(p-k)!X_{p-k}\left(s_{1}\right) B\right) .
$$

This relation is obtain by using the Leibniz product rule for the $p$-th partial derivative with respect to $s_{1}$ combined with (2.5) with $j=0$ and $\ell=k, p-k$. Applying again the Leibniz product rule for the $q$-th partial derivative with respect to $s_{2}$ to the above equation, we get equation (3.4).

Next, we show how a reduced system can be identified that can match the multi-moments in Lemma 3.1 for the first two regular transfer functions without using the system matrices $N$ and $H$.

Theorem 3.2. For a given set of interpolation points $\sigma_{i} \notin \Lambda(A, E) \cup \Lambda(\hat{A}, \hat{E}), i=1, \ldots, m$, let $V=V\left(\sigma_{i}, P_{1}\right)$, $W=W\left(\sigma_{i}, Q\right) \in \mathbb{R}^{n \times \hat{n}}$ satisfy

$$
\begin{aligned}
& \operatorname{im}(V)=\operatorname{span}\left\{X_{0}\left(\sigma_{1}\right) B, \ldots, X_{0}\left(\sigma_{m}\right) B, \ldots, X_{P_{1}}\left(\sigma_{1}\right) B, \ldots, X_{P_{1}}\left(\sigma_{m}\right) B\right\} \\
& \operatorname{im}(W)=\operatorname{span}\left\{X_{0}\left(2 \sigma_{1}\right)^{T} C^{T}, \ldots, X_{0}\left(2 \sigma_{m}\right)^{T} C^{T}, \ldots, X_{Q}\left(2 \sigma_{1}\right)^{T} C^{T}, \ldots, X_{Q}\left(2 \sigma_{m}\right)^{T} C^{T}\right\}
\end{aligned}
$$

with $P_{1}=P+Q$. Then the reduced-order system satisfies

$$
\begin{align*}
&\left.\frac{\partial^{p}}{\partial s_{1}^{p}} H_{1 r e g}\left(s_{1}\right)\right|_{s_{1}=\sigma_{i}}=\left.\frac{\partial^{p}}{\partial s_{1}^{p}} \hat{H}_{1 r e g}\left(s_{1}\right)\right|_{s_{1}=\sigma_{i}}, \quad p=0 \ldots, P+Q, \\
&\left.\frac{\partial^{q}}{\partial s_{1}^{q}} H_{1 r e g}\left(s_{1}\right)\right|_{s_{1}=2 \sigma_{i}}=\left.\frac{\partial^{q}}{\partial s_{1}^{q}} \hat{H}_{1 r e g}\left(s_{1}\right)\right|_{s_{1}=2 \sigma_{i}}, \quad q=0, \ldots, \max (P, Q),  \tag{3.5}\\
&\left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} H_{2 r e g}\left(s_{1}, s_{2}\right)\right|_{s_{1}=\sigma_{i}}=\left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} \hat{H}_{2 r e g}\left(s_{1}, s_{2}\right)\right|_{s_{1}=\sigma_{i}}, \quad \begin{array}{l}
p=0, \ldots, P, \\
s_{2}=2 \sigma_{i}
\end{array} \\
& q=0, \ldots, Q .
\end{align*}
$$

Proof. Since $H_{1 \text { reg }}\left(s_{1}\right)=H_{1 \text { sym }}\left(s_{1}\right)$, the proof for the first two equations in (3.5) is similar to Theorem 2.2. In order to show the third equation in (3.5), we consider the additive decomposition of $H_{2 \text { reg }}\left(s_{1}, s_{2}\right)$ in (3.1). Using Lemma 3.1 and (2.13), we have

$$
\begin{aligned}
\left.C \frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} Z_{21}\left(s_{1}, s_{2}\right)\right|_{s_{1}=\sigma_{i}} & =(-1)^{p+q} p!q!C X_{q}\left(2 \sigma_{i}\right) N X_{p}\left(\sigma_{i}\right) B \\
& =(-1)^{p+q} p!q!\hat{C} \hat{X}_{q}\left(2 \sigma_{i}\right) W^{T} N V \hat{X}_{p}\left(\sigma_{i}\right) \hat{B} \\
& =(-1)^{p+q} p!q!\hat{C} \hat{X}_{q}\left(2 \sigma_{i}\right) \hat{N} \hat{X}_{p}\left(\sigma_{i}\right) \hat{B} \\
& =\left.\hat{C} \frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} \hat{Z}_{21}\left(s_{1}, s_{2}\right)\right|_{s_{1}=\sigma_{i}}
\end{aligned}
$$

and

$$
\begin{aligned}
\left.C \frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} Z_{22}\left(s_{1}, s_{2}\right)\right|_{s_{1}=\sigma_{i}}= & C \sum_{j=0}^{q}\binom{q}{s_{2}=2 \sigma_{i}}(q-j)!X_{q-j}\left(2 \sigma_{i}\right) \sum_{k=0}^{p}(-1)^{p+q-k}\binom{p}{k} \\
& \times H\left((k+j)!X_{k+j}\left(\sigma_{i}\right) B \otimes(p-k)!X_{p-k}\left(\sigma_{i}\right) B\right) \\
= & \hat{C} \sum_{j=0}^{q}\binom{q}{j}(q-j)!\hat{X}_{q-j}\left(2 \sigma_{i}\right) W^{T} \sum_{k=0}^{p}(-1)^{p+q-k}\binom{p}{k} \\
& \times H\left((k+j)!V \hat{X}_{k+j}\left(\sigma_{i}\right) \hat{B} \otimes(p-k)!V \hat{X}_{p-k}\left(\sigma_{i}\right) \hat{B}\right) \\
= & \hat{C} \sum_{j=0}^{q}\binom{q}{j}(q-j)!\hat{X}_{q-j}\left(2 \sigma_{i}\right) \sum_{k=0}^{p}(-1)^{p+q-k}\binom{p}{k} \\
& \times \hat{H}\left((k+j)!\hat{X}_{k+j}\left(\sigma_{i}\right) \hat{B} \otimes(p-k)!\hat{X}_{p-k}\left(\sigma_{i}\right) \hat{B}\right) \\
= & \left.\hat{C} \frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} \hat{Z}_{22}\left(s_{1}, s_{2}\right)\right|_{s_{1}=\sigma_{i}} .
\end{aligned}
$$

Combining these equalities, we get the third relation in (3.5).
Based on Theorem 3.2, we propose the multi-moment matching method for model reduction of the quadraticbilinear system (1.1) as presented in Algorithm 1.

## 4. Multi-Moment Matching for the First Three Regular Transfer Functions

In this section, we extend the concept of higher-order moment matching to the third regular transfer function $H_{3 \text { reg }}\left(s_{1}, s_{2}, s_{3}\right)$. This is possible because the structure of the third regular subsystem is relatively simple compared to the corresponding symmetric form. Before proceeding to the third regular transfer function, we introduce a new function

$$
Z\left(s_{1}, s_{2}\right)=N X_{0}\left(s_{1}\right) B+H\left(X_{0}\left(s_{2}-s_{1}\right) B \otimes X_{0}\left(s_{1}\right) B\right),
$$

```
Algorithm 1: Multi-moment matching using first two regular transfer functions
    Input: \(E, A, N, H \in \mathbb{R}^{n \times n}, B, C^{T} \in \mathbb{R}^{n}, \sigma_{i} \in \mathbb{C}\) for \(i=1, \ldots, m, P, Q \in \mathbb{N}\).
    Output: \(\hat{E}, \hat{A}, \hat{N}, \hat{H} \in \mathbb{R}^{\hat{n} \times \hat{n}}, \hat{B}, \hat{C}^{T} \in \mathbb{R}^{\hat{n}}\).
    \(V=[] ; W=[] ;\)
    for \(j=0: P+Q\) do
        for \(i=1: m\) do
            \(V=\left[V, X_{j}\left(\sigma_{i}\right) B\right]\)
        end
    end
    for \(j=0: Q\) do
        for \(i=1: m\) do
                \(W=\left[W, X_{j}\left(2 \sigma_{i}\right)^{T} C^{T}\right]\)
        end
    end
    \(U=\operatorname{orth}([V, W])\),
    Construct the reduced-order matrices
\begin{tabular}{lll}
\(\hat{E}=U^{T} E U\), & \(\hat{A}=U^{T} A U\), & \(\hat{B}=U^{T} B\), \\
\(\hat{C}=C U\), & \(\hat{N}=U^{T} N U\), & \(\hat{H}=U^{T} H(U \otimes U)\).
\end{tabular}
```

which implies

$$
X_{0}\left(s_{2}\right) Z\left(s_{1}, s_{2}\right)=Z_{21}\left(s_{1}, s_{2}\right)+Z_{22}\left(s_{1}, s_{2}\right) .
$$

Then the third regular transfer functions can be written as

$$
\begin{aligned}
H_{3 \text { reg }}\left(s_{1}, s_{2}, s_{3}\right)= & C X_{0}\left(s_{3}\right)\left(N X_{0}\left(s_{2}\right) Z\left(s_{1}, s_{2}\right)+H\left(X_{0}\left(s_{3}-s_{2}\right) B \otimes X_{0}\left(s_{2}\right) Z\left(s_{1}, s_{2}\right)\right.\right. \\
& \left.\left.+X_{0}\left(s_{3}-s_{1}\right) Z\left(s_{2}-s_{1}, s_{3}-s_{1}\right) \otimes X_{0}\left(s_{1}\right) B\right)\right) .
\end{aligned}
$$

It can be additively partitioned as

$$
H_{3 \text { reg }}\left(s_{1}, s_{2}, s_{3}\right)=C\left(Z_{31}\left(s_{1}, s_{2}, s_{3}\right)+Z_{32}\left(s_{1}, s_{2}, s_{3}\right)+Z_{33}\left(s_{1}, s_{2}, s_{3}\right)\right),
$$

where

$$
\begin{align*}
& Z_{31}\left(s_{1}, s_{2}, s_{3}\right)=X_{0}\left(s_{3}\right) N X_{0}\left(s_{2}\right) Z\left(s_{1}, s_{2}\right), \\
& Z_{32}\left(s_{1}, s_{2}, s_{3}\right)=X_{0}\left(s_{3}\right) H\left(X_{0}\left(s_{3}-s_{2}\right) \boldsymbol{B} \otimes X_{0}\left(s_{2}\right) Z\left(s_{1}, s_{2}\right)\right)  \tag{4.1}\\
& Z_{33}\left(s_{1}, s_{2}, s_{3}\right)=X_{0}\left(s_{3}\right) H\left(X_{0}\left(s_{3}-s_{1}\right) Z\left(s_{2}-s_{1}, s_{3}-s_{1}\right) \otimes X_{0}\left(s_{1}\right) B\right) .
\end{align*}
$$

With these notations, we can extend Lemma 3.1 to $H_{3 \text { reg }}\left(s_{1}, s_{2}, s_{3}\right)$.
Lemma 4.1. Let $Z_{3 j}\left(s_{1}, s_{2}, s_{3}\right), j=1,2,3$, be as defined in (4.1). Then the partial derivatives of $H_{3 \text { reg }}\left(s_{1}, s_{2}, s_{3}\right)$ can be written as

$$
\begin{aligned}
\frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{z}} H_{3 \text { reg }}\left(s_{1}, s_{2}, s_{3}\right)= & C\left(\frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} Z_{31}\left(s_{1}, s_{2}, s_{3}\right)\right. \\
& \left.+\frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} Z_{32}\left(s_{1}, s_{2}, s_{3}\right)+\frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} Z_{33}\left(s_{1}, s_{2}, s_{3}\right)\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} Z_{31}\left(s_{1}, s_{2}, s_{3}\right)=(-1)^{\ell} \ell!X_{\ell}\left(s_{3}\right) N \frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}}\left(Z_{21}\left(s_{1}, s_{2}\right)+Z_{22}\left(s_{1}, s_{2}\right)\right), \\
& \frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} Z_{32}\left(s_{1}, s_{2}, s_{3}\right)=\sum_{k_{\ell}=0}^{\ell}(-1)^{\ell}\binom{\ell}{k_{\ell}}\left(\ell-k_{\ell}\right)!X_{\ell-k_{\ell}}\left(s_{3}\right) H \sum_{k_{q}=0}^{q}\binom{q}{k_{q}} \\
& \times\left[\left(k_{\ell}+k_{q}\right)!X_{k_{q}+k_{\ell}}\left(s_{3}-s_{2}\right) B \otimes \frac{\partial^{p+q-k_{q}}}{\partial s_{1}^{p} \partial s_{2}^{q-k_{q}}}\left(Z_{21}\left(s_{1}, s_{2}\right)+Z_{22}\left(s_{1}, s_{2}\right)\right)\right], \\
& \frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} Z_{33}\left(s_{1}, s_{2}, s_{3}\right)=\sum_{k_{\ell}=0}^{\ell}\binom{\ell}{k_{\ell}}\left(\ell-k_{\ell}\right)!X_{\ell-k_{\ell}}\left(s_{3}\right) H \sum_{k_{p}=0}^{p}(-1)^{p+\ell-k_{p}-k_{\ell}}\binom{p}{k_{p}} \\
& \quad \times\left[\frac{\partial^{q+k_{p}+k_{\ell}}}{\partial s_{1}^{k_{p}} \partial s_{2}^{q} \partial s_{3}^{k_{\ell}}}\left(Z_{21}\left(s_{2}-s_{1}, s_{3}-s_{1}\right)+Z_{22}\left(s_{2}-s_{1}, s_{3}-s_{1}\right)\right) \otimes\left(p-k_{p}\right)!X_{p-k_{p}}\left(s_{1}\right) B\right] .
\end{aligned}
$$

Proof. The proof is similar to that of Lemma 3.1 and, therefore, omitted.
Introducing the functions

$$
\begin{aligned}
R_{N}\left(\sigma_{i}, p\right) & =(-1)^{p} p!N X_{p}\left(s_{1}\right) B, \\
R_{H}\left(\sigma_{i}, p, j\right) & =H\left(\sum_{k=0}^{p}(-1)^{p-k+j}\binom{p}{k}(k+j)!X_{k+j}\left(\sigma_{i}\right) B \otimes(p-k)!X_{p-k}\left(\sigma_{i}\right) B\right),
\end{aligned}
$$

the partial derivatives of $Z_{21}\left(s_{1}, s_{2}\right)+Z_{22}\left(s_{1}, s_{2}\right)$ can shorty be written as

$$
\begin{aligned}
\left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}}\left(Z_{21}\left(s_{1}, s_{2}\right)+Z_{22}\left(s_{1}, s_{2}\right)\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i}}}= & (-1)^{q} q!X_{q}\left(2 \sigma_{i}\right) R_{N}\left(\sigma_{i}, p\right) \\
& +\sum_{j=0}^{q}(-1)^{q-j}\binom{q}{j}(q-j)!X_{q-j}\left(2 \sigma_{i}\right) R_{H}\left(\sigma_{i}, p, j\right)
\end{aligned}
$$

With these observations, we can prove the following lemma.
Lemma 4.2. For a given set of interpolation points $\sigma_{i} \notin \Lambda(A, E) \cup \Lambda(\hat{A}, \hat{E}), i=1, \ldots, m$, let $V_{1} \in \mathbb{R}^{n \times r}$ satisfy

$$
\operatorname{im}\left(V_{1}\right)=\operatorname{span}_{i=1, \ldots, m}\left\{V\left(\sigma_{i}, P_{1}\right), V_{N}\left(\sigma_{i}, 0,0\right)+V_{H}\left(\sigma_{i}, 0,0\right), \ldots, V_{N}\left(\sigma_{i}, P_{2}, Q_{2}\right)+V_{H}\left(\sigma_{i}, P_{2}, Q_{2}\right)\right\},
$$

where $V\left(\sigma_{i}, P_{1}\right)$ is defined as in Theorem 3.2 with $P_{1}=P+Q$ and

$$
\begin{aligned}
V_{N}\left(\sigma_{i}, P_{2}, Q_{2}\right)= & {\left[X_{0}\left(2 \sigma_{i}\right) R_{N}\left(\sigma_{i}, 0\right), \ldots, X_{0}\left(2 \sigma_{i}\right) R_{N}\left(\sigma_{i}, P_{2}\right), \ldots,\right.} \\
& \left.(-1)^{Q_{2}} Q_{2}!X_{Q_{2}}\left(2 \sigma_{i}\right) R_{N}\left(\sigma_{i}, 0\right), \ldots,(-1)^{Q_{2}} Q_{2}!X_{Q_{2}}\left(2 \sigma_{i}\right) R_{N}\left(\sigma_{i}, P_{2}\right)\right], \\
V_{H}\left(\sigma_{i}, P_{2}, Q_{2}\right)= & {\left[X_{0}\left(2 \sigma_{i}\right) R_{H}\left(\sigma_{i}, 0,0\right),\left[X_{0}\left(2 \sigma_{i}\right) R_{H}\left(\sigma_{i}, 0,1\right)-X_{1}\left(2 \sigma_{i}\right) R_{H}\left(\sigma_{i}, 0,0\right)\right], \ldots,\right.} \\
& {\left[X_{0}\left(2 \sigma_{i}\right) R_{H}\left(\sigma_{i}, 0, Q_{2}\right)+\ldots+(-1)^{Q_{2}} Q_{2}!X_{Q_{2}}\left(2 \sigma_{i}\right) R_{H}\left(\sigma_{i}, 0,0\right)\right], \ldots, } \\
& X_{0}\left(2 \sigma_{i}\right) R_{H}\left(\sigma_{i}, P_{2}, 0\right),\left[X_{0}\left(2 \sigma_{i}\right) R_{H}\left(\sigma_{i}, P_{2}, 1\right)-X_{1}\left(2 \sigma_{i}\right) R_{H}\left(\sigma_{i}, P_{2}, 0\right)\right], \ldots, \\
& {\left[X_{0}\left(2 \sigma_{i}\right) R_{H}\left(\sigma_{i}, P_{2}, Q_{2}\right)+\ldots+(-1)^{\left.\left.Q_{2} Q_{2}!X_{Q_{2}}\left(2 \sigma_{i}\right) R_{H}\left(\sigma_{i}, P_{2}, 0\right)\right]\right],} \$,\right.}
\end{aligned}
$$

with $P_{2}=P$ and $Q_{2}=Q$. Furthermore, let $W$ be as in Theorem 3.2. Then the reduced-order system obtained using the projection matrices $V_{1}$ and $W$ satisfies

$$
\begin{equation*}
\left.V_{1} \frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}}\left(\hat{Z}_{21}\left(s_{1}, s_{2}\right)+\hat{Z}_{22}\left(s_{1}, s_{2}\right)\right)\right|_{\substack{s_{1}=\sigma_{i} \\ s_{2}=2 \sigma_{i}}}=\left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}}\left(Z_{21}\left(s_{1}, s_{2}\right)+Z_{22}\left(s_{1}, s_{2}\right)\right)\right|_{\substack{s_{1}=\sigma_{i} \\ s_{2}=2 \sigma_{2}}} \tag{4.2}
\end{equation*}
$$

for $p=0, \ldots, P$ and $q=0, \ldots, Q$.
Proof. The left-hand side of (4.2) can be written as

$$
\begin{aligned}
V_{1} & \left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}}\left(\hat{Z}_{21}\left(s_{1}, s_{2}\right)+\hat{Z}_{22}\left(s_{1}, s_{2}\right)\right)\right|_{s_{1}=\sigma_{i}} ^{s_{2}=2 \sigma_{i}} \\
& =V_{1}\left((-1)^{q} q!\hat{X}_{q}\left(2 \sigma_{i}\right) W^{T} R_{N}\left(\sigma_{i}, p\right)+\sum_{j=0}^{q}(-1)^{q-j}\binom{q}{j}(q-j)!\hat{X}_{q-j}\left(2 \sigma_{i}\right) W^{T} R_{H}\left(\sigma_{i}, p, j\right)\right) \\
& =(-1)^{q} q!X_{q}\left(2 \sigma_{i}\right) R_{N}\left(\sigma_{i}, p\right)+\sum_{j=0}^{q}(-1)^{q-j}\binom{q}{j}(q-j)!X_{q-j}\left(2 \sigma_{i}\right) R_{H}\left(\sigma_{i}, p, j\right) .
\end{aligned}
$$

This proves the lemma where the last equality follows since $V_{N}\left(\sigma_{i}, P, Q\right)+V_{H}\left(\sigma_{i}, P, Q\right)$ lies in the image of $V_{1}$ for all values of $p$ and $q$.

Remark 1. Similarly to Lemma 4.2, one can also show the relation

$$
\begin{aligned}
& \left.V_{1} \frac{\partial^{\tau}}{\partial s^{\tau}}\left(\hat{Z}_{21}\left(f_{1}(s), f_{2}(s)\right)+\hat{Z}_{22}\left(f_{1}(s), f_{2}(s)\right)\right)\right|_{\substack{f_{1}(s)=\sigma_{i} \\
f_{2}(s)=2 \sigma_{i}}} \\
& \quad=\left.\frac{\partial^{\tau}}{\partial s^{\tau}}\left(Z_{21}\left(f_{1}(s), f_{2}(s)\right)+Z_{22}\left(f_{1}(s), f_{2}(s)\right)\right)\right|_{\substack{f_{1}(s)=\sigma_{i} \\
f_{2}(s)=2 \sigma_{i}}}
\end{aligned}
$$

for any $f_{1}(s)$ and $f_{2}(s)$, where $s$ is the vector of variables $s_{1}, s_{2}, \ldots$. This will change the values of $P_{1}, P_{2}$ and $Q_{2}$ depending on the number of variables, the order of their derivatives and the combination of these variables used. In particular, this relation is useful in the regular form with $Z_{33}\left(s_{1}, s_{2}, s_{3}\right)$, where $f_{1}(s)=s_{2}-s_{1}$ and $f_{2}(s)=s_{3}-s_{1}$.

We can now identify the structure of the projection matrices $V_{1}$ and $W_{1}$ providing a reduced-order model which matches the multi-moments of the first three regular transfer functions while involving non-linear matrices $N$ and $H$.

Theorem 4.3. For a given set of interpolation points $\sigma_{i} \notin \Lambda(A, E) \cup \Lambda(\hat{A}, \hat{E}), i=1, \ldots, m$, let $V_{1} \in \mathbb{R}^{n \times r}$ be as defined in Lemma 4.2 with $P_{1}=P+\max (Q, L), P_{2}=\max (Q, P+L)$ and $Q_{2}=P+Q$, and let $W_{1} \in \mathbb{R}^{n \times r}$ satisfy

$$
\operatorname{im}\left(W_{1}\right)=\operatorname{span}\left\{W, X_{0}\left(3 \sigma_{i}\right)^{T} C^{T}, \ldots, X_{L}\left(3 \sigma_{i}\right)^{T} C^{T}, X_{0}\left(3 \sigma_{m}\right)^{T} C^{T}, \ldots, X_{L}\left(3 \sigma_{m}\right)^{T} C^{T}\right\}
$$

where $W$ is as in Theorem 3.2. Then the reduced-order system satisfies

$$
\begin{gather*}
\left.\frac{\partial^{p}}{\partial s_{1}^{p}} H_{1 \text { reg }}\left(s_{1}\right)\right|_{s_{1}=\sigma_{i}}=\left.\frac{\partial^{p}}{\partial s_{1}^{p}} \hat{H}_{1 r e g}\left(s_{1}\right)\right|_{s_{1}=\sigma_{i}}, \quad p=0, \ldots, P_{1}, \\
\left.\frac{\partial^{q}}{\partial s_{1}^{q}} H_{1 r e g}\left(s_{1}\right)\right|_{s_{1}=2 \sigma_{i}}=\left.\frac{\partial^{q}}{\partial s_{1}^{q}} \hat{H}_{1 r e g}\left(s_{1}\right)\right|_{s_{1}=2 \sigma_{i}}, \quad q=0, \ldots, Q_{2}, \\
\left.\frac{\partial^{\ell}}{\partial s_{1}^{\ell}} H_{1 \text { reg }}\left(s_{1}\right)\right|_{s_{1}=3 \sigma_{i}}=\left.\frac{\partial^{\ell}}{\partial s_{1}^{\ell}} \hat{H}_{1 \text { reg }}\left(s_{1}\right)\right|_{s_{3}=3 \sigma_{i}}, \quad \ell=0, \ldots, L,  \tag{4.3}\\
\left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} H_{2 \text { reg }}\left(s_{1}, s_{2}\right)\right|_{s_{1}=\sigma_{i}=2 \sigma_{i}}=\left.\frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}} \hat{H}_{2 r e g}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i}}} \quad \begin{array}{l}
p=0, \ldots, P_{2}, \\
q=0, \ldots, Q_{2},
\end{array}
\end{gather*}
$$

Implicit Higher-Order Moment Matching

$$
\begin{gathered}
\left.\left.\frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} \hat{\boldsymbol{H}}_{3 r e g}\left(s_{1}, s_{2}, s_{3}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i} \\
s_{3}=3 \sigma_{i}}}=\frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} \boldsymbol{H}_{3 r e g}\left(s_{1}, s_{2}, s_{3}\right) \right\rvert\, \begin{array}{c}
s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i} \\
s_{3}=3 \sigma_{i}
\end{array} \\
p=0, \ldots, P, \quad q=0, \ldots, Q, \quad \ell=0, \ldots, L .
\end{gathered}
$$

Proof. The first four equations in (4.3) are easy to prove using Lemma 4.2 and Theorem 3.2. To show the last equation, we begin with

$$
\begin{aligned}
\hat{C} \frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} & \left.\hat{Z}_{31}\left(s_{1}, s_{2}, s_{3}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i} \\
s_{3}=3 \sigma_{i}}} \\
& =\left.\hat{C}(-1)^{\ell} \ell!\hat{X}_{\ell}\left(3 \sigma_{i}\right) \hat{N} \frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}}\left(\hat{Z}_{21}\left(s_{1}, s_{2}\right)+\hat{Z}_{22}\left(s_{1}, s_{2}\right)\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i}}} \\
& =\left.(-1)^{\ell} \ell!\hat{C} \hat{X}_{\ell}\left(3 \sigma_{i}\right) W_{1}^{T} N V_{1} \frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}}\left(\hat{Z}_{21}\left(s_{1}, s_{2}\right)+\hat{Z}_{22}\left(s_{1}, s_{2}\right)\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i}}} \\
& =\left.(-1)^{\ell} \ell!C X_{\ell}\left(3 \sigma_{i}\right) N \frac{\partial^{p+q}}{\partial s_{1}^{p} \partial s_{2}^{q}}\left(Z_{21}\left(s_{1}, s_{2}\right)+Z_{22}\left(s_{1}, s_{2}\right)\right)\right|_{\substack{s_{2}=2 \sigma_{i} \\
s_{1}=\sigma_{i}}} \\
& =\left.C \frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} Z_{31}\left(s_{1}, s_{2}, s_{3}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i} \\
s_{3}=3 \sigma_{i}}}
\end{aligned}
$$

where the second last equation is due to Lemma 4.2. Now for $\hat{Z}_{32}\left(s_{1}, s_{2}, s_{3}\right)$, we can write

$$
\begin{aligned}
& \left.\hat{\boldsymbol{C}} \frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} \hat{\boldsymbol{Z}}_{32}\left(s_{1}, s_{2}, s_{3}\right)\right|_{\begin{array}{c}
s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i} \\
s_{3}=3 \sigma_{i}
\end{array}} \\
& =\hat{C} \sum_{k_{\ell}=0}^{\ell}(-1)^{\ell-k_{\ell}}\binom{\ell}{k_{\ell}}\left(\ell-k_{\ell}\right)!\hat{X}_{\ell-k_{\ell}}\left(3 \sigma_{i}\right) \hat{H} \sum_{k_{q}=0}^{q}\left((-1)^{k_{q}+k_{\ell}}\binom{q}{k_{q}}\left(k_{q}+k_{\ell}\right)!\hat{X}_{k_{q}+k_{\ell}}\left(\sigma_{i}\right) \hat{B}\right. \\
& \left.\otimes\left[\left.\frac{\partial^{p+q-k_{q}}}{\partial s_{1}^{p} \partial s_{2}^{q-k_{q}}} \hat{Z}_{21}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i}}}+\left.\frac{\partial^{p+q-k_{q}}}{\partial s_{1}^{p} \partial s_{2}^{q-k_{q}}} \hat{Z}_{22}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i}}}\right]\right) \\
& =\hat{C} \sum_{k_{\ell}=0}^{\ell}(-1)^{\ell-k_{\ell}}\binom{\ell}{k_{\ell}}\left(\ell-k_{\ell}\right)!\hat{X}_{\ell-k_{\ell}}\left(3 \sigma_{i}\right) W^{T} H\left(V_{1} \otimes V_{1}\right) \sum_{k_{q}=0}^{q}\left((-1)^{k_{q}+k_{\ell}}\binom{q}{k_{q}}\left(k_{q}+k_{\ell}\right)!\hat{X}_{k_{q}+k_{\ell}}\left(\sigma_{i}\right) \hat{B}\right. \\
& \left.\otimes\left[\left.\frac{\partial^{p+q-k_{q}}}{\partial s_{1}^{p} \partial s_{2}^{q-k_{q}}} \hat{Z}_{21}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i}}}+\left.\frac{\partial^{p+q-k_{q}}}{\partial s_{1}^{p} \partial s_{2}^{q-k_{q}}} \hat{Z}_{22}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i}}}\right]\right) \\
& =\hat{C} \sum_{k_{\ell}=0}^{\ell}(-1)^{\ell-k_{\ell}}\binom{\ell}{k_{\ell}}\left(\ell-k_{\ell}\right)!\hat{X}_{\ell-k_{\ell}}\left(3 \sigma_{i}\right) W^{T} H \sum_{k_{q}=0}^{q}\left(V_{1}(-1)^{k_{q}+k_{\ell}}\binom{q}{k_{q}}\left(k_{q}+k_{\ell}\right)!\hat{X}_{k_{q}+k_{\ell}}\left(\sigma_{i}\right) \hat{B}\right. \\
& \left.\otimes V_{1}\left[\left.\frac{\partial^{p+q-k_{q}}}{\partial s_{1}^{p} \partial s_{2}^{q-k_{q}}} \hat{Z}_{21}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i}}}+\left.\frac{\partial^{p+q-k_{q}}}{\partial s_{1}^{p} \partial s_{2}^{q-k_{q}}} \hat{Z}_{22}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i}}}\right]\right) \\
& =C \sum_{k_{\ell}=0}^{\ell}(-1)^{\ell-k_{\ell}}\binom{\ell}{k_{\ell}}\left(\ell-k_{\ell}\right)!X_{\ell-k_{\ell}}\left(3 \sigma_{i}\right) H \sum_{k_{q}=0}^{q}\left((-1)^{k_{q}+k_{\ell}}\binom{q}{k_{q}}\left(k_{q}+k_{\ell}\right)!X_{k_{q}+k_{\ell}}\left(\sigma_{i}\right) B\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\quad \otimes\left[\left.\frac{\partial^{p+q-k_{q}}}{\partial s_{1}^{p} \partial s_{2}^{q-k_{q}}} Z_{21}\left(s_{1}, s_{2}\right)\right|_{\begin{array}{l}
s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i}
\end{array}}+\left.\frac{\partial^{p+q-k_{q}}}{\partial s_{1}^{p} \partial s_{2}^{q-k_{q}}} Z_{22}\left(s_{1}, s_{2}\right)\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i}}}\right]\right) \\
& \left.=C \frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} Z_{32}\left(s_{1}, s_{2}, s_{3}\right) \right\rvert\, \begin{array}{l}
s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i} \\
s_{3}=3 \sigma_{i}
\end{array}
\end{aligned}
$$

Similarly for the third component $\hat{Z}_{33}\left(s_{1}, s_{2}, s_{3}\right)$, we have

$$
\begin{aligned}
& \left.\hat{C} \frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{z}} \hat{Z}_{33}\left(s_{1}, s_{2}, s_{3}\right) \right\rvert\, \begin{array}{l}
s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i} \\
s_{3}=3 \sigma_{i}
\end{array} \\
& =\hat{C} \sum_{k_{\ell}=0}^{\ell}(-1)^{\ell-k_{\ell}}\binom{\ell}{k_{\ell}}\left(\ell-k_{\ell}\right)!\hat{X}_{\ell-k_{\ell}}\left(3 \sigma_{i}\right) \hat{H} \sum_{k_{p}=0}^{p}\left(\left[\frac{\partial^{k_{p}+q+k_{\ell}}}{\partial s_{p}^{k_{p}} \partial s_{2}^{q} \partial s_{3}^{k_{\ell}}} \hat{Z}_{21}\left(s_{2}-s_{1}, s_{3}-s_{1}\right)\right.\right. \\
& \left.\left.\left.+\frac{\partial^{k_{p}+q+k_{\ell}}}{\partial s_{1}^{k_{p}} \partial s_{2}^{q} \partial s_{3}^{k_{\ell}}} \hat{Z}_{22}\left(s_{2}-s_{1}, s_{3}-s_{1}\right)\right]\left.\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i} \\
s_{3}=3 \sigma_{i}}} \otimes(-1)^{p-k_{p}}\binom{p}{k_{p}}\left(p-k_{p}\right)!\hat{X}_{p-k_{p}}\left(\sigma_{i}\right) \hat{B}\right]\right) \\
& =\hat{C} \sum_{k_{\ell}=0}^{\ell}(-1)^{\ell-k_{\ell}}\binom{\ell}{k_{\ell}}\left(\ell-k_{\ell}\right)!\hat{X}_{\ell-k_{\ell}}\left(3 \sigma_{i}\right) W^{T} H\left(V_{1} \otimes V_{1}\right) \sum_{k_{p}=0}^{p}\left(\left[\frac{\partial^{k_{p}+q+k_{\ell}}}{\partial s_{1}^{k_{p}} \partial s_{2}^{q} \partial s_{3}^{k_{\ell}}} \hat{Z}_{21}\left(s_{2}-s_{1}, s_{3}-s_{1}\right)\right.\right. \\
& \left.\left.\left.+\frac{\partial^{k_{p}+q+k_{\ell}}}{\partial s_{1}^{k_{p}} \partial s_{2}^{q} \partial s_{3}^{k_{\ell}}} \hat{Z}_{22}\left(s_{2}-s_{1}, s_{3}-s_{1}\right)\right]\left.\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=\sigma_{i} \\
s_{3}=3 \sigma_{i}}} \otimes(-1)^{p-k_{p}}\binom{p}{k_{p}}\left(p-k_{p}\right)!\hat{X}_{p-k_{p}}\left(\sigma_{i}\right) \hat{B}\right]\right) \\
& =\hat{C} \sum_{k_{\ell}=0}^{\ell}(-1)^{\ell-k_{\ell}}\binom{\ell}{k_{\ell}}\left(\ell-k_{\ell}\right)!\hat{X}_{\ell-k_{\ell}}\left(3 \sigma_{i}\right) W^{T} H \sum_{k_{p}=0}^{p}\left(V _ { 1 } \left[\frac{\partial^{k_{p}+q+k_{\ell}}}{\partial s_{1}^{k_{p}} \partial s_{2}^{q} \partial s_{3}^{k_{\ell}}} \hat{Z}_{21}\left(s_{2}-s_{1}, s_{3}-s_{1}\right)\right.\right. \\
& \left.\left.\left.+\frac{\partial^{k_{p}+q+k_{\ell}}}{\partial s_{1}^{k_{p}} \partial s_{2}^{q} \partial s_{3}^{k_{\ell}}} \hat{Z}_{22}\left(s_{2}-s_{1}, s_{3}-s_{1}\right)\right]\left.\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i} \\
s_{3}=3 \sigma_{i}}} \otimes V_{1}(-1)^{p-k_{p}}\binom{p}{k_{p}}\left(p-k_{p}\right)!\hat{X}_{p-k_{p}}\left(\sigma_{i}\right) \hat{B}\right]\right) \\
& =C \sum_{k_{\ell}=0}^{\ell}(-1)^{\ell-k_{\ell}}\binom{\ell}{k_{\ell}}\left(\ell-k_{\ell}\right)!X_{\ell-k_{\ell}}\left(3 \sigma_{i}\right) \sum_{k_{p}=0}^{p} H\left(\left[\frac{\partial^{k_{p}+q+k_{\ell}}}{\partial s_{1}^{k_{p}} \partial s_{2}^{q} \partial s_{3}^{k_{\ell}}} Z_{21}\left(s_{2}-s_{1}, s_{3}-s_{1}\right)\right.\right. \\
& \left.\left.\left.+\frac{\partial^{k_{p}+q+k_{\ell}}}{\partial s_{1}^{k_{p}} \partial s_{2}^{q} \partial s_{3}^{k_{\ell}}} Z_{22}\left(s_{2}-s_{1}, s_{3}-s_{1}\right)\right]\left.\right|_{\substack{s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i} \\
s_{3}=3 \sigma_{i}}} \otimes(-1)^{p-k_{p}}\binom{p}{k_{p}}\left(p-k_{p}\right)!X_{p-k_{p}}\left(\sigma_{i}\right) B\right]\right) \\
& \left.=C \frac{\partial^{p+q+\ell}}{\partial s_{1}^{p} \partial s_{2}^{q} \partial s_{3}^{\ell}} Z_{33}\left(s_{1}, s_{2}, s_{3}\right) \right\rvert\, \begin{array}{l}
s_{1}=\sigma_{i} \\
s_{2}=2 \sigma_{i} \\
s_{3}=3 \sigma_{i}
\end{array}
\end{aligned}
$$

The above results clearly show that the last equation in (4.3) also holds and this completes the proof.
Thus we can match higher multi-moments for the first three subsystems and the approach is summarised in Algorithm 2.

## 5. Numerical Examples

We consider three benchmark examples: the non-linear RC circuit Rewieński and White (2003), the 1D Burgers' equation Kunisch and Volkwein (2008) and the FitzHugh-Nagumo system Chaturantabut and Sorensen (2010) for

```
Algorithm 2: Multi-moment matching for three regular transfer functions
    Input: \(E, A, B, C, N, H, \sigma_{i} \in \mathbb{C}\) for \(i=1, \ldots, m, P, Q, L \in \mathbb{N}\)
    Output: \(\hat{E}, \hat{A}, \hat{B}, \hat{C}, \hat{N}, \hat{H}\)
    Compute \(V\) and \(W\) as in Algorithm 1 with \(k_{v}=0: P+\max (Q, L)\) and \(k_{w}=0: \max (P, Q)\).
    \(V_{1}=V ; W_{1}=W ; Q_{\max }=\max (P+L, Q) ; P_{\max }=\max (P, Q+L) ;\)
    for \(Q_{2}=0: Q_{\max }\) do
        for \(P_{2}=0: P_{\max }\) do
                    \(\operatorname{span}\left(V_{1}\right)=\operatorname{span}_{i=1, \ldots, m}\left(\left[V_{1},\left[V_{N}\left(\sigma_{i}, P_{2}, Q_{2}\right)+V_{H}\left(\sigma_{i}, P_{2}, Q_{2}\right)\right]\right]\right)\)
        end
    end
    for \(\ell=0: L\) do
                \(\operatorname{span}\left(W_{1}\right)=\underset{i=1, \ldots, m}{\operatorname{span}}\left(\left[W_{1}, X_{\ell}\left(3 \sigma_{i}\right)^{T} C^{T}\right]\right)\)
    end
    \(U=\operatorname{orth}\left(\left[V_{1}, W_{1}\right]\right)\);
    Compute the reduced-order matrices
\begin{tabular}{lll}
\(\hat{E}=U^{T} E U\), & \(\hat{A}=U^{T} A U\), & \(\hat{B}=U^{T} B\), \\
\(\hat{C}=U^{T} C\), & \(\hat{N}=U^{T} N U\), & \(\hat{H}=U^{T} H(U \otimes U)\).
\end{tabular}
```

return $\hat{E}, \hat{A}, \hat{B}, \hat{C}, \hat{N}, \hat{H}$
comparing our results. Three recent nonlinear reduction techniques are used for testing, that includes implicit symmetric moment matching (as discussed in Theorems 2.1), generalized implicit symmetric moment matching (discussed in Theorem 2.2), and implicit regular moment matching. The results of the first two methods will be represented by (imm-$\mathrm{s}-\mathrm{s}^{-}$) and (igmm-s.....). The proposed method, which involves generalized implicit moment matching for regular subsystems is represented by (igmm-r2 --- ) and (igmm-r3 - ) for the first two and three subsystems, respectively.

### 5.1. Non-linear RC Circuit

It is a well-used example for model order reduction of nonlinear systems, where a non-linear RC circuit as shown in Figure 1 is considered for model reduction.

The non-linearity is due to the diode $I-V$ characteristics, expressed as $g(v)=e^{40 v}-1$, where $v$ is the node voltage. The voltage $v_{1}(t)$ at node 1 is taken as the output and the current $i$ as the input of the system. After applying Kirchoff's current law at each of the $N$ nodes, with the assumption of a normalised capacitance $C=1$, we obtain

$$
\dot{v}(t)=f(v(t))+b u(t), \quad y(t)=c v(t)
$$

in which $b=c^{T}$ is the first column of the $N \times N$ identity matrix. Transforming this non-linear model to an equivalent quadratic-bilinear descriptor system increases the size to $n=2 N$. For our results, we set $N=1250$, so that the order of the quadratic-bilinear system is $n=2500$.

The order of the system is reduced to $r \approx 23$ with each of the four techniques, (imm-s2), (igmm-s2), (igmm-r2) and (igmm-r3). The 2 and 3 at the end denote the first two and three transfer functions are matched by each technique, respectively. The parameters used by the model reduction techniques are reported in Table 1 where $r$ is the reduced order, $m$ is the number of interpolation points and $\sigma$ represent the interpolation points. The order $\mathcal{O}(p, q, \ell)$ shows the number of higher-order moments matched with respect to $s_{1}, s_{2}$ and $s_{3}$. The interpolation points $\sigma$ are similar to those used in Yang and Jiang (2018), so that we can reproduce their results and perform comparison with the


Figure 1: RC circuit diagram

| MOR technique | $r$ | $m$ | $\sigma$ | $\mathcal{O}(p, q, \ell)$ |
| :---: | :---: | :---: | :---: | :---: |
| (imm-s2) | 23 | 5 | $[0.01,1,10,100,1000,10000]$ | $(1,1,-)$ |
| (igmm-s2) | 24 | 2 | $[0.1,10,1000]$ | $(2,2,-)$ |
| (igmm-r2) | 22 | 2 | $[0.1,10,1000]$ | $(3,2,-)$ |
| (igmm-r3) | 23 | 1 | $[0.1,10]$ | $(1,1,2)$ |

Table 1
Parameters for Non-linear RC-circuit

| MOR technique | $r$ | $e_{\max }$ for $u(t)=e^{-t}$ | $e_{\max }$ for $u(t)=\cos (2 \pi(t / 10)+1) / 2$ |
| :---: | :---: | :---: | :---: |
| (imm-s2) | 23 | $0.272 \times 10^{-6}$ | $0.414 \times 10^{-6^{\sqrt{3}}}$ |
| (igmm-s2) | 24 | $0.1715 \times 10^{-5}$ | $0.3899 \times 10^{-5}$ |
| (igmm-r2) | 22 | $0.982 \times 10^{-6}$ | $0.2274 \times 10^{-5}$ |
| (igmm-r3) | 23 | $0.132 \times 10^{-6}$ | $0.133 \times 10^{-6}$ |

Table 2
Maximum errors for Non-linear RC-circuit
proposed technique. The output of the original and the reduced system for an exponential input $e^{-t}$ along with their relative errors $\left(\frac{\mid y(t)-y_{r}(t| |)}{|y(t)|}\right)$ for each reduction technique are shown in Figure 2. The maximum errors $e_{\max }$ for each reduced techniques are shown in Table 2. Overall the results are similar for those techniques that match the first two transfer functions; imm-s2, igmm-s2 and igmm-r2. The higher-order moment matching techniques; however, do not use nonlinear matrices $N$ and $H$ in the construction of the projection matrices $V$ and $W$. Also, fewer interpolation points are involved, which makes the choice of interpolation points relatively easy.

If we change the input to $u(t)=\cos (2 \pi(t / 10)+1) / 2$, the results are shown in Figure 3. It is clear that the change in input shows similar results without constructing the reduced model, showing that the reduced model is input independent.

The results in Figures 2 and 3 clearly show that the higher transfer function projection technique (igmm-r3), using the regular form, gives better reduced order models comparatively. Also, it is important to note that (igmm-r3) is not only ensuring higher-order moment matching but also uses the matrices from the nonlinear terms in the construction of the matrices $V$ and $W$. This improves the quality of the reduced model.

### 5.2. Burgers' Equation

As a second example, we consider the boundary control problem for 1D Burgers' equation on the domain $\Omega=(0,1) \times(0, T)$, that results in the following set of equations Kunisch and Volkwein (2008):


Figure 2: Non-linear RC-circuit with $u(t)=e^{-t}$; Reduced Order Model (ROM) via imm-s ( $-=-=$ ), igmm-s ( $\cdots \cdots$ ), igmm-r2 (----) and igmm-r3 (-).


Figure 3: Non-linear RC-circuit with $u(t)=\cos (2 \pi(t / 10)+1) / 2$; ROM via imm-s $(---)$ ), igmm-s $(\cdots \cdots)$, igmm-r2 (-----) and igmm-r3 (-).

$$
\begin{align*}
v_{t}+v \cdot v_{x} & =v \cdot v_{x x} \quad \text { in }(0,1) \times(0, T), \\
\alpha v(0, \cdot)+\beta v(0, \cdot) & =u(t) \quad t \in(0, T),  \tag{5.1}\\
v_{x}(1, t) & =0, \quad t \in(0, T) \\
v(x, 0) & =v_{0}(x) \quad x \in(0, T)
\end{align*}
$$

Here $v$ is the viscosity and $v(0, x)$ is the initial condition of the system. The above PDE can be converted to the desired quadratic-bilinear system using standard discretisation. We select $v=0.05$ and $n=1000$ and then compute a reduced model of order $r$ using different techniques.

The size of the required reduced order model $r$ is fixed to 23 by carefully choosing the number of higher multimoments being matched. Using the reduction techniques discussed above, the response and the absolute error are

| MOR technique | $r$ | $e_{\max }$ for $u(t)=e^{-t}$ | $e_{\max }$ for $u(t)=\cos (2 \pi(t / 10)+1) / 2$ |
| :---: | :---: | :---: | :---: |
| (imm-s2) | 23 | 0.0083 | 0.0377 |
| (igmm-s2) | 24 | 0.0027 | 0.0254 |
| (igmm-r2) | 22 | 0.0019 | 0.0227 |
| (igmm-r3) | 23 | 0.0007 | 0.0063 |

Table 3
Maximum errors for Burgers' Equation

| MOR technique | $r$ | $m$ | $\sigma$ | $\mathcal{O}(p, q, \ell)$ |
| :---: | :---: | :---: | :---: | :---: |
| (imm-s2) | 23 | 5 | $[0.01,1,10,100,1000,10000]$ | $(1,1,-)$ |
| (igmm-s2) | 24 | 2 | $[0.1,10,1000]$ | $(2,2,-)$ |
| (igmm-r2) | 22 | 2 | $[0.1,10,1000]$ | $(3,2,-)$ |
| (igmm-r3) | 23 | 1 | $[0.1,10]$ | $(1,1,2)$ |

Table 4
Parameters for Burgers' Equation


shown in Figures 4 and 5 for $u(t)=e^{-t}$ and $u(t)=\cos (2 \pi(t / 10)+1) / 2$, respectively. The maximum errors $e_{\max }$ are shown in Table 3 and the parameters used in each technique are shown in Table 4.

Although the results here are comparable, the proposed method (igmm-r3) is slightly better than the existing techniques. It is observed that increasing the value of $\mathcal{O}(p, q, \ell)$, reduces the absolute error to a much smaller value as more multi-moments are matched.

### 5.3. FitzHugh-Nagumo System

Our last example is the FitzHugh-Nagumo system where the activation and deactivation dynamics of a spiking neuron are modeled by coupled non-linear PDEs

$$
\begin{align*}
\epsilon v_{t}(x, t) & =\epsilon^{2} v_{x x}(x, t)+f(v(x, t))-w(x, t)+g  \tag{5.2}\\
w_{t}(x, t) & =h v(x, t)-\gamma w(x, t)+g
\end{align*}
$$

with $f(v)=v(v-0.1)(1-v)$ and boundary conditions

$$
\begin{array}{crr}
v(x, 0)=0, & w(x, 0)=0, & x \in[0,1] \\
v_{x}(0, t)=-i_{o}(t), & v_{x}(1, t)=0, & t \geq 0,
\end{array}
$$



Figure 5: Burgers' Equation with $u(t)=\cos (2 \pi(t / 10)+1) / 2$; ROM via imm-s $(-=-)$, igmm-s $(\cdots \cdots)$, igmm-r2 ( $\left.-\cdot--)^{-}\right)$and igmm-r3 (-).
where $\epsilon=0.015, h=0.5, \gamma=0.05$ and $i_{o}(t)=5 \times 10^{4} t^{3} e^{-15 t}$. A system of ODEs with cubic nonlinearities are obtained by applying the standard finite difference method. With the introduction of a new variable $z_{i}=v_{i}^{2}$; $\dot{z}_{i}=2 v_{i} \dot{v}_{i}$, the cubic terms can be represented in quadratic form. This gives a quadratic-bilinear system which will involve three dynamical variables: $v_{i}, w_{i}$ and $z_{i}$. For $\bar{n}$ discretization points, we get a quadratic-bilinear system of dimension $n=3 \bar{n}$. Note that to incorporate the effects of the variable $g$ and the initial stimulus, the QBDAE system needs to have two inputs and two outputs.

In our experiments, we set $\bar{n}=750$, so that $n=2250$, for which we used linear IRKA from Gugercin, Antoulas and Beattie (2008) to identify interpolation points $\sigma_{i}$. The reduced model was getting unstable by using (imm-s) for order greater than 16 , so we selected the first four points to obtain a reduce model of order 16 that reproduced the results in Ahmad, Benner and Feng (2019a). The proposed method (igmm-r3) is then used with the first two interpolation points from IRKA to obtain a reduced model of order 24. The results are shown in Figure 6a where it is clear that the maximum error of (imm-s2) is significantly larger than (igmm-r3). While the sizes of the two reduced models are different, the comparison clearly shows the usefulness and accuracy of (igmm-r3). A 3-D plot for the limit cycle behavior of the original and the reduced systems is presented in Figure 6b. Since the FitzHugh-Nagumo system has two inputs and two outputs, both (imm-s2) and (igmm-r3) are using tangential directions, that correspond to the selected interpolation points from linear IRKA.

## 6. Conclusion

We showed the use of regular multivariate transfer functions for model reduction of quadratic-bilinear systems through generalized multi-moment matching by rational projection. Existing techniques are restricting the concept of generalized moment matching to the first two symmetric transfer functions. We have extended it to the first three transfer functions and in the regular form. The approximation quality of the reduced models are compared and it is observed that matching the third transfer function improves the results. An important future work could be the choice of the interpolation points and tangent directions for the generalized multi-moment matching problem.
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