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Abstract

Plasticity can be defined as the brain’s capacity to achieve lasting structural
changes in response to environmental demands that are not fully met by
the organism’s current functional capacity. Plasticity is triggered when expe-
riential forces interact with genetic programs in the maturation of species-
common functions (e.g., vision), but it is also required for less universal forms
of learning that sculpt individuals into unique members of their species.
Hence, delineating the mechanisms that regulate plasticity is critical for un-
derstanding human ontogeny. Nevertheless, mechanisms of plasticity in the
human brain and their relations to individual differences in learning and
lifespan development are not well understood. Drawing on animal models,
developmental theory, and concepts from reinforcement learning, we in-
troduce the exploration-selection-refinement (ESR) model of human brain
plasticity. According to this model, neuronal microcircuits potentially capa-
ble of implementing the computations needed for executing a task are, early
in learning, widely probed and therefore structurally altered. This phase of
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exploration is followed by phases of experience-dependent selection and refinement of reinforced
microcircuits and the concomitant gradual elimination of novel structures associated with unse-
lected circuits. The ESR model makes a number of predictions that are testable in humans and
has implications for the study of individual differences in lifespan development.
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INTRODUCTION

In this article, we outline the central role of plasticity in human development. We then discuss
recent work on human plasticity, arguing that lack of theory and a premature focus on application
might have hindered progress in understanding the underlying neural processes. Next, we turn to
animal models of plasticity and propose that this body of work, together with initial evidence in
humans, is consistent with the exploration-selection—refinement (ESR) model of brain plasticity.
We formulate hypotheses on the basis of the ESR model that are testable in humans and explore
its utility for understanding individual differences in cognitive development.

THE ROLE OF PLASTICITY IN HUMAN DEVELOPMENT
Development Across the Lifespan

Developmental psychology seeks to identify mechanisms that generate invariance and variabil-
ity as well as constancy and change in behavioral repertoires from fetal development to old age
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(Lindenberger et al. 2006, Newcombe 2011). By identifying the commonalities, differences, and
interrelations in the ontogeny of functional domains, such as perception, motor skills, and cogni-
tion, within and across individuals, developmental psychologists strive to formulate general the-
ories of behavioral development (Baltes et al. 2006). In order to provide explanations that qualify
as psychological, neuronal, and developmental, the effects of external forces, such as participation
in the educational system (Lévdén et al. 2020) or in a motor skill training program (Wenger et al.
2017b), need to be mapped onto mechanisms and laws that operate and evolve within developing
individuals (Newcombe 2011).

Individuals’ exchange with the physical and social environment is dynamic and recursive
(Figure 1) (Li 2003, Lindenberger et al. 2006). On the one hand, the changing brain and the
changing physical and cultural environment shape behavioral development. On the other hand,
behavior alters the brain and the social and physical aspects of the environment. Thus, environ-
ment and brain act both as antecedents and as consequents of moment-to-moment variability and
long-term changes in patterns of behavior. The components of this system—brain, behavior, and
environment—are intertwined; none of the three components can be reduced to either of the
other two (Krakauer et al. 2017, Schaie 1962).

In attempts to explain the development of this system, maturation and senescence denote the
operation of mechanisms and their effects on changes in behavior that are especially pronounced
early and late in life, respectively (Lindenberger 2014, Lindenberger et al. 2006). Maturation is un-
der strong evolutionary control (Kirkwood 2005) and refers to the orderly and genetically orches-
trated construction of neural structures from conception to adulthood that enable reproductive
success (Elman et al. 1996). In contrast, human senescence is likely to reflect evolved limitations
in somatic maintenance, resulting in an accumulation of damage and the unwarranted continua-
tion of biological programs that were vital in early development but become useless or harmful in
the postreproductive period (Baltes 1997, Blagosklonny & Hall 2009, Kirkwood 2005). In the ab-
sence of programmed aging, modifiers and modulators come to the fore, and individual differences
abound (Raz & Daugherty 2018).

Notably, processes commonly associated with maturation are not confined to early ontogeny,
and processes related to senescence are not restricted to old and very old age. For instance, neuro-
genesis and synaptogenesis continue in the aging human brain (Snyder 2019). Conversely, declines
in dopaminergic neuromodulation, which indicate senescence-related changes in brain chemistry,
commence in early adulthood (Bidckman et al. 2010). Also, the ways in which senescence takes its
toll on the brains of aging individuals may depend on individuals’ experiential and maturational
histories (Cabeza et al. 2018, Koen & Rugg 2019).

Plasticity: A Fundamental Capacity for Individual Development

Maturation is intertwined with plasticity (Elman et al. 1996, Newcombe 2011). We define plas-
ticity as the brain’s capacity to implement lasting structural changes that alter its functional and
behavioral repertoire and are triggered in response to environmental demands that are not fully
met by the organism (Kithn & Lindenberger 2016; Lindenberger 2018; Lindenberger et al. 2017;
Lovdén et al. 2010a, 2013). Plasticity is not a unitary phenomenon and, according to Greenough
et al. (1987), comes in two distinct types. One is experience-expectant plasticity, which enables
organisms to meet species-specific experiences that allow for functional development, be it
imprinting (Lorenz 1937) or the development of basic sensory functions such as vision (Wiesel &
Hubel 1963). The close link between maturation and plasticity is evident in this form of plasticity.
The other type is experience-dependent plasticity, which enables an individual to respond and
adapt to idiosyncratic changes in the environment. It is considered to be driven by learning,
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Figure 1

Environment and brain as antecedents and consequents of moment-to-moment variability and long-term
changes in patterns of behavior. Lifespan changes in brain-behavior mappings are shaped by interactions
among processes related to maturation, learning, and senescence. The identification of key players in the
ontogeny of brain-behavior dynamics requires a coalition between formal tools for synthesis across levels of
analysis and timescales as well as empirical methods to study variability and change in brain and behavior.
Figure adapted with permission from Lindenberger et al. (2006).

denoting the process of constructing, through experience, new brain states that represent novel
or modified knowledge, skills, and values. However, learning also provides a viable account of
processes involved in experience-expectant plasticity. Given that the ability to acquire specific
skills that are idiosyncratic to the environmental niche of a given individual also represents an
adaptation that has resulted from natural selection, the mechanisms implementing either type of
plasticity may resemble one another. Thus, the distinction between experience expectancy and
experience dependency may reflect gradual differences in the scope and developmental timing of
plastic episodes, rather than two distinct categories.
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Plasticity Versus Stability

Plasticity is not all good or all bad, and there must be some homeostatic sweet spot between plas-
ticity and stability, such that the brain is not under costly and permanent renovation that would
compromise a competing need for constancy. Hence, the brain’s potential for plasticity is actively
held in check by mechanisms that sustain stability (Clopath et al. 2017, Hensch 2004, Hibener &
Bonhoeffer 2014). This dynamic interplay of plasticity and stability mechanisms organizes behav-
ioral development into multiple alternating periods of plasticity and relative stability that enable
the hierarchical and specialized organization of cerebral function and behavior (Kithn & Linden-
berger 2016, Lindenberger 2018, Takesian & Hensch 2013). Of course, such alternations do not
affect the entire brain at the same time; instead, they vary in timing, brain areas, and behavioral
function (Bourgeois 1997, Panchanathan & Frankenhuis 2016, Tau & Peterson 2010).

During periods of stability, defined as absence of plastic changes, behavior is far from im-
mutable: In addition to plasticity, there is flexibility, which we define as the adaptive reconfigura-
tion of the existing behavioral repertoire in the absence of long-lasting structural change (Lévdén
et al. 2010a, Medaglia et al. 2018). At the behavioral level of analysis, the distinction between
plasticity and flexibility can be traced back to Jean Piaget (1980), who argued that cognitive de-
velopment alternates between phases of structural change, in which new structures and relations
are created, and phases of elaboration, in which the implications of these structures and relations
are explored and instantiated.

Lovdén et al. (2010a) proposed the economic metaphor of neural supplies and experiential
demands to further clarify the difference between plasticity and flexibility. Whereas flexibility ex-
ploits existing neural supplies (i.e., an organism’s current functional capacity), plasticity changes
them. It would be functionally maladaptive and metabolically costly if a system were always to be
responding instantaneously to supply-demand mismatches with plastic changes rather than uti-
lizing the range of function supported by flexibility. A central nervous system under permanent
renovation would not develop a coordinated scheme of habits and skills, and would constantly con-
sume large amounts of energy, eventually reducing evolutionary fitness (Mery & Kawecki 2003).
Thus, the supply-demand mismatch has to surpass some degree of intensity to trade the goal of
stability for that of plasticity. The degree of sluggishness of plastic responses to mismatch differs
among various manifestations of plasticity, probably partly as a function of their metabolic im-
plementation costs (Blair et al. 2020, Kuzawa et al. 2014). For example, whereas gliogenesis and
growth of capillaries may develop over months, synaptogenesis, spine formation and modification,
and structural changes associated with long-term potentiation may develop over hours, minutes,
or seconds.

In the course of their lives, adults acquire a rich model of the world that enables the flexible
deployment of established behavioral repertoires. For this reason alone, the number of situations
requiring a plastic response is likely to decrease with advancing adult age. In addition, putting a
premium on stability favors continuity of social structures, which in turn may facilitate the deploy-
ment of plastic potential in the next generation (Lindenberger 2014). Finally, the metabolic cost of
plasticity is likely to be exacerbated in older individuals who have accumulated damage, reflecting
evolved limitations in somatic maintenance (Raz & Daugherty 2018). Primarily for these reasons,
we assume that the brains of older adults are less able to react to a supply-demand mismatch with
a plastic response, relative to the brains of normally developing children and adolescents, and are
also less in need of doing so (Baltes & Kliegl 1992; Brehmer et al. 2007, 2008; Lovdén et al. 2012a;
Zinke et al. 2014).

In summary, developing brains strike a balance between plasticity and stability that supports
the construction, modification, and articulation of behavioral repertoires across the lifespan
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Plasticity and flexibility across the lifespan. Plasticity refers to long-lasting alterations in the brain’s
chemistry, gray matter, and structural connectivity in support of behavior. Flexibility denotes the capacity to
optimize performance within the limits of the current functional supply. The dynamic interplay of
mechanisms promoting plasticity versus stability, illustrated by the oscillating pattern of the plasticity
trajectory, organizes development into multiple alternating and sequentially structured periods that support
the hierarchical organization of cerebral functions and behavior. Figure adapted with permission from Kiihn
& Lindenberger (2016).

(Figure 2). In particular, the transition from childhood to adulthood strengthens the mechanisms
that actively suppress plasticity and promote stability. We assume that the set point of the
plasticity—stability equilibrium follows an overall lifespan trend from a greater relative emphasis
on plasticity to a greater relative emphasis on stability. The peak age of flexibility varies from
domain to domain, and is likely to reflect the net result of two opposing and interacting forces:
the cumulative effects of plastic episodes, on the one hand, and the increasingly strong effects of
senescence, on the other. While these considerations match current knowledge, it is worth noting
that systematic empirical work on lifespan differences in behavioral and neural manifestations of
plasticity is scarce and difficult to conduct (Walhovd & Lévdén 2020).

Human Brain Plasticity: Moving Toward a Theory of Change

Cognitive intervention studies, such as those requiring practice on cognitive tasks, are probes of
plasticity that invariably lead to performance gains on the trained tasks (Donner & Hardy 2015,
Newell & Rosenbloom 1981). Acknowledging the profound influence of plasticity on individual
differences in behavioral development across the lifespan, an increasing number of researchers
have explored the potential of such interventions for applied purposes. In much of this work, the
generality or range of practice-related performance gains has been at the center of attention. One
way to examine generality is to administer tasks that share critical features with the trained task
before and after the intervention, and to assess whether improvements on the trained task transfer
to these other tasks, both relative to an untrained control group and in terms of dose-response
relations within the trained group, such that individuals with greater gains on the trained task also
show greater gains on the transfer task. To be meaningful, this research strategy requires models of
change that specify which parts of the cognitive system have been altered through experience, and

Lindenberger o Lovdén



Annu. Rev. Dev. Psychol. 2019.1:197-222. Downloaded from www.annualreviews.org
Access provided by WIB6417 - Max-Planck-Gesellschaft on 01/02/20. For personal use only.

which of the parts that have been altered in this way are shared between trained and transfer tasks
(Baltes etal. 1988, Lovdén et al. 2010a, Noack et al. 2014, Thorndike 1898). Furthermore, standard
psychometric criteria of validity and reliability, which are difficult to attain in the measurement
of change, need to be met when assessing transfer (Brandmaier et al. 2018a, Kievit et al. 2018,
Noack et al. 2014). This observation also applies at the neural level, where basic information about
reliability is often lacking (but see Brandmaier et al. 2018b, Gordon et al. 2017, Karch et al. 2019,
Oschwald et al. 2019).

Unfortunately, models of change are notoriously difficult to formulate and operationalize, as
they need to combine detailed knowledge about the mechanisms and components of change with
detailed knowledge about the demand characteristics of the tasks involved. For instance, practicing
tasks that critically depend on working memory may show, or fail to show, transfer to untrained
tasks involving working memory and related abilities such as fluid intelligence for a variety of
reasons, including the presence or absence of changes in processing efficiency, capacity, and speed-
accuracy trade-offs, as well as surface similarities between the trained task and the transfer task.
Discriminating among these reasons without a theoretically motivated and empirically testable
model of change and related task analyses is dubious (von Bastian & Oberauer 2014).

At the neural level, plasticity is present throughout the lifespan, to different degrees and in
different ways (Knudsen 1998, Kiihn & Lindenberger 2016, Takesian & Hensch 2013). In hu-
mans, gray matter increases have been observed after several months of juggling training, inten-
sive studying for medical exams, foreign language acquisition, spatial navigation training, playing
video games, and tracing with the nondominant hand (Draganski et al. 2004; Draganski & May
2008; Kiihn et al. 2013, 2014; Lévdén et al. 2010b, 2012b; McNab et al. 2009; for a summary, see
Wenger et al. 2017a). These observations at the neural level have fostered initial optimism that
the effects of cognitive training on behavior may generalize beyond the trained task and improve
cognitive abilities. This optimism has been considerably dampened by recent meta-analyses and
reviews, which indicate that behavioral transfer effects are generally either absent or small and rel-
atively narrow in scope (Bediou et al. 2018, Hilgard et al. 2019, Lévdén et al. 2013, Melby-Lervig
& Hulme 2016, Melby-Lervig et al. 2016, Noack et al. 2014, Simons et al. 2016, von Bastian &
Oberauer 2014). The commonly reported specificity of performance gains induced by cognitive
training stands in contrast to physical exercise interventions, which can enhance processing ca-
pacity through mechanisms that broadly affect cognition, such as improved vascularization and
the release of growth factors (Voss et al. 2013).

In a uniquely extensive training study (Schmiedek et al. 2010), older and younger adults prac-
ticed three working memory, three episodic memory, and six perceptual speed tasks for 100 1-h
sessions. Immediately after training, both older and younger adults showed modest near trans-
fer of training to latent ability factors of working memory (net effect sizes, d = 0.36 and d =
0.31, respectively). In addition, younger adults showed moderate transfer to latent ability factors
of episodic memory (d = 0.51) and weak transfer to reasoning (d = 0.19). Neural data obtained
for subsamples of both younger and older adults revealed an increase in a potential indicator of
white matter integrity in the genu of the corpus callosum (L6vdén et al. 2010b) and attenuated
cerebellar shrinkage (Raz et al. 2013). However, there were no indications of correlational links
between changes in physiology and performance changes on the trained tasks or the transfer tasks
within the training groups. Also, in older adults, transfer effects were no longer measurable when
individuals were tested again two years later; in younger adults, transfer effects for latent factors
of reasoning (4 = 0.23) and episodic memory (4 = 0.18) were maintained (Schmiedek et al. 2014).
The results of this massive intervention study show that large amounts of training can yield trans-
fer effects. The observed transfer effects were limited in size and duration, and, as expected, less
pronounced and less durable in older adults than in younger adults.
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Clearly, a better theoretical understanding of brain plasticity in humans is a prerequisite for for-
mulating hypotheses about the generality of training gains and for suggesting predictions about
transfer gradients. This need for theory is especially pressing for cognitive functions, such as work-
ing memory and fluid intelligence, where mechanistic hypotheses of the processes associated with
plastic change, including the potential transfer of this change to related tasks and abilities, are
generally lacking. Instead, cognitive intervention studies typically probe plasticity in a rather im-
provised manner, guided by some general ideas about the likely site of cortical change along with
some speculations about the potential for generalized behavioral improvements.

As others have noted, “[T]hose working in the field of [human] intervention should take stock
in what is now known about neural plasticity” (Fox et al. 2010, p. 36). To make progress, research
on human brain plasticity needs to incorporate findings from relevant animal models (Lévdén
etal. 2013) and be informed by computational accounts of learning and habit formation (Dolan &
Dayan 2013). The field requires process models that provide a theoretical template for delineating
physiological manifestations of plastic episodes in the human brain (Bavelier et al. 2010, Gervain
etal. 2013, Lovdén et al. 2012b, Steele & Zatorre 2018, Walhovd & Lovdén 2020, Zatorre 2013)
instead of prematurely rushing to applications that have no theory to test.

Next, we review work on plasticity in animals and argue that this work, together with prelim-
inary evidence in humans, allows for the formulation of a novel conceptual model that brings us
closer to a process theory of human plasticity.

MECHANISMS OF PLASTICITY: INSIGHTS FROM ANIMAL MODELS

Spurred by new empirical methods, such as optogenetics and two-photon microscopy, recent re-
search with animal models has made remarkable progress in identifying mechanisms that trigger,
sustain, and terminate a plastic episode. In the following subsections, we review two strands of re-
search based on animal models and related work on humans that together elucidate mechanisms
of human brain plasticity: (#) the regulation of critical, or sensitive, periods and (4) plastic changes
during skill learning. These bodies of work carry great potential for invigorating research on plas-
ticity in humans and serve as the background for a novel model of plastic change that may facilitate
a mechanistic turn in research on human plasticity.

Regulation of Critical Periods

Critical periods allow individuals to uniquely adapt their behaviors to social and physical aspects
of their environments by shaping the organization of primary sensory areas in mammals and birds
(Barkat et al. 2011, Wiesel & Hubel 1963). The timing of critical periods for distinct process-
ing domains differs across developmental periods, and normal brain development is assumed to
require temporal synchrony between intrinsic maturational programs and environmental input
(Takesian & Hensch 2013).

In the midtwentieth century, it was discovered that the degree to which experience leads to
lasting changes in brain and behavior varies markedly across ontogeny. Konrad Lorenz (1937)
provided detailed descriptions of imprinting in nidifugous birds such as greylag geese. Torsten
Wiesel and David Hubel (Wiesel & Hubel 1963, 1965) demonstrated that the nervous system is
more likely to undergo lasting structural change through experience during specific developmental
time periods, termed critical, in comparison to the time periods before or after. In a seminal series
of studies on kittens, they sutured one of each kitten’s eyes shortly after birth. When the deprived
eye was reopened a few months later, it appeared normal, but most of the nerve cells in the visual
cortex no longer responded to visual input from that eye. This blindness was found to reflect
the elimination of connections to layer IV of the visual cortex. If occlusion extended beyond a
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certain period, the typical pattern of ocular representation was not recovered when visual input
was restored to both eyes (Wiesel & Hubel 1965). Remarkably, Hubel and Wiesel also found that
the responses of the cells in the visual cortex remained unaltered compared with those of a normal
cat if the procedure was carried out on an adult animal. Analogous observations have been made in
humans who were born with cataracts and underwent cataract surgery at different ages (Guerreiro
etal. 2016).

The discovery of critical periods led to a search for factors that influence their opening and
closure. Animal models of critical period regulation indicate that the maturation of inhibitory in-
terneurons drives critical period trajectories in primary sensory areas (Takesian & Hensch 2013).
In this context, fast-spiking parvalbumin-expressing cells appear to play a critical role. These
cells form a richly interconnected network, extend lateral inhibition by branching onto nearby
pyramidal cells, influence action potential firing, and orchestrate rhythmic oscillations. Circuits
of parvalbumin-expressing cells emerge at different times across different brain regions (Condé
et al. 1996), which might contribute to the orderly progression of critical periods (Werker &
Hensch 2015). Research has also shown that molecular triggers, which in turn may reflect experi-
ential demands, can induce a plastic state, thereby opening a critical period (Putignano etal. 2007).
The timing of the events that lead to these triggers is predicated on maturation, but experience is
necessary as well. Once a plasticity window is open, experience or the lack thereof can lead to sig-
nificant, and sometimes rapid, changes in wiring; thus, this is a time of both increased opportunity
and vulnerability (Raz 2007, Walhovd & Lévdén 2020).

Molecular brakes on plasticity eventually consolidate the neural circuit from a plastic to a stable
state. The closing of a critical period is an active process that helps preserve the changes that
occurred during the plastic period. Brakes on plasticity include structural obstacles that physically
prevent synaptic pruning and outgrowth, such as perineuronal nets (Lensjo et al. 2017, Sigal et al.
2019), or myelin-related signals including the Nogo receptor 1 and the immune gene receptor
paired immunoglobulin-like receptor B (McGee et al. 2005, Syken et al. 2006).

In summary, molecular manipulations have confirmed that critical period timing itself is plas-
tic and malleable. Of particular interest from a lifespan perspective, it appears that altering the
excitatory/inhibitory (E/I) balance of local circuits from inhibition toward excitation might re-
open windows of plasticity (Bavelier et al. 2010, Gervain et al. 2013, Hensch 2004, Takesian &
Hensch 2013). As individuals mature, parvalbumin cells are gradually enwrapped by perineuronal
nets, which act as plasticity brakes. Conversely, the experimental removal of perineuronal nets
unlocks juvenile plasticity in rodents and is associated with decreased inhibition and increased
gamma activity (Lensjo et al. 2017). Given that inhibitory parvalbumin cells and gamma oscilla-
tions are critical for the control of attention exerted by the prefrontal cortex (Fries etal. 2001, Kim
etal. 2016), these findings point to a potential link between attentional mechanisms and plasticity
regulation.

Plastic Changes During Skill Learning

A rich body of animal research describes neural changes that accompany the acquisition of novel
skills (Hiibener & Bonhoeffer 2014, Meyer et al. 2014). At least for motor learning, a reduction
in cortical inhibitory tone appears to be critical for plasticity induction in the motor cortex (Chen
etal. 2015, Donato et al. 2013, Peters et al. 2017). During motor skill learning or new sensory ex-
periences, novel dendritic spines grow rapidly to form synapses in the sensory and motor cortices
of mice (Hofer et al. 2009, Xu et al. 2009, Yang et al. 2009). It appears that dendrites play a crucial
role in synaptic plasticity, as they generate many more spikes than the soma does and therefore
qualify as a unit of neural computation (Moore et al. 2017). With continued training or experience,
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the growth phase is followed by a slower process of stabilization of the new synapses and elim-
ination of spines that had existed before training, almost returning the overall number of spines
to pretraining levels, while performance on the trained task remains high. A small fraction of the
new spines remain stable over a long period of time and might serve as a form of memory of the
skill, rapidly becoming active as soon as the task is repeated (Hofer & Bonhoeffer 2010, Yang et al.
2009). The learning-induced and memory-supportive functions of dendritic spines are consistent
with the hypothesis that the memory trace serving skilled performance has a localized and lasting
substrate of rewired cortical circuitry (Fu et al. 2012, Fu & Zuo 2011, Guo et al. 2015, Hofer &
Bonhoeffer 2010, Hofer et al. 2009, Holtmaat & Svoboda 2009, Poo et al. 2016, Tonegawa et al.
2015, Yang et al. 2009).

In line with these microscopic observations, macroscopic cortical changes during skill learning
have been found to adhere to a pattern of expansion followed by renormalization (Molina-Luna
et al. 2008, Pruitt et al. 2016, Reed et al. 2011). For example, rats trained to perform a skilled
reaching task exhibited expanded cortical maps after three days of training (Molina-Luna et al.
2008). After eight days of training, however, expansions subsided, while behavioral performance
remained stable. In a study on auditory cortex plasticity in rats, changes in global tonotopic repre-
sentation during auditory operant conditioning followed a similar pattern (Takahashi et al. 2010).
During early stages of training, tone-responsive areas in the core of the auditory cortex expanded;
at later stages, when behavior was conditioned, both the core and belt cortices showed volume
shrinkage. In another rodent study (Reed et al. 2011), nucleus basalis stimulation—-tone pairing
was accompanied by initial auditory cortical map extension. Subsequently, animals were trained in
an auditory discrimination task, where improved discrimination learning was observed in animals
with an expanded cortical map. Auditory cortex map expansion diminished over the following
weeks but left tone discrimination performance unaffected. Thus, the expansion of the maps was
related to the trajectory of learning but was not necessary for maintenance of the learned skill.

To bridge the gap between microscopic insights gained from animal studies and research on
human plasticity, one needs to know whether processes associated with synapse formation and
elimination can be captured on the macroscopic level with structural magnetic resonance imag-
ing (MRI) methods. Changes in dendritic length, dendritic branching, and the number of den-
dritic spines per neuron (i.e., expansion and contraction of the neuropil) are likely to contribute
to experience-dependent volumetric changes in gray matter (Cahill etal. 2015; Kassem et al. 2013;
Lerch et al. 2017, 2011; Scholz et al. 2015a,b). In addition to neurons, various types of glial cells
support brain functioning. They maintain ion homeostasis, regulate blood flow in response to neu-
ronal activity, form myelin sheaths, and provide support and protection for neurons. Glial cells can
increase in number, and they display several morphological changes in response to altered expe-
rience (Dong & Greenough 2004). Therefore, gliogenesis might, to some extent, also contribute
to gray matter changes observable with MRI (Kassem et al. 2013, Zatorre et al. 2012).

Indeed, initial structural MRI evidence is at least consistent with the hypothesized expansion—
renormalization pattern (Wenger et al. 2017a). Research has documented changes in human gray
matter volume after a few months of training (Draganski et al. 2004, Draganski & May 2008,
Lovdén et al. 2013) and has also indicated that such changes can emerge quite early during the
learning process (Driemeyer et al. 2008, Taubert et al. 2016). In one study (Quallo et al. 2009),
three adult macaque monkeys were scanned on multiple occasions before, during, and after learn-
ing how to use a rake to retrieve food. There were learning-related increases in task-relevant
brain regions that also mapped onto the learning curves. Crucially, despite continued training,
the observed increases in gray matter structure reversed as the monkeys’ performance reached
the asymptote. After training, the regional volume was still greater than before, but it was much
smaller than the peak volume observed before asymptotic performance was reached.
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Figure 3

Evidence for nonmonotonic changes in gray matter volume during human skill learning. Fifteen right-handed adult participants
practiced left-handed writing and drawing. Up to 18 T'|-weighted structural magnetic resonance images were acquired during the
seven-week training period and were analyzed with voxel-based morphometry, yielding estimates of gray matter volume on the basis of
the T -weighted signal. After four weeks, increases were observed in the estimates of gray matter volume in both () left and (b) right
primary motor cortices relative to a control group; another three weeks later, these differences were no longer reliable. Time-series
analyses showed that the estimates of gray matter volume in both primary motor cortices increased during the first four weeks and then
partially renormalized, particularly in the right hemisphere, in the presence of continued practice and increasing task proficiency. The
initial expansion of gray matter volumes might reflect exploration, whereas the partial renormalization observed thereafter might reflect
selection and refinement. Figure adapted with permission from Wenger et al. (2017b).

More recently, Wenger et al. (2017b) acquired up to 18 T';-weighted structural magnetic res-
onance images over a seven-week period, during which 15 right-handed adult participants prac-
ticed left-handed writing and drawing. The images were analyzed with voxel-based morphometry
(VBM), yielding estimates of gray matter volume. After four weeks, increases were observed in the
estimates of gray matter volume in both left and right primary motor cortices relative to a control
group; however, three weeks later, these differences were no longer reliable. Time-series analy-
ses showed that the estimates of gray matter volume in primary motor cortices increased during
the first four weeks and then partially renormalized, particularly in the right hemisphere, in the
presence of continued practice and increasing task proficiency (Figure 3).

In summary, synapse formation and elimination have been linked to learning-dependent
changes in cortical function, and initial evidence in animals and humans suggests that these curvi-
linear changes might be discernible with structural MRI methods.

A DARWINIAN LEARNING MODEL OF PLASTICITY: EXPLORATION,
SELECTION, AND REFINEMENT

To link the insights gained from animal studies on critical period regulation and skill learning more
directly to research on human brain plasticity, we propose the ESR model of plastic change (see
also Wenger et al. 2017a). The model is informed by Darwinian concepts of neural organization
(Changeux & Dehaene 1989, Dhawale et al. 2017, Edelman 1987, Kilgard 2012, Makino et al.
2016), by the role of pruning in early ontogeny (Changeux & Dehaene 1989, Huttenlocher &
Dabholkar 1997), and by theories of reinforcement learning (Daw et al. 2006, Dolan & Dayan
2013, Sharpe et al. 2019), which emphasize the importance of variability for learning (Dhawale
etal. 2017, Garrett et al. 2013).
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Figure 4

The exploration-selection-refinement (ESR) model of local plastic change. (#) According to the model, local
plastic change proceeds in three phases that together form a learning cycle. During the initial stages of the
exploration phase, when the brain probes available or generates new microcircuits that can execute the task,
there is substantial trial-to-trial variability in (#) behavior and (b, /eft) patterns of neural activity (c, /eft). This
broad and heightened level of activity induces structural change, such as the formation of new dendritic
spines as well as other structural characteristics of the neuron, exemplified by myelination. As shown in
panels # and & (right), through a process of reinforcement learning that is partly mediated by the
neurotransmitter dopamine, the best-performing microcircuit is selected, and neural and behavioral
variability starts to decrease. (¢, 7ight) In a subsequent refinement stage, processing in the selected
microcircuit stabilizes through further structural refinement while novel structures of unselected
microcircuits continue to retract. (4) At the macroscale of magnetic resonance imaging, the ESR model
predicts curvilinear changes in brain metabolites, functional activation, and volume, in conjunction with a
late-evolving monotonic increase in the self-similarity of neural activation patterns corresponding to a
specific behavior or percept.

According to the ESR model, local plastic change proceeds in three phases that form a learn-
ing cycle (Figure 4). During the initial stages of the exploration phase, available neuronal mi-
crocircuits (neuronal ensembles) potentially capable of implementing the computations needed
to execute a task are widely probed early in learning, and new circuits are formed. In the case
of perceptual and motor skill learning, these circuits are located in primary and supplementary
brain regions. During this phase, there is substantial trial-to-trial variability in patterns of neural
activity in these regions as well as in behavior (Oby et al. 2019). Several sources may feed into this
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variability, such as neural noise, trial-and-error exploration, and model-based planning, reflecting
large-scale interactions with the frontostriatal brain system (Bassett et al. 2015, Sharpe etal. 2019).
This phase shares at least conceptual similarities with the notion of exploration in decision theory,
where it refers to choices that might not be expected to pay off immediately but, by increasing
knowledge of the task space, might improve the prospects for earning rewards in the long run
(Dayan & Daw 2008). Exploration in the sense of the ESR model is critical for acquiring new
skills and might serve as a physiological substrate of exploration in the decision theoretical sense,
given that the acquisition of any skill requires the acquisition of complex rules, which only pays
off long term. Future research needs to implement and test these assumptions and hypotheses
computationally.

The broad and heightened level of regional activity present during exploration results in struc-
tural change, such as the formation of new dendritic spines as well as other structural characteris-
tics of the neuron (exemplified by myelination in Figure 4¢). Through mechanisms of reinforce-
ment learning that are partly mediated by the neurotransmitter dopamine (Dolan & Dayan 2013),
the best-performing microcircuit is selected, interaction between primary regions and the fron-
tostriatal system is reduced, and neural variability in primary regions (and associated behavioral
variability) starts to decrease (Dhawale et al. 2017). In a subsequent refinement stage, processing
in the selected microcircuit is stabilized through further structural change, while novel structures
of unselected (and, thus, no longer activated) microcircuits vanish.

Core Predictions of the Exploration-Selection-Refinement Model

At the macroscale of MRI, the ESR model predicts curvilinear changes in brain metabolites, func-
tional activation, and volume, in conjunction with a late-evolving monotonic increase in the self-
similarity of neural activation patterns. These four predictions of the ESR model are shown in
Figure 4d and described below.

First, based on animal models of critical period regulation and skill acquisition, we expect that
a plastic episode will typically be triggered, among other things, by a transient shift in E/I bal-
ance toward excitation. Recent methodological advances in functional magnetic resonance spec-
troscopy (MRS) at high field strength (Stanley & Raz 2018) might enable researchers to test this
proposition by imaging transient changes in neurotransmitters such as gamma-aminobutyric acid
(GABA) and glutamate in the course of skill acquisition in humans.

Second, we predict that the probing of new microcircuits that compete for control over behav-
ior will lead to an increase in neural activity, resulting in local strengthening of the blood oxygen
level-dependent (BOLD) signal in functional MRI (fMRI). During the phases of microcircuit se-
lection and refinement, the BOLD signal will decrease gain, possibly back to baseline levels. Such
a curvilinear pattern has indeed been observed in the human visual cortex during visual discrimi-
nation training (Yotsumoto et al. 2008) and motor skill learning (Ma et al. 2010). More generally,
motor sequence learning is associated with increasing motor system activity in the early stages of
learning, followed by a reduction in activity during execution of highly practiced motor behavior
(Bassett et al. 2015, Wymbs & Grafton 2015).

Third, we predict that the ESR cycle will result in a local expansion of brain macrostructure
followed by partial renormalization. These macroscopic changes are likely to reflect a mixture
of processes, such as changes in dendritic length, in dendritic branching, and in the number of
dendritic spines per neuron, but also in myelination and gliogenesis, which together are discernible
as gray matter changes with structural MRI methods.

Fourth, the ESR model motivates predictions regarding the self-similarity of neural activity in
the course of plastic change. During the exploration phase, many neural microcircuits compete for
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control of behavior. Therefore, neural activity should be high, whereas trial-to-trial self-similarity
of activity patterns should be low, reflecting the fleeting nature of brain—behavior mappings. Dur-
ing the selection phase, the amount of activity should decrease, whereas the self-similarity of acti-
vation patterns from trial to trial should increase, as behavior is increasingly dominated by a small
number of microcircuits. This process might continue during the final phase of refinement, when
the neural representation of the newly acquired behavior becomes sparse and stable (Gdalyahu
et al. 2012). Research with fMRI in humans partially supports these predictions, showing that
motor skill learning results in patterns of functional activity that become more dissimilar among
trained sequences of movements and that trained sequences generally become more dissimilar to
untrained sequences of movement, too (Wiestler & Diedrichsen 2013). If these changes were ac-
companied by increases in self-similarity from trial to trial, then this would suggest that practice
leads to dedicated neuronal ensembles for specific sequences of movements. Likewise, we hypoth-
esize that plastic change in the perceptual domain would increase the self-similarity of the cortical
representations of identical percepts (e.g., tones of identical timbre and pitch) and the dissimilarity
of the cortical representations for different percepts (e.g., tones that differ in timbre or pitch).

Research Design Implications of the Exploration-Selection-Refinement Model

The ESR model has research design implications for cognitive training studies. In order to make
better contact with neuroscience, it is imperative that research on human plasticity move away
from the pretest—posttest design, which implicitly equates plasticity with monotonic growth, to-
ward research designs that can capture nonmonotonic structural changes in the context of neuro-
chemical changes, functional reorganization, connectivity changes, representational changes, and
increasing behavioral proficiency. Only research designs with multiple observations in the course
of plastic change can detect tissue expansion followed by renormalization and investigate whether
exploration, selection, and refinement mechanisms contribute to this pattern. Research designs
with one structural imaging session at pretest and another at posttest cannot chart the temporal
progression and underlying dynamics of plastic change. The posttest may hit the peak of tissue
expansion if it happens to take place in the middle of skill learning when asymptotic levels of be-
havioral proficiency have not yet been reached. Conversely, the posttest may suggest absence of
structural change if it happens to take place before or after this peak. In addition, individuals may
differ in the amount of experience they need in order to go through the phases of exploration,
selection, and refinement. As a result, a fixed posttest session may capture the peak of tissue ex-
pansion in some individuals, whereas others might not yet have attained that peak or might have
moved beyond the peak. Therefore, we recommend the use of research designs that do justice to
plasticity as a nonmonotonic, dynamic process that might differ in rate of progression between
individuals and age groups. This requires the administration of multiple sessions of structural
imaging that cover the early, middle, and late phases of behavioral change, ideally augmented by
multiple sessions of fMRI and functional MRS.

Furthermore, the ESR model emphasizes the need to move toward mechanistically more in-
terpretable imaging techniques. For instance, structural changes in gray matter during skill learn-
ing have typically been assessed using VBM. While repeated VBM measurements yield an es-
timate of overall volume change, they do not provide a solid basis for inferring the nature of
these changes. To the extent that plastic changes are accompanied by local changes in myelina-
tion, myelinated cortical thickness imaging and related techniques (Rowley et al. 2015, Waehnert
et al. 2014) might have better specificity than VBM does to observe the nature of the unfold-
ing structural changes. Similarly, repeated functional MRS imaging (Stanley & Raz 2018) helps
track changes in metabolites that reflect changes in E/I balance, and electroencephalographic or
magnetoencephalographic assessments can help clarify the role of local oscillatory activity in the
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gamma frequency range during different phases of the plasticity cycle. Also, variants of represen-
tational similarity analysis (Kriegeskorte & Kievit 2013) and related multivariate pattern analyses
can be used to test the prediction that neural activation patterns become less variable from trial
to trial as behavior approaches asymptotic levels of performance.

Finally, to narrow the gap between human research and animal models, human training studies
should match the current emphasis on higher cognitive functions with an equal emphasis on
paradigms that target plasticity of the sensory and motor cortices (Doyon & Benali 2005, Lerch
etal. 2017). Difficulties of cross-species comparisons notwithstanding, a concerted research effort
would involve an animal lab using high-resolution methods (e.g., optogenetics and two-photon
microscopy), an animal lab and a human lab each using MRI methods, and all labs targeting an
equivalent motor or sensory task. Such a research effort could directly test the predictions of
the ESR model, and would help gauge the mechanistic interpretability of human brain imaging
techniques.

PUTTING THE EXPLORATION-SELECTION-REFINEMENT MODEL
INTO A LIFESPAN CONTEXT

In the following subsections, we link the ESR model to a broader set of research questions that
speak to the contributions of plasticity to individual differences in lifespan development.

The Changing Contexts of Local Plastic Change

The emphasis of the ESR model is on a three-partite sequence of local plastic changes and how
this sequence unfolds in interaction with other task-relevant brain areas. Little is known about the
ways in which age-related changes and between-person differences in large-scale network topog-
raphy affect the context for local plastic change (Ziegler et al. 2019). Cognitive development from
childhood to adulthood is accompanied by profound changes in structural and functional con-
nectivity, presumably associated with declines in general neural synchronizability and increases in
controllability (Tang et al. 2017, Uhlhaas et al. 2009). Thus, the cerebral context for learning a
new skill alters with age, and these changes may affect plasticity at the local level. In particular,
the maturation of the parietal and prefrontal cortices during childhood and adolescence leads to
an increase in top-down strategic control over perception and action during childhood (Church
etal. 2017, Decker et al. 2016). This increase in control may help specify the supply—demand mis-
match and hence direct attention to specific aspects of behavior that need plastic change. However,
this increase could also sometimes hinder plastic change by excessive strategic guidance of local
exploration—selection dynamics. For instance, while directing attention toward the to-be-acquired
skill may generally be helpful, overly precise knowledge about what should be done to learn it may
lead to an overinstruction of local circuits that hinders local plastic change. Age-comparative stud-
ies of skill learning are needed to probe this claim.

Plasticity Beyond Primary Cortices

Despite some progress (Dahlin et al. 2008, Mackey et al. 2013, Vendetti & Bunge 2014), the phys-
iological substrates that underlie attempts to alter cognitive abilities such as working memory and
fluid intelligence through behavioral interventions are generally not known. For example, the rel-
ative importance of local plastic change in the frontal cortices for interventions targeting cognitive
abilities such as working memory is not well understood. It is unclear whether local plastic change
observed in the primary sensory and motor cortices in the context of critical periods or skill learn-
ing offers a viable analogy to the role of the prefrontal cortex in the context of cognitive abilities.
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Can we target a cognitive function, such as efficient switching between task sets, and identify a
cortical area that shows signs of exploration, selection, and refinement as this function improves?
Or is improvement of cognitive abilities more a matter of flexibility than of plasticity, in the sense
that the behavioral repertoire available to the system is exploited more fully and reconfigured
more efficiently, in the absence of any major structural change? How do age-graded changes in
maturation and senescence alter the relative contribution of plasticity and flexibility? The answers
to these questions are not known at present.

One might speculate that plastic change in cognitive abilities, if it occurs, requires a mixture
of local plastic change (e.g., akin to cortical map extension in the primary cortices) and more
distributed changes such as increased myelination of relevant white matter tracts in the service
of improved network reorganization (Fields & Dutta 2019, Forstmann et al. 2010, Fries 2015,
Kaller et al. 2017). In this context, it is worth exploring whether mechanisms serving top-down
control might help trigger local plasticity during skill learning. In particular, oscillatory activity
in the gamma range, which is required for cognitive control (Kim et al. 2016), might contribute
to perineuronal net erosion in local circuits (Lensjo et al. 2017). This property of gamma activity
might help explain how windows of plasticity can be opened in an attention-driven, circumscribed,
and adaptive manner in the adult brain.

The Memory of Plasticity

Animal models have shown how experiences triggering plastic change leave a lasting trace in neo-
cortical and hippocampal circuits (Hayashi-Takagi et al. 2015, Hofer & Bonhoeffer 2010, Hofer
et al. 2009, Hiibener & Bonhoeffer 2010, Meyer et al. 2014, Queenan et al. 2017, Tonegawa et al.
2015, Yang et al. 2009). For instance, Yang et al. (2009) observed spine formation and elimina-
tion in layer V pyramidal neurons of the motor cortex in rodents during motor skill learning.
Importantly, a small fraction of new spines was preserved and provided a structural substrate for
memory retention throughout the animals’ lifetime. Thus, plastic changes during skill learning
form lifelong memories stored in stably connected neural networks. Accordingly, when a previ-
ously acquired skill is reactivated rather than learned anew, the ESR sequence should be greatly
attenuated and accelerated.

Human evidence for select domains of functioning, such as musical skills, indicates that
experience-dependent structural brain changes tend to be more durable when they occur ear-
lier during ontogeny (Elbert et al. 1995), suggesting that the mechanisms protecting the engram
against loss through metabolic turnover might be more active in children than in adults (Meyer
et al. 2014). On the basis of these considerations, we propose that children might show a greater
reduction in the ESR pattern compared with the original plastic episode than adults when a previ-
ously acquired skill is reactivated at a later point in time. We note that this expectation is difficult to
test empirically, as the relevant local microcircuits are modulated by a system that has undergone
massive changes in large-scale connectivity.

Exploiting the Exploration Phase of the Plasticity Cycle

Cognitive intervention studies often bear the promise that the effects of training generalize beyond
the trained task. From the perspective of the ESR model, it would be surprising if microcircuits
that are recruited to cope with a particular task would be easily amenable to other tasks from
the same or a related functional domain. In other words, without further amendment, the ESR
model does not provide a strong basis for predicting transfer, unless transfer is taken to mean that
identical behavior is executed in a different context. Given that transfer effects are generally small
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or absent unless there is direct overlap between elements of the acquired skill and elements of a
different skill (Thorndike 1898), this feature of the model does not appear to be problematic.

However, the ESR model is consistent with another proposition that might carry some applied
value. According to this proposition, the potential for extending the intervention to other, related
skills is particularly high during the exploration phase of the plasticity cycle, when numerous neu-
ral microcircuits are competing for control over behavior. During exploration, individuals probe
the consequences of various actions and register and update their values (Daw et al. 2006, Dolan
& Dayan 2013, Sharpe et al. 2019). Introducing a wider array of additional tasks during this phase
of the ESR cycle that partially overlap in processing demands with the original task might trigger
a branching-off process of skill differentiation and broadening, in the sense that some of the mi-
crocircuits that are being probed, and thus initially strengthened, for the control of the original
task are recruited by the newly introduced tasks. This notion of skill broadening resonates well
with pedagogical considerations of effective instruction (Geary 2006).

Therefore, we predict that the exploration phase of the ESR cycle is more germane to skill
broadening than the selection and refinement stages, when the neural representation of the newly
acquired skill stabilizes. This prediction is in line with principles of reinforcement learning, which
emphasize the importance of variability for learning and generalization (Dhawale et al. 2017,
Garrett et al. 2013; see also Skinner 1981, Thorndike 1898). It also is consistent with the afore-
mentioned results reported by Schmiedek et al. (2010), who used a training regime in which 12
cognitive tasks from three ability domains were practiced for approximately 100 days and observed
transfer at the level of cognitive abilities.

Cycles of Plasticity

Skill broadening speaks to the synchronous acquisition of multiple related skills during the ex-
ploration phase of a given ESR cycle. Diachronically, it is likely that real-life complex skills are
constructed in the course of multiple cycles of plasticity (Donner & Hardy 2015), some of which
may partly occur in parallel. Learning to play a musical instrument (Elbert et al. 1995) or to speak
a new language (Werker & Hensch 2015) consists of a series of sequentially ordered and hierar-
chically nested subskills. Relative to baseline, the articulated succession of plasticity cycles related
to these subskills might escape macrostructural renormalization and result in permanently larger
task-relevant brain structures in comparison to individuals who have not had the same experiences.
This observation might help explain why general cognitive ability shows a weak to moderate posi-
tive association with brain size (Luders et al. 2009). For instance, a recent meta-analysis found that
larger prefrontal cortex volume and greater prefrontal cortex thickness are associated with better
performance on tests of executive functions (Yuan & Raz 2014). Apparently, both neural code ef-
ficiency and brain size determine an individual’s effective functional cerebral space (Kinsbourne
& Hicks 1978).

Clearly, the recursive relations between brain size and processing efficiency, and the contri-
bution of plasticity to both, are not well understood. Individual differences in the number and
type of plasticity cycles might help explain individual differences in brain size, structure, and be-
havior (Tucker-Drob 2017). Studies with dense brain imaging data on the acquisition of complex
real-life skills are needed to shed light on these associations. Ideally, individuals participating in
these studies should be drawn from longitudinal panels to link mechanisms of skill learning to
individual differences in developmental trajectories before and after skill learning. In adulthood,
and especially in old age, cognitive interventions may trigger positive deviations from the modal
path of cognitive aging by preventing the structural decline that would have occurred otherwise.
Thus, with advancing adult age, plasticity might increasingly serve the function of maintaining
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behaviorally relevant neural substrates (Lindenberger et al. 2013, Nyberg & Lindenberger 2020,
Nyberg et al. 2012).

Gene-Environment Interplay

To elucidate individual differences in behavioral development, the ESR model needs to make con-
tact with genetic and environmental sources of variation (Beam & Turkheimer 2013, Freund et al.
2013). The prevailing view has long been that expert levels of performance almost exclusively re-
flect the outcome of long-term deliberate practice (Ericsson & Simon 1993). In contrast to this
assumption, meta-analyses have found that practice uniquely accounts for only a modest propor-
tion of variance in performance (for a summary, see Ullén et al. 2016). In addition, recent studies
have identified antecedents of expert performance. For instance, working memory and cognitive
ability contribute to individual differences in musical expertise (Ullén et al. 2016).

Gene-environment interplay, which is essential for human variation in general (Beam &
Turkheimer 2013, Plomin et al. 2016), also plays a decisive role in plasticity and, hence, skill learn-
ing. In the domain of music, for instance, genetic influences predict individual differences in music
practice and broadly shape the covariation among practice, performance, achievement, personal-
ity, and interests (Butkovic et al. 2015, Mosing et al. 2014, Ullén et al. 2016). These findings are
consistent with the notion of gene—environment covariation, that is, with the proposition that
people tend to choose, or are selected into, environments that complement their heredity (Beam
& Turkheimer 2013, Plomin et al. 2016, Scarr & McCartney 1983, Tucker-Drob 2017). In partic-
ular, Tucker-Drob (2017) recently suggested that genetic factors might drive the type, frequency,
consistency, and repetition of exposures to trait-relevant experiences. Thus, future research needs
to address whether and how individual differences in exploration, selection, and refinement in the
course of skill learning are related to genetic and epigenetic variation. For instance, individual
differences in dopamine-related genes may affect plasticity by regulating the range of exploration
(Bellander et al. 2015).

CONCLUDING REMARKS

In this review, we have sought to promote a general conceptual framework that places research
on human brain plasticity in the context of animal models, tenets from lifespan psychology, and
theories of learning. To foster this theoretical context, we have introduced the ESR model of plas-
tic change, which makes a number of mechanistically grounded predictions that can be tested in
humans (Figure 4). In doing so, we have painted topics and findings with a broad brush, at the cost
of leaving out important details. For instance, we have not discussed how circadian rhythms con-
tribute to developmental differences in plasticity (Smarr et al. 2014). Similarly, we have not specif-
ically addressed hippocampal plasticity, despite its prominent role throughout ontogeny (Freund
et al. 2013, Keresztes et al. 2018, Snyder 2019). Also, due to our focus on local mechanisms, the
contribution of large-scale circuits (Garrett et al. 2018, Sharpe et al. 2019, Tang et al. 2017) to
lifespan changes in plasticity has received little attention. Finally, we have not dwelt on the plas-
ticity challenges associated with specific developmental periods, such as adolescence (Gelinas et al.
2018, Patel et al. 2019).

From both scientific and societal perspectives, plasticity is a precious phenomenon (Freund
et al. 2013; Kithn & Lindenberger 2016; Lindenberger 2014, 2018). Scientifically, triggering
episodes of plastic change experimentally offers the promise to observe the operation and proxi-
mal consequences of the learning mechanisms that shape development. From the perspective of
societal evolution, intervention studies explore the range of possible development, or what could
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be possible in principle if conditions were different (Baltes et al. 2006, Gottlieb 1998). The result-
ing knowledge about the plasticity of developmental trajectories is essential for improving human
welfare. Therefore, the concept of a plastic human mind has attracted much scientific and public
attention. The so-called brain-training industry nurtures the hopes of many by promoting the idea
that playing games will make them smarter, more alert, and able to learn faster and better. Instead
of making premature promises about real-life benefits, which ultimately bring disappointment
and undermine the credibility of science, we need to strive toward an understanding of human
plasticity that is informed by principles of brain development, large-scale theories of the brain,
and neural accounts of critical period regulation and skill learning. We hope that the ESR model
of plastic change is a productive contribution toward this goal.
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