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Abstract

While much progress has been made in how brain organization supports language

function, the language network's ability to adapt to immediate disturbances by means

of reorganization remains unclear. The aim of this study was to examine acute reor-

ganizational changes in brain activity related to conceptual and lexical retrieval in

unimpaired language production following transient disruption of the left middle tem-

poral gyrus (MTG). In a randomized single-blind within-subject experiment, we

recorded the electroencephalogram from 16 healthy participants during a context-

driven picture-naming task. Prior to the task, the left MTG was perturbed with real

continuous theta-burst stimulation (cTBS) or sham stimulation. During the task, par-

ticipants read lead-in sentences creating a constraining (e.g., “The farmer milks the”)

or nonconstraining context (e.g., “The farmer buys the”). The last word was shown as

a picture that participants had to name (e.g., “cow”). Replicating behavioral studies,

participants were overall faster in naming pictures following a constraining relative to

a nonconstraining context, but this effect did not differ between real and sham cTBS.

In contrast, real cTBS increased overall error rates compared to sham cTBS. In line

with previous studies, we observed a decrease in alpha-beta (8–24 Hz) oscillatory

power for constraining relative to nonconstraining contexts over left temporal–

parietal cortex after participants received sham cTBS. However, following real cTBS,

this decrease extended toward left prefrontal regions associated with both domain-

general and domain-specific control mechanisms. Our findings provide evidence that

immediately after perturbing the left MTG, the lexical-semantic network is able to

quickly reconfigure, also recruiting domain-general regions.
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1 | INTRODUCTION

In the past decades, much progress has been made in understanding

how the brain is organized to support language functioning (Hickok &

Poeppel, 2007; Jackson, Bajada, Rice, Cloutman, & Lambon Ralph,

2018; Poeppel, 2014; Price, 2010; Price, 2012; Tzourio-Mazoyer,

Perrone-Bertolotti, Jobard, Mazoyer, & Baciu, 2017). However, the net-

work's ability to adapt to disturbances by means of reorganization

remains unclear (Duffau, 2018; Hartwigsen, 2018; Kiran & Thompson,

2019). The investigation of language-network reorganization following
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left-hemispheric lesions has been largely fueled in the domain of

chronic stroke, a time in which autonomous reorganization has already

occurred, shadowing immediate adaptation processes (Vaidya, Pujara,

Petrides, Murray, & Fellows, 2019). In this domain, one of the ongoing

debates concerns the question whether recruitment of homotopic

contralateral (i.e., right-hemispheric) areas after left-hemispheric

stroke is adaptive or maladaptive for language recovery (Cocquyt,

De Ley, Santens, Van Borsel, & De Letter, 2017; Hartwigsen &

Saur, 2017; Turkeltaub et al., 2012). Additionally, it has been proposed

that domain-general systems may help compensate for focal, domain-

specific dysfunction (Geranmayeh, Brownsett, & Wise, 2014;

Hartwigsen, 2018). Within this framework, lesions in language-relevant

regions trigger an upregulation of intact, domain-general networks,

particularly within the so-called Multiple Demand Network (MDN).

The MDN is generally assumed to be engaged in tasks requiring

general cognitive abilities like inhibition, attentional control, cognitive

flexibility, and intelligence, necessitating top-down control (Duncan,

2010; Duncan & Owen, 2000; Fedorenko, Duncan, & Kanwisher,

2012), but is not involved in overlearned tasks. Supporting this frame-

work, activity in prefrontal regions has been related to increased task

difficulty, both in healthy and brain-lesioned individuals (Geranmayeh

et al., 2014; Piai, Roelofs, Acheson, & Takashima, 2013; Vaden et al.,

2013). Assuming that lesions to language-specific brain regions likewise

increase the difficulty to perform a linguistic task, domain-general

regions could very well compensate for (part of) the required function-

ing to support behavior, minimizing performance impediments.

One avenue for understanding mechanisms of transient network

adaptation is through applying noninvasive brain stimulation inhibitory

protocols, like continuous theta-burst stimulation (cTBS), to induce

a focal and temporary disruption of a targeted cortical node in the

language network, thus implementing neuromodulatory processes.

Critically, this is not equivalent to actual damage caused by stroke. First,

cTBS causes a spatially distinct downregulation of a circumscribed region,

whereas stroke-associated lesions are typically much more diffuse

and affect both gray and white matter structures. Second, cTBS, although

primarily disruptive in nature, can both impair and improve performance,

whereas structural brain lesions typically lead only to performance decre-

ments. Thus, cTBS can serve as a tool to dysregulate healthy network

function, opening a window to understanding principles of adaptation on

the behavioral and neuronal level in a more controlled manner.

Importantly, the majority of the empirical work regarding cortical

reorganization following transient perturbation or real lesions has

been conducted using functional magnetic resonance imaging, which

provides an indirect (i.e., metabolic) measure of neuronal activity

(Logothetis & Wandell, 2004) on a rough temporal scale in the order of

seconds (but see Cipollari et al., 2015; Dammekens, Vanneste, Ost, &

De Ridder, 2014; Sarasso et al., 2014 for work combining electrophysi-

ological and neuromodulatory techniques in aphasia, and Tang et al.,

2018; Woźniak-Kwa�sniewska, Szekely, Aussedat, Bougerol, & David,

2014 for evidence of the effect of cTBS on electrophysiological

responses). As such, it remains largely unknown whether the activity

observed outside of the left-hemisphere language network is concur-

rent with task-related, language-network activity or whether it emerges

after the language system has failed. This question can be answered

using electrophysiological measures, and in particular oscillations, which

provide a window into the dynamic activity of brain regions relevant

for language processes at the subsecond time scale and thus enable us

to investigate the immediate reorganization processes taking place after

a focal perturbation.

In the current study, we combined for the first time a perturba-

tion approach to healthy speakers' brains with electroencephalogra-

phy (EEG) at the scalp and source levels during a picture-naming task.

In this task, participants read lead-in sentences which create a con-

straining (e.g., “the former milks the”) or nonconstraining (e.g., “the

farmer buys the”) context for a picture (e.g., cow) which subsequently

needs to be named. This paradigm has been used in several language-

production electrophysiological studies to examine retrieval of con-

cepts and words from memory in a more naturalistic manner that

resembles a conversation (Griffin & Bock, 1998), rather than triggered

by a picture (Piai, Roelofs, & Maris, 2014; Piai, Roelofs, Rommers, &

Maris, 2015; Piai, Rommers, & Knight, 2018). Moreover, this paradigm

has previously provided robust and replicable behavioral and electro-

physiological effects in both healthy and brain-lesioned participants

(Piai et al., 2015; Piai et al., 2018; Piai, Meyer, Dronkers, & Knight,

2017), lending itself ideal to potential modulation induced by noninva-

sive brain stimulation.

Prior to the task, real or sham cTBS was applied to the left middle

temporal gyrus (MTG), a key region for lexical retrieval (Baldo, Arévalo,

Patterson, & Dronkers, 2013). Real cTBS causes a controlled, focal

reduction in neural excitability of the target region, which is not con-

founded by long-term reorganization in the chronic phase of a language

disorder. In combination with EEG, this allows for a time-sensitive neu-

ronal investigation of immediate adaptive effects in the otherwise

undamaged brain. Note that, although cTBS does not prompt changes

in neural states equivalent to those produced by stroke, it does cause

lasting suppression of neuronal excitability in the targeted region

(Siebner & Rothwell, 2003) of about 50 min following application

(Wischnewski & Schutter, 2015). Thus, it serves as a proxy to study

transient downregulation of a specific area in healthy brain networks.

Behaviorally, we expected a performance decrease in the naming

task following real as opposed to sham TMS as a direct marker of the

disturbance of the language network. However, we did not expect a

modulation of the context effect as a function of the stimulation condi-

tion, as this is also not implied by previous studies with lesioned

patients using the same paradigm (Piai et al., 2017; Piai et al., 2018).

Importantly, the crucial question was how the oscillatory power modu-

lation in the alpha and beta bands (8–25 Hz), as previously observed in

the healthy and reorganized brain after left-hemispheric lesions (Piai

et al., 2014; Piai et al., 2015; Piai et al., 2017; Piai et al., 2018), would

be affected by the focal perturbation. Following lesion evidence, the

oscillatory pattern might shift to the right hemisphere (Piai et al., 2017).

Using the same task as in the current study, Piai et al. (2017) observed

power decreases in the alpha-beta range in the intact right hemisphere

in patients with chronic left temporal lesions, suggesting that contralat-

eral regions are recruited when left-hemispheric language nodes are

damaged. Alternatively, perilesional networks might get activated in
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response to the acute focal perturbation, indicating that acute cortical

adaptation is confined to the lesioned hemisphere, where disturbance to

function is compensated by other network nodes (Hartwigsen, 2018).

2 | METHODS

2.1 | Participants

Following previous studies (Piai et al., 2014; Piai et al., 2015), we

recruited 16 participants. We calculated the smallest population

effect size we would be able to detect with this sample size at an

alpha-level of .05 and 80% power (with the R pwr package,

Champely, 2017), which was d = 0.749. The present study was

deemed sufficiently powered since the behavioral effect in previ-

ous studies had an effect size of d > 2.29 (Piai et al., 2015; Piai

et al., 2017) and the EEG effect has a typical effect size of d > 0.80

(Piai et al., 2015).

All participants were right-handed, native Dutch speakers (two

male, mean age = 23.0 years, SD = 3.7). Exclusion criteria were a fam-

ily history of epilepsy, an average use of more than three alcoholic

beverages daily, use of psychotropic medication or recreational drugs,

skin disease, pregnancy, serious head trauma or brain surgery, neuro-

logical or psychiatric disorders, large and/or ferromagnetic metal parts

in the head (except for a dental wire), implanted cardiac pacemaker

or neurostimulator. All participants gave written informed consent

prior to the study, which was approved by the local ethics commit-

tee of the Radboud University Medical Centre in Nijmegen

(NL64141.091.17). Finally, all participants took part in a TMS study

for the first time, rendering them maximally naïve to the expected

noxious sensation as well as potential behavioral modulations cau-

sed by the stimulation protocol.

2.2 | Materials

We employed the context-driven picture naming task used in pre-

vious studies (Piai et al., 2014; Piai et al., 2015; Piai et al., 2017;

Piai et al., 2018). Two hundred pictures were selected which

served as target stimuli. Each picture was associated with two sets

of sentences for which the picture names were the last word of the

sentences. In the constraining condition, sentences were chosen

such that the picture name was highly expected as the final word

of the sentence (e.g., “the farmer milks the”), whereas in the non-

constraining condition, no one particular word was expected in this

position (e.g., “the farmer buys the”). Pictures were allocated to

two experimental lists (100 pictures per list corresponding to

200 sentences) to avoid picture repetition across the two experi-

mental sessions. There was no significant difference in sentence

length between experimental conditions (constraining: M = 6.86,

SD = 1.87; nonconstraining: M = 6.73, SD = 1.69; p > .109) or

experimental lists (List 1: M = 6.86, SD = 1.87; List 2: M = 6.73,

SD = 1.69; p > .449).

2.3 | Design and procedure

The design consisted of the two factors sentence context (constraining

vs. nonconstraining) and stimulation condition (real vs. sham). Sentence

context and stimulation condition were fully crossed and tested within

participants, with the order counterbalanced between sessions.

Stimulus presentation and response recording was controlled by

Presentation (Neurobehavioral Systems, Albany, CA). After EEG prepa-

ration, individual resting motor threshold (RMT) for the left hemisphere

was determined, followed by the application of neuronavigated cTBS.

Immediately afterwards, participants were seated in front of a com-

puter screen. After a short practice block, in which participants were

trained to read the sentences and name the pictures without collateral

blinking, the experimental task was performed in eight blocks each con-

taining 25 trials. At the beginning of an experimental trial, a fixation

cross was presented for 500 ms. Then, each word of the sentence was

presented for 300 ms, separated by a blank screen of 200 ms. After the

last word, a blank screen appeared for 800 ms, followed by the presen-

tation of the target picture for 1,000 ms. Before the next trial was initi-

ated, three asterisks were presented in the center of the screen for

2,000 ms, indicating that participants could blink during this period

(Figure 1).

2.3.1 | EEG acquisition

EEG was recorded from 32 Ag/AgCl preamplified scalp electrodes

(Biosemi, Amsterdam, The Netherlands) mounted in an elastic cap

according to the extended 10–20 system. EEG was sampled at

1,024 Hz. The cap was put on the participants' heads and

repositioned using a measuring tape such that the center of the

cap and of the head were aligned. The electrooculogram was

recorded horizontally from two electrodes placed on the external

canthi of both eyes, and vertically from Fp2 and an electrode

placed below the right eye.

2.3.2 | Continuous theta-burst stimulation

Neuronavigated cTBS (Localite, Sankt Augustin, Germany) was

used to navigate the TMS coil and maintain its exact location and

orientation for the duration of the stimulation. A figure-of-eight-

shaped coil (double 75 mm; coil type MCF-B65) connected to a

MagPro X100 stimulator (MagVenture, Farum, Denmark) was used

in all cTBS conditions. The stimulation site was based on MNI coor-

dinates corresponding to the region in which all of the patients in

Piai et al. (2017) showed damage (i.e., left MTG; MNI: x = −63,

y = −26, z = −2, see Figure 1b). The participants' position and skull

shape was registered in space and transformed to a standard brain,

allowing for a precise localization of the target region. Session

order (real and sham cTBS) was counterbalanced across partici-

pants. During real cTBS, we applied 600 biphasic pulses at 50 Hz in

trains of three pulses at an interburst interval of 200 ms for 40 s.
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For sham cTBS, the same protocol was administered, but the coil

was tilted 90� to mimic the auditory sensation of real cTBS while at

the same time preventing current from entering the brain.

Stimulation intensity was set at 80% of the individual RMT of the

left hemisphere as opposed to the standard 80% of individual active

motor threshold (AMT; Huang, Edwards, Rounis, Bhatia, & Rothwell,

2005). We chose this intensity because previous work has shown that

the efficacy of cTBS protocols may depend on the intensity used (see

for discussion Wischnewski & Schutter, 2015). In particular, the stan-

dard cTBS protocol is optimized for decreasing excitability in the motor

cortex, whereas the same protocol may result in smaller or shorter

effects when applied to other regions of the brain (Goldsworthy,

Pitcher, & Ridding, 2012; Gratton, Lee, Nomura, & D'Esposito, 2013;

Ishikawa et al., 2007; Rai, Premji, Tommerdahl, & Nelson, 2012).

Nyffeler et al. (2006) showed that applying cTBS at 80% RMT over the

right frontal eye field successfully modulated performance in an oculo-

motor task. Brückner, Kiefer, and Kammer (2013) demonstrated that

performance on a semantic task is decreased only following cTBS over

the left superior temporal cortex at 90% AMT, but not at 80% AMT.

Based on this evidence, an intensity higher than the one used with the

standard protocol was necessary to exert the excitability-modulating

effect over the left temporal gyrus.

Individual RMT was determined using a standardized estimation

procedure (Schutter & van Honk, 2006). Participants were seated

upright and asked to place the arm contralateral to the stimulation site

on the upper leg with the palm of the hand facing upwards. The coil

was initially placed over M1. By moving the coil in different directions

by approximately 1 cm and gradually increasing TMS intensity, the site

for eliciting reliable thumb twitches (five out of five) was localized.

Next, intensity was decreased until five out of ten consecutive

pulses induced a visually identifiable twitch. Finally, the coil was

moved again over the scalp and single TMS pulses were applied to

make sure no additional scalp site that surpasses the 50% thumb

movement criterion was overlooked. If such a site was found, TMS

intensity was further decreased according to the 50% criterion.

Mean RMT values were 58.96% (SD = 8.16; mean realized coil cur-

rent gradient = 90 A/us, range: 77–103) of mean stimulator output

(MSO), corresponding to an average stimulation intensity of 47.25%

(SD = 6.56; mean realized coil current gradient = 72 A/us,

range: 61–83).

2.3.3 | Behavioral analysis

All analyses were performed using R (version 3.4.1; www.r-project.

org). Responses were coded offline for accuracy, and trials in which

a wrong or no utterance was produced, or where an utterance was

corrected, were removed from the RT analysis (corresponding to

3.8% of the total data). For correct responses, naming latencies were

measured manually using Praat (Boersma & Weenink, 2018). Naming

latencies were analyzed using linear mixed effects models in the

lme4 package (version 1.1.13; Bates, Mächler, Bolker, & Walker,

2015). Error rates were analyzed using generalized linear mixed

effects models (GLMEM). For all analyses, we included by-participant

intercepts to account for interindividual variability in overall task

performance, as well as by-participant slopes for the main effect of

cTBS. Additionally, we included a by-participant and by-item slope

for sentence context. The α-level was set to .05 (two-tailed) for all

analyses.

2.3.4 | EEG analysis

All analyses were performed using FieldTrip version 20171203

(Oostenveld, Fries, Maris, & Schoffelen, 2011) in MatlabR2017a. Trials

removed from the RT analysis were also removed from the EEG analy-

sis. Each electrode was re-referenced offline to averaged mastoids.

The data were high-pass filtered at 0.16 Hz and segmented into time

epochs corresponding to a time window ranging from 1,000 ms pre-

picture onset to 300 ms post-picture onset. All epochs were inspected

individually for eye movements, blinks, and other artifacts blinded for

condition (see for discussion Cohen, 2017), and trials containing arti-

facts were removed from the analysis (236 trials in total, 3.7% of the

data). Furthermore, excessively noisy channels in individual partici-

pants were repaired by spherical spline interpolating (Perrin, Pernier,

Bertrand, & Echallier, 1989). Subsequently, for the time-frequency

representations time-resolved power was calculated with a modified

spectrogram approach (Bruns, 2004) for frequencies ranging from

2 to 30 Hz at the single-trial level (FieldTrip method “mtmconvol”).

For that, an adaptive time window of frequency-specific three cycles'

length was slid over the signal, advanced in steps of 10 ms in the

temporal dimension and in steps of 1 Hz in the frequency dimension.

The data in each window was multiplied with a Hanning taper,

followed by the Fourier transform from the resulting tapered signal.

Time-frequency representations were then averaged per participant

and context by stimulation condition.

2.3.5 | Source-level analysis

For the source-level analysis, the scalp data were re-referenced offline

using the common average reference. Source-level power was esti-

mated for each participant based on the scalp-level cluster properties

(see Section 3), that is, −700 ms to −100 ms relative to picture onset

and 16 Hz center frequency, using the dynamic imaging of coherent

sources method (Gross et al., 2001). A standard boundary element

method volume conduction model was used (Oostenveld, Stegeman,

Praamstra, & van Oosterom, 2003). The position of the electrodes

was checked for alignment with the volume conduction model based

on the center of the head and the preauricular points. The volume

was discretized into a grid (1 cm resolution) and the leadfield matrix

was calculated for each grid point. The cross-spectral density matrix

was computed between 8 and 24 Hz (i.e., spectral smoothing of 8 Hz).

The cross-spectral density and leadfield matrices were used to com-

pute common spatial filters (i.e., over both conditions) at each location

of the 3D-grid. The common spatial filters were subsequently applied
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to the Fourier transformed data from each condition separately to

obtain source-level spectral power estimates for each grid point.

Source-level spectral power estimates were averaged per participant

and context by stimulation condition.

2.3.6 | EEG statistical analyses

The differences in spectral power between conditions for each stimu-

lation type were evaluated using a nonparametric cluster based per-

mutation procedure, which effectively controls the false alarm rate, at

both the scalp and source levels (Maris & Oostenveld, 2007). At the

scalp level, the tests were performed on all available channels, time

points, and frequencies (i.e., 2–30 Hz). We did not define specific fre-

quency bands a priori because the distinction between the alpha and

beta bands is not always clear cut in certain cognitive domains

(Donner & Siegel, 2011; for discussion in the domains of memory and

language see Piai & Zheng, 2019). At the source level, the tests were

performed over all grid points. Clusters were identified of adjacent

data points that exhibited a similar difference between the two condi-

tions across participants based on a two-tailed dependent-samples

t tests at an α-level of .05. Cluster-level statistics were calculated from

the summed t values within each cluster. Statistical significance was

obtained with Monte Carlo stimulations (10,000 random partitions).

We assessed the context effect (constraining vs. nonconstraining)

averaged over both cTBS conditions, and also for each cTBS condition

separately. At the scalp level, the interaction between context and

cTBS condition was assessed by calculating the relative difference

between context conditions for each cTBS condition separately, and

then comparing those relative differences directly.

3 | RESULTS

3.1 | Left MTG perturbation increases errors in
context-driven word retrieval

Figure 2 displays mean naming latencies and error rates broken down

by context condition (constraining vs. nonconstraining) and cTBS con-

dition (real vs. sham). Following sham cTBS, participants' mean RTs

were 525 ms (SD = 215) in the constraining and 704 ms (SD = 180) in

the nonconstraining condition. Following real cTBS, participants' mean

F IGURE 1 Overview of the experimental procedures. (a) Schematic illustration of an experimental session. (b) Illustration of the cTBS target
site (left) and the induced magnetic field as simulated in an example brain using SimNIBS (version 2.0; Thielscher et al., 2015) (right). (c) Two
example trials illustrating the constraining context condition (top) and nonconstraining context condition (bottom), respectively [Color figure can
be viewed at wileyonlinelibrary.com]
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RTs were 521 ms (SD = 204) in the constraining and 695 ms (SD = 178)

in the nonconstraining condition. Responses in the constraining condi-

tion were reliably faster than in the nonconstraining condition

(β = 90.44, SE = 7.20, t = 12.56, p < .0001, d = 0.92), replicating the

context effect from previous studies. There was no difference in over-

all naming latencies as a function of cTBS condition (β = −4.35,

SE = 4.73, t = −0.92, p = .372, d = 0.04). Furthermore, the size of the

context effect was comparable following real and sham cTBS

(β = 0.19, SE = 2.32, t = 0.08, p = .950, d < 0.01).

Following sham cTBS, participants' error rates were 1.8% (SD = 1.4)

and 2.3% (SD = 1.5) for the constraining and nonconstraining condi-

tion, respectively. Following real cTBS, participants made 2.7%

(SD = 1.7) errors in the constraining and 3.4% (SD = 1.8) errors in the

nonconstraining condition. In the GLMEM analysis, the maximal

model as specified in the Methods section did not converge. Thus, we

reduced the random-effects structure, which resulted in a final model

that contained by-participant and by-item intercepts. In this model,

error rates did not differ between the constraining and the non-

constraining condition (β = 0.13, SE = 0.08, z = 1.60, p = .110, odds

ratio = 1.14, 95% CI: 0.97–1.35). Participants made more errors fol-

lowing real compared to sham cTBS (β = 0.23, SE = 0.08, z = 2.73,

p = .006, odds ratio = 1.26, 95% CI: 1.07–1.49). Context condition

and stimulation condition did not interact (β = 0.00, SE = 0.08,

z = 0.01, p = .995, odds ratio = 1.00, 95% CI: 0.85–1.18).

3.2 | Left MTG perturbation modulates prepicture
alpha-beta oscillations

Across both real and sham cTBS conditions, power decreases were

stronger following constraining relative to nonconstraining contexts

(Monte Carlo p = .001). Moreover, we also assessed the context effect

for each cTBS condition separately, as shown in Figure 3. Following

sham cTBS, a statistically significant cluster was found (Monte Carlo

p = .003). Here, power decreases were most prominent between

8 and 24 Hz and between 700 and 100 ms prior to picture onset over

all 32 channels tested, with the strongest decreases over left posterior

and left and right anterior channels (see left panel of Figure 3), repli-

cating previous findings. We note that this effect comprises both the

classical alpha and beta frequency bands, a point to which we will

return in the discussion. These results remained virtually identical

when the alpha (8–15 Hz) and beta (16–30 Hz) bands were tested

separately with cluster-based permutation (for alpha, Monte Carlo

p = .008; for beta, Monte Carlo p = .005). By contrast, following real

cTBS, this context effect was attenuated, resulting in no significant

clusters over the scalp (Monte Carlo p = .087). Looking at the group-

level time-frequency representations broken down by cTBS condition

(Figure 3) revealed differences in the topographical distribution of the

context effect, implying a different neuronal configuration of the

F IGURE 3 Group-level time-frequency representation and scalp distribution of the power changes for the constraining relative to the
nonconstraining condition, broken down by cTBS condition. T-values for the comparison between time-resolved spectra are shown for five
representative channels. The location of each time-resolved spectra corresponds roughly to the location of the respective channel. For sham
cTBS, the significant cluster is shown averaged over the channels belonging to the cluster (i.e., all 32 channels assessed); data points not
pertaining to the cluster are masked. Scalp topographies are shown for the averages between 8 and 24 Hz and −700 and −100 ms [Color figure
can be viewed at wileyonlinelibrary.com]

F IGURE 2 Behavioral results. (a) Mean naming latencies (in ms),
broken down by cTBS condition (real vs. sham) and context condition
(constraining vs. nonconstraining). (b) Error rates (in percent), broken
down by cTBS condition (real vs. sham) and context condition
(constraining vs. nonconstraining). C = constraining; N-
C = nonconstraining. Error bars represent standard errors of the mean
[Color figure can be viewed at wileyonlinelibrary.com]
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underlying sources for sham versus real cTBS. The interaction

between cTBS and context condition was not significant (Monte Carlo

p = .980). However, we note that cluster-based permutation testing is

appropriate for assessing the hypothesis of exchangeability across the

conditions tested, but not for inferring specific spatial-spectro-

temporal differences between conditions (Maris & Oostenveld, 2007).

Therefore, to follow up on the spatial differences between cTBS con-

ditions, we localized the neuronal sources of the context effect for

each condition separately.

3.3 | Left MTG perturbation causes additional
recruitment of left prefrontal regions

The difference in scalp topographies between the cTBS conditions

implies distinct patterns of neuronal generators. To allow for an ana-

tomically more defined comparison between the two cTBS conditions,

we source-localized participants' context effects using frequency-

domain beamformers across the time-frequency window found to

elicit the strongest power decrease at the scalp level for sham stimula-

tion and for both cTBS conditions combined (i.e., 700–100 ms prior to

picture onset and from 8 to 24 Hz). Power decreases in this time-

frequency range were statistically significant following sham cTBS

(p = .008) as well as real cTBS (p = .002). The source results, displayed

as relative power decreases separated by cTBS condition, are shown

in Figure 4a. Following sham cTBS, the context effect was localized in

left temporal and parietal regions, replicating previous findings from

MEG (Piai et al., 2015). By contrast, following real cTBS, this effect

was much more widespread toward left prefrontal regions,

additionally encompassing the left frontal cortex and anterior tempo-

ral lobe. Figure 4b displays the source differences between the two

cTBS conditions, illustrating which regions were selectively recruited

following sham (blue) and real (red) cTBS. Left prefrontal regions were

selectively recruited following real cTBS. By contrast, following sham

cTBS, only comparably small portions of the left precentral gyrus were

selectively recruited.

4 | GENERAL DISCUSSION

The goal of the present study was to investigate the immediate

effects of a downregulation of the midsection of the left temporal

gyrus on the behavioral performance as well as on the time-resolved

oscillatory patterns of context-guided language production. Tran-

siently perturbing activity in the left MTG with high-frequency cTBS

prior to the task effectively disrupted the contribution of this node

within the semantic language production network. Behaviorally, this

translated into an increase in overall task difficulty, as shown by an

increase in picture naming error rates, regardless of whether the to-

be-named picture was expected or not. Picture naming latencies

showed the facilitation effect from sentence context irrespective of

cTBS condition. Thus, real cTBS affected language production, rather

than comprehension.

At the neuronal level, the sham condition replicated previous

findings of power decreases in the alpha-beta band in left temporal

and inferior parietal regions prior to picture onset (Piai et al., 2014;

Piai et al., 2015; Piai et al., 2017; Piai et al., 2018). In line with previ-

ous literature, this effect did not respect the classical boundary

F IGURE 4 (a) Source
localization of the power decreases
for constraining relative to
nonconstraining contexts (displayed
in relative percent change) for both
cTBS conditions, masked by the
statistically significant grid points.
(b) Difference plot displaying
suprathreshold source-level activity

specific for real cTBS (red) and sham
cTBS (blue) [Color figure can be
viewed at wileyonlinelibrary.com]
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between the alpha and beta bands when tested over the entire fre-

quency range (see for discussion Piai & Zheng, 2019). By contrast, the

left MTG perturbation resulted in attenuated scalp effects and, at the

source level, additional recruitment of left prefrontal regions concur-

rent with the left posterior activity.

Previous studies have shown that a rise in task difficulty is associ-

ated with stronger activity in left ventro- and dorsolateral prefrontal cor-

tex and the cingulo-opercular network, which encompasses the dorsal

anterior cingulate cortex, superior frontal gyrus, and sometimes posterior

inferior frontal gyrus (Brownsett et al., 2014; Camilleri et al., 2018; Erb,

Henry, Eisner, & Obleser, 2013; Fedorenko, Behr, & Kanwisher, 2011;

Fedorenko, Duncan, & Kanwisher, 2013; Fridriksson & Morrow, 2005;

Geranmayeh et al., 2014; Piai et al., 2013; Vaden et al., 2013). Our

source-level analysis of task-specific oscillatory activity is in line with

these previous findings, suggesting recruitment of the domain-general

control network (e.g., left middle and superior frontal gyrus), next to

regions that have been associated with domain-general and domain-

specific processing like the left inferior frontal gyrus, in the face of

higher task demands. Importantly, using electrophysiological mea-

sures and, in particular, analyses of oscillatory activity, we were able

to demonstrate that these left prefrontal areas are engaged in the

same time scale (i.e., in less than a second) as the left posterior areas,

rather than (s) later in time. The left prefrontal regions also become

integrated into the same oscillatory band. This finding is particularly

novel and has substantial implications for understanding mechanisms

of network reconfiguration, in that it provides temporally and spa-

tially specific evidence of the concurrent recruitment of “peri-

lesional” regions following a focal perturbation. It is possible that the

vicinity of the stimulated region to the inferior fronto-occipital and

inferior longitudinal fasciculi connecting left posterior to anterior

regions (Duffau et al., 2005; Turken & Dronkers, 2011) facilitated

the spread of activity to frontal regions in the real cTBS condition. In

other words, these connections may have mediated the integration

of the frontal regions as observed in the oscillatory activity, increas-

ing the size of the network in the same frequency band.

Interestingly, we found no evidence that the right hemisphere

performs a compensating role when part of the left-hemispheric

network is transiently and focally disturbed, as has been reported

for healthy participants (Andoh & Paus, 2011; Hartwigsen et al.,

2013) as well as chronic aphasic patients with lesions in the left

hemisphere (Musso et al., 1999; Piai et al., 2017; Saur et al., 2006;

Turkeltaub et al., 2012; Winhuisen et al., 2005). This suggests

that in the current study acute responses to focal left-hemispheric

perturbation were offset entirely by perilesional regions in the

same hemisphere as opposed to homotopic regions (Hartwigsen

et al., 2017).

A similar pattern of additional prefrontal cortex recruitment with

the same paradigm was observed in an MEG study by Piai et al.

(2015), in which healthy volunteers alternated between naming the

picture presented at the end of a sentence (i.e., language production,

identical to the current task) and judging, via button press, whether

the picture was expected or not. This additional task demand

(i.e., switching between two different output modes) was reflected in

a similar pattern of additional source activity in the prefrontal cortex

during the language production task as obtained in the current study.

By contrast, Roos and Piai (in preparation) localized alpha-beta oscilla-

tory activity exclusively to the left temporal lobe with high test–retest

reliability when participants only executed the naming task, that is,

in the absence of additional higher-order control, and comparable

to the sham condition in the current study. Combined, these find-

ings provide further evidence that increased left prefrontal activity

may be associated with increased executive control involvement.

It should be noted that typically, the MDN associated with

domain-general control is found in both hemispheres, whereas in

the current study, the signal was localized predominantly to the

left hemisphere. However, based on functional connectivity ana-

lyses it was recently proposed that the MDN can be subdivided

into different subregions, in which the left inferior frontal junction

and left presupplementary motor area as being recruited as

domain-general regions in situations where language and speech

execution-related processes need to be augmented (Camilleri et al.,

2018). Thus, in line with the theoretical framework of the current

study, the recruitment of these left-hemispheric regions is

expected.

Arguably, the quality of the source localization in the present

study is not optimal, as we did not have exact electrode locations nor

individual scans for the reconstruction of the sources (Akalin Acar &

Makeig, 2013). Despite this caveat, we are confident in the accuracy

of our results given the similarity of the observed pattern in left poste-

rior cortex in the sham condition with previous studies (Piai et al.,

2015; Roos and Piai, in preparation). Moreover, localization errors

resulting from these shortcomings should be in the margin of

10–15 mm (Akalin Acar & Makeig, 2013), whereas the anterior spread

we observed extends beyond that. Regardless, caution should be

exerted when interpreting the source locations strictly. Ideally, the

results should be replicated in future studies with more carefully com-

puted forward models. Nonetheless, the current results support the

inference that an increase in task demands, as caused by perturbing

an important node in the lexical-semantic network, triggers an imme-

diate recruitment of additional left prefrontal regions, possibly associ-

ated with the Multiple Demand Network.

Two limitations of the study need to be discussed. First, we

only compared active cTBS over the left MTG to a sham condition

as opposed to an active control site. As such, we do not make

definitive claims about the anatomical specificity of the error

increase observed in the current study. Future studies could inves-

tigate whether the effect replicates when an active control region

is tested, which would provide stronger evidence that down-

regulation of the left MTG causes a performance decrement in lexi-

cal retrieval. Second, no control task was tested so we cannot make

any claims whether perturbation of the left MTG causes exclusively

performance decreases related to language production or whether

other, nonverbal functions would be similarly affected. Again, this

is an exciting prospect for future research.

The discrepancy between the scalp- and source-level results for the

real cTBS condition deserves some attention. Using Monte Carlo

8 KLAUS ET AL.



simulations, no reliable oscillatory effect was found at the scalp level fol-

lowing real cTBS, indicating that the effect became more variable

across participants in the spatial-spectro-temporal domain. At the

source level, however, the effect was reliable across participants (see

also Piai et al., 2015 for a similar apparent discrepancy between

scalp- and source-level results). This discrepancy can be explained by

the fact that beamforming, the source localization method we

employed, is a spatial filtering technique which suppresses the con-

tributions of noise sources that are temporally correlated to recon-

struct the neuronal sources of an effect of interest (Gross et al.,

2001). The scalp-level activity is a conglomerate of many sources of

signal/noise. An improved signal-to-noise ratio is expected once spa-

tial filtering is employed, leading to significant effects at the source

level as in the current study.

The current results cannot exclude the possibility that the stimu-

lation disrupted lexical retrieval processes exclusively, but instead also

affected verbal self-monitoring, which has been localized to the left

superior temporal gyrus (Indefrey, 2011; Skipper, Devlin, & Lametti,

2017). This region is anatomically close to and interconnected with

our target site, allowing for the possibility of peripheral stimulation

effects. In fact, our finding that active cTBS increased overall error

rates may also be reconciled with such an assumption. Nevertheless,

we assume that the strongest effect of the stimulation was exerted

immediately under the coil, very likely disrupting lexical retrieval pro-

cesses. Future studies could investigate whether tasks designed to

tackle verbal self-monitoring are affected in a similar way with the

current stimulation setup.

In summary, the current study showed for the first time how

behavioral and underlying electrophysiological correlates of language

production are affected by transient perturbation of a key region

within the semantic network. The findings show that this results in an

initiation of adaptive processes of functional networks to left frontal

and temporal regions associated with both domain-general as well as

domain-specific, lexical-semantic processes. However, this adaptation

mechanism was not successful in entirely alleviating performance dec-

rements, as overall error rates were moderately, but significantly

increased following real cTBS. Together, these results provide new

insights into the cortical mechanisms at play in response to disruption

of normal functioning.
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