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RATIONAL CHEREDNIK ALGEBRAS AND SCHUBERT CELLS

GWYN BELLAMY

Abstract. The representation theory of rational Cherednik algebras of type A at t = 0 gives rise,

by considering supports, to a natural family of smooth Lagrangian subvarieties of the Calogero-

Moser space. The goal of this article is to make precise the relationship between these Lagrangians

and Schubert cells in the adelic Grassmannian. In order to do this we show that the isomorphism,

as constructed by Etingof and Ginzburg, from the spectrum of the centre of the rational Cherednik

algebra to the Calogero-Moser space is compatible with the factorization property of both of these

spaces. As a consequence, the space of homomorphisms between certain representations of the

rational Cherednik algebra can be identified with functions on the intersection Schubert cells.

1. Introduction

In this article we explore certain aspects of the close relationship between rational Cherednik

algebras and the Calogero-Moser integrable system. It was shown in the original paper [4], where

rational Cherednik algebras were first defined by Etingof and Ginzburg, that the centre of the

rational Cherednik algebra of type A, at t = 0, is isomorphic to the coordinate ring of Wilson’s

completion of the Calogero-Moser phase space. The Calogero-Moser space is also closely related to

the adelic Grassmannian and rational solutions of the KdV hierarchy. As such, natural objects of

study of the KdV hierarchy such as the τ and Baker functions and Schubert cells appear naturally

in the setting of the Calogero-Moser space. The purpose of this article is to try and understand

how these objects manifest themselves in terms of the representation theory of rational Cherednik

algebras.

In the remainder of the introduction, we outline the main results of the paper.

1.1. The rational Cherednik algebra. The rational Cherednik algebra Hn associated to the

symmetric group Sn at t = 0 and non-zero c is a finite module over its centre Zn. The spectrum

Xn of the affine domain Zn is a symplectic manifold. For each p ∈ h∗ and λ ∈ Irr(Sp), there exists

a natural induced Hn-module ∆(p,λ), a Verma module. In [1] it was shown that the support Ωb,λ,

depending only on the image b of p in h∗/Sn, of these Verma modules is a smooth Lagrangian

subvariety Xn. It is these Lagrangians that we aim to study in this paper.

1.2. The Calogero-Moser space. Wilson’s completion of the Calogero-Moser space can be de-

scribed as follows, see section 2 for details. Let CMn be the set of all pairs of n × n, complex
1
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matrices (X,Y ) such that the rank of [X,Y ] + In is one. The group PGLn(C) acts on the space

CMn and the Calogero-Moser space CMn is defined to be the categorical quotient CMn//PGLn.

It is a smooth, 2n-dimensional affine variety. As noted above, Etingof and Ginzburg constructed

an isomorphism Xn
∼
−→ CMn. On the other hand, Wilson showed that the union over all n of the

Calogero-Moser spaces CMn can be identified with a certain infinite dimensional space, the adelic

Grassmannian. Thus, there is an embedding of the space Xn into this adelic Grassmannian. In

order to be able to describe the image of the subspaces Ωb,λ in the adelic Grassmannian, it is more

convenient to describe the adelic Grassmannian in terms of certain spaces of quasi-exponentials.

A holomorphic function f on the complex plane that can be expressed as

f(x) = eb1xg1(x) + · · ·+ ebkxgk(x),

where bi ∈ C and gi(x) is a polynomial, is called a quasi-exponential function. Let Q denote the

space of all quasi-exponential functions. A finite dimensional subspace C of Q is called homogeneous

if C =
⊕

b∈C Cb, where Cb is spanned by functions of the form ebxg(x) for some polynomial g(x). The

set of all finite dimensional, homogeneous subspaces of Q is denoted QGr. Using the Wronskian, one

can pick out certain distinguished spaces in QGr called canonical spaces. The set of all canonical

spaces is denoted QE . Wilson showed that each point in the Calogero-Moser space CMn can labeled

by a canonical space C ∈ QE . As a consequence we have bijections

Xn
∼ //

νn

44CMn
∼ // QEn

where QEn is the set of all n-dimensional spaces in QE . One of the main goals of this paper is to

describe the image of the Lagrangians Ωb,λ under νn.

For b =
∑k

i=1 nibi ∈ h∗/Sn, we define

Grb(QGr) = Grn1

(
eb1xC[x]2n1

)
× · · · ×Grnk

(
ebkxC[x]2nk

)
,

a projective subvariety of QGr, where C[x]k is the space of all polynomials of degree less that k and

Grn
(
ebxC[x]2n

)
is the Grassmannian of n-dimensional planes in ebxC[x]2n. Each Grassmannian

Grni

(
ebixC[x]2ni

)
has a natural stratification by Schubert cells Ωqe

bi,λ(i)
, which are labeled by all

those partitions λ(i) that fit into a square with sides of length 2ni; see section 6 for the precise

definition. Thus, if λ = (λ(1), . . . , λ(k)) with λ(i) ⊢ ni, then

Ωqe
b,λ := Ωqe

b1,λ(1)
× · · · × Ωqe

bk,λ(k)

is a locally closed subvariety of Grb(QGr).
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Theorem 1.1. Let p ∈ h∗ and λ an irreducible Sp-module. Then, the map νn restricts to an

isomorphism of varieties

νn : Ωb,λ
∼
−→ Ωqe

b,λt ,

where b is the image of p in h∗/Sn, and λt denotes componentwise transpose.

The proof of Theorem 1.1 is given in section 6.4. The essential fact that we shall repeatedly

use in the proof of Theorem 1.1 is that each of the spaces Xn, CMn and QEn satisfies a certain

factorization property. Namely, there is a map from each of the spaces to h∗/Sn,

Xn
∼ //

π ##❋
❋❋

❋❋
❋❋

❋
CMn

πcm

��

∼ // QEn

Supp{{✇✇
✇✇
✇✇
✇✇
✇

h∗/Sn

such that the fiber of each map over b can be factorized as the product of the fibers over ni · bi,

where i runs over 1, . . . , k, for instance

π−1(b) ≃ π−1(n1 · b1)× · · · × π
−1(nk · bk),

where π−1(ni · bi) is a closed subvariety of Xni
. The key step in our work is to show that each

of the isomorphisms Xn
∼
−→ CMn and CMn

∼
−→ QEn is compatible with these factorizations, in

the obvious sense. A closely related result [15] appeared whilst this paper was in preparation.

The second key fact that we shall repeatedly use is that each of the spaces Xn, CMn and QEn is

equipped with a canonical C×-action such that the isomorphisms between them is C×-equivariant.

1.3. Dual to the space Ωb,λ is a space ✵a,µ, where a =
∑l

i=1 niai ∈ h/Sn. It is the support of

a dual Verma module, ∇(q,µ), where q ∈ h with q̄ = a and µ = (µ(1), . . . , µ(l)) is an irreducible

Sq-module. We show, Theorem 8.2, that the image of ✵a,µ under the map νn is the set ✵qe
a,µ of all

spaces C of quasi-exponentials in QE such that the singularities of C, counted with multiplicity,

are encoded by a, and µ encodes the exponents of C at each singular point. See definition 8.1 for

details.

The space HomHn(∇(q,µ),∆(p,λ)) is a Zn-module, supported on the intersection of Ωb,λ and

✵a,µ. We consider the case p = 0 so that νn(Ω0,λ ∩ ✵a,µ) is contained in Grn(C[x]2n). Set-

theoretically, the intersection Grn(C[x]2n) ∩ νn(✵a,µ) is the intersection

Ωµ(q) = Ωµ(1)(q1) ∩ · · · ∩Ωµ(k)(qk)
3



of a certain collection of Schubert cells in Grn(C[x]2n), where the numbers qi are specifying complete

flags in C[x]2n. Under the assumption1 that we have an equality of (non-reduced) subschemes

Grn(C[x]2n) ∩ νn(✵a,µ) = Ωµ(q)

of Grn(C[x]2n), we show in Theorem 8.5 that

Corollary 1.2. We have an isomorphism of zero-dimensional, Gorenstein schemes

νn : Ω0,λ ∩ ✵a,µ
∼
−→ Ωqe

0,λt ∩ Ωµ(q)

such that HomHn(∇(q,µ,0),∆(0,λ,a)) is the coregular (≃ regular) representation of C[Ω0,λ∩✵a,µ].

We show, independent of the assumption, that

dimHomHn(∇(q,µ,0),∆(0, λ,a)) = dimC[Ωqe
0,λt ∩ Ωµ(q)] = 〈σλt , σµ(1) · · · σµ(k)〉,

where σ q is the cohomology class in H∗(Grn(C[x]2n)) defined by the closure of a given cell and

〈−,−〉 is the usual pairing on H∗(Grn(C[x]2n)).

1.4. The results of this article were motivated by recent work of Mukhin, Tarasov and Varchenko.

They showed in [13], that there is an intriguing relationship between the rational Cherednik algebra

and the Bethe algebra associated to the Gaudin integrable system. Many of the results of this paper

were inspired by analogous results of Mukhin, Tarasov and Varchenko about the representation

theory of the Bethe algebra.

1.5. Acknowledgements. The author would like to express his sincerest thanks to Iain Gordon

and Victor Ginzburg for sharing their ideas and for extensive discussions. Thanks also to Catharina

Stroppel, Maurizio Martino and Olaf Schnürer for stimulating discussions. The author is grateful to

the Max-Planck-Institut für Mathematik, Bonn for its hospitality during the writing of this paper.

The author is supported by the EPSRC grant EP-H028153.

2. Rational Cherednik algebras and the Calogero-Moser space

In this section, we recall some of the basic properties of the Wilson’s completion of the Calogero-

Moser phase space.

1See assumption 8.3 for details.
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2.1. The Calogero-Moser space. The Calogero-Moser space CMn is a completion of the phase

space associated to the Calogero-Moser integrable system, which was introduced by Wilson in the

seminal paper [19]. It is a smooth affine variety of dimension 2n and a symplectic manifold. Denote

by g the space of all n×n matrices over C and define CMn ⊂ g×g to be the set of all pairs (X,Y )

such that the rank of [X,Y ] + In equals one, where In ∈ g is the identity matrix. The group PGLn

acts on CMn by simultaneous conjugation, g · (X,Y ) = (Adg(X),Adg(Y )). It is shown in [19,

Corollary 1.5] that this action is free.

Definition 2.1. The Calogero-Moser space CMn is defined to be the categorical (= geometric)

quotient CMn//PGLn.

The space CMn is an affine symplectic manifold.

2.2. Rational Cherednik algebras of type A. In this section we recall the definition of the

rational Cherednik algebra at t = 0 associated to the symmetric group Sn . Let y1, . . . , yn be a

basis of the n-dimensional space h and x1, . . . , xn dual basis of h∗. The symmetric group Sn acts

on h by permuting the yi’s. The rational Cherednik algebra Hn is the algebra generated by Sn, h

and h∗, satisfying the defining relations

σxi = xσ−1(i)σ, σyi = yσ(i)σ, [xi, xj ] = [yi, yj ] = 0, ∀ 1 ≤ i 6= j ≤ n, σ ∈ Sn,

[yi, xj ] = sij , [yi, xi] = −
n∑

k=1,k 6=i

sik, ∀ 1 ≤ i 6= j ≤ n. (2.2.1)

The centre of Hn is denoted Zn and the corresponding affine variety is Xn. Let p ∈ h∗ and denote

by Sp the stabilizer of p in Sn. The algebra C[h∗] ⋊Sp is a subalgebra of Hn. Each λ ∈ Irr(Sp)

can be considered a module over C[h∗]⋊Sp, where C[h
∗] acts by evaluation at p. Then the Verma

module ∆(p,λ) is the induced module Hn⊗C[h∗]⋊Sp
λ. The annihilator I in Zn of ∆(p,λ) depends

only on the image b of p in h∗/Sn. We denote by Ωb,λ, the closed subvariety of Xn defined by I.

It is shown in [1] that Ωb,λ ≃ An is a Lagrangian subvariety of Xn.

2.3. The Etingof-Ginzburg isomorphism. The algebra Hn is Azumaya, hence there is, up to

isomorphism, a unique simple Hn-module supported at each closed point of Xn. For each such L,

denote by χL the corresponding character of Zn so that

z · l = χL(z) l, ∀ l ∈ L, z ∈ Zn.

The map L 7→ χL defines a bijection between Irr(Hn) and the closed points of Xn. Each simple

module L is isomorphic to the regular representation as an Sn-module. Therefore, if Sn−1 is the

subgroup of Sn fixing x1, then the subspace LSn−1 is n-dimensional and x1, y1 act on this subspace.
5



Proposition 2.2 ([4], Theorem 11.16). The map L 7→ (x1|LSn−1 , y1|LSn−1 ) defines an isomorphism

of affine varieties ψn : Xn
∼
−→ CMn.

3. Factorization

3.1. Factorization of the Calogero-Moser space. Let h be the subalgebra of diagonal matrices

in g. By Chevalley’s isomorphism, we identify g//GLn = h/Sn. Let ̟ : CMn → h/Sn be the map

that sends the pair (X,Y ) onto the GLn-orbit of X. Similarly, let π : CMn → h∗/Sn be the map

that sends (X,Y ) to the GLn-orbit of Y .

The subalgebras C[h]Sn and C[h∗]Sn of Hn are contained in Zn. The inclusions C[h]Sn →֒ Zn

and C[h∗]Sn →֒ Zn define surjective morphisms ̟ : Xn → h/Sn and π : Xn → h∗/Sn. It follows

from the proof of [3, Theorem 10.21] that the following diagram commutes

Xn

ψn //

̟×π &&▼▼
▼▼

▼▼
▼▼

▼▼
▼

CMn

̟×πxx♣♣♣
♣♣
♣♣
♣♣
♣♣

h/Sn × h∗/Sn

(3.1.1)

For b ∈ h∗/Sn, the fiber π−1(b) is denoted CM(b). Write b =
∑k

i=1 nibi with bi ∈ C pairwise

distinct and
∑

i ni = n. If (X,Y ) ∈ CM(b), then we can decompose Y =
⊕k

i=1 Yi, with Yi an ni×ni

matrix with only one eigenvalue bi. We get a corresponding decomposition of X =
⊕k

i=1,j Xi,j. It

is shown in the proof of [19, Lemma 6.3] that each (Xi,i, Yi,i) uniquely defines a point in CM(ni ·bi).

Thus, we have a map

αb : CM(b)→
k∏

i=1

CM(ni · bi). (3.1.2)

By Lemma 7.1 of loc. cit. , the map αb is an isomorphism of affine varieties.

3.2. Factorization of rational Cherednik algebras. As was shown in section 5 of [1], one can

use completions of the rational Cherednik algebra to prove a factorization result for the general-

ized Calogero-Moser space Xn. In this section we show that this factorization is compatible with

isomorphism αb of (3.1.2).

Fix p ∈ h∗ and denote its image in h∗/Sn by b =
∑k

i=1 ni · bi. We may assume, without

loss of generality, that p = (b1, . . . , b1, b2, . . . , b2, b3, . . . ). The stabilizer of p with respect to Sn is

Sp := Sn1×· · ·×Snk
. The rational Cherednik algebra Hp associated to the group Sp is isomorphic

to a tensor product

Hp ≃ Hn1 ⊗ · · · ⊗Hnk
, (3.2.1)

and hence

Z(Hp) ≃ Zn1 ⊗ · · · ⊗ Znk
. (3.2.2)

6



Therefore, Corollary 5.4 of [1] implies that there is an isomorphism of affine varieties

φ : π−1(b)
∼
−→

k∏

i=1

π−1(ni · bi),

where π−1(ni · bi) is a closed subvariety in Spec(Zni
). Recall the factorization of Wilson’s Calogero-

Moser space as described in Lemma 3.1.2.

Theorem 3.1. The diagram

π−1(b)
φ

//

ψn

��

∏k
i=1 π

−1(ni · bi)

×iψni

��

CM(b)
αp

//
∏k
i=1CM(ni · bi)

is commutative.

Before we can give the proof of Theorem 3.1, we need to describe the isomorphism φ in repre-

sentation theoretic terms. Firstly, since the diagram of the theorem involves isomorphisms between

affine varieties it suffices to show commutativity on the level of closed points. The proof relies

on results from section 5 of [1], and we will use freely the notation of loc. cit. that we have the

idempotent e1 ∈ Ĉ[h∗]
p
, and if L is a simple Hn-module whose support is contained in π−1(b)

then Proposition 5.3 of loc. cit. says that e1L is an irreducible Hp-module. Therefore, φ can be

described as the map that takes the character χL of Zn to the character χe1L of Zn1 × · · · × Znk
,

for each simple Hn-module L whose support is contained in π−1(b).

Proof. To avoid any ambiguity, the generators of Hp will be denote x̂1, . . . , x̂n, ŷ1, . . . , ŷn, as oppose

to the generators of Hn, which are denoted x1, . . . , xn and y1, . . . , yn.

Let N be a simple Hp-module. Via the isomorphism (3.2.1), we write N = N1⊗ · · · ⊗Nk, where

Ni is a simple Hni
-module. Define

m(i) = 1 +
∑

r<i

nr, ∀ 1 ≤ i ≤ k.

Then, the isomorphism Spec(Z(Hp)) ≃ CMn1 × · · · ×CMnk
that is induced from the factorization

in (3.2.2) is given on the level of closed points by the map

N 7→ [(X1, Y1), . . . , (Xk, Yk)],

where Xi denotes the action of x̂m(i) on N
Sni−1

i and Yi denotes the action of ŷm(i) on N
Sni−1

i . Fix

Wi = Sn1 × · · · ×Sni−1 × · · · ×Snk

so that, since N is the regular representation as an Sp-module, one can identify N
Sni−1

i = NWi .
7



Now let L be a simple Hn-module such that mb ·L = 0. Then, as explained above, the morphism

φ can be described as taking χL to χe1L. Therefore, to prove the commutativity of the diagram,

we must show that if (X,Y ) represent the action of x1 and y1 on LSn−1 with respect to some basis

of that space then (Xi,i, Yi,i) represent the action of x̂m(i), ŷm(i) ∈ Hp on (e1L)
Wi with respect to

some basis of that space.

Let b = {p = p1, . . . , pl} be the orbit of p under Sn. Since mb ·L = 0, we can decompose L with

respect to the action of C[h] as

L =

l⊕

i=1

Lpi .

Then, the functor e1 sends L to e1,1L = Lp1 such that xi · e1l = x̂i · e1l for all l ∈ L. We can also

decompose L with respect to the generalized eigenspaces of the action of y1:

L =

k⊕

i=1

Lbi , (3.2.3)

so that Yi : L
Sn−1

bi
→ L

Sn−1

bi
and Xi,j : L

Sn−1

bj
→ L

Sn−1

bi
. Let us fix an i. Let ui denote the

permutation in Sn that moves the block [m(i), . . . ,m(i + 1) − 1] to [1, . . . , ni] and moves all the

entries of [1, . . . , n] below m(i) up by ni. Then, conjugation by ui sends Wi into

W̃i = Sni−1 ×Sn1 × · · · ×Snk
.

We have W̃i = Sn−1 ∩ StabSn
(ui(p)). Now

Lbi =
⊕

pj∈Ii

Lpj , (3.2.4)

where Ii = {pj |(pj)1 = bi}. We have ui(p) ∈ Ii and Sn−1 acts transitively on this set. This implies

that Lui(p) ⊂ Lbi such that multiplication defines an isomorphism

Ind
Sn−1

W̃i

Lui(p)
∼
−→ Lbi . (3.2.5)

Hence, we have an explicit isomorphism

ρ : LW̃i

ui(p)

∼
−→ L

Sn−1

bi
, ρ(l) =

1

(n− 1)!

∑

σ∈Sn−1

σ(l).

Recall that we want to compare the action of Xi,i and Yi,i on L
Sn−1

bi
with the action of x̂m(i), ŷm(i) ∈

Hp on (e1L)
Wi = LWi

p . Since ui(xm(i)) = x1 and ui(ym(i)) = y1, it suffices to consider the action of

x̂1, ŷ1 ∈ Hp on ui(L
Wi
p ) = LW̃i

u(p). Thus, the theorem will follow from the following claim.

Claim 3.2. For all l ∈ LW̃i

ui(p)
, ρ(x̂1l) = Xi,iρ(l) and ρ(ŷ1l) = Yi,iρ(l).

8



Proof. The action of Xi,i and Yi,i on L
Sn−1

bi
is given by

Xi,i : L
Sn−1

bi

x1·−→ L
pri−→ L

Sn−1

bi
, Yi,i : L

Sn−1

bi

y1·
−→ L

pri−→ L
Sn−1

bi
,

where pri is projection onto L
Sn−1

bi
. Since multiplication by ui(e1) is projection onto Lui(p), equation

(3.2.5) implies that pri can be expressed as multiplication by 1
(n−1)!

∑
σ∈Sn−1

σ(ui(e1)). Therefore,

ρ(x̂1l) = ρ(x1 · ui(e1)l) =
1

(n− 1)!

∑

σ∈Sn−1

σ(x1 · ui(e1)l) (3.2.6)

= x1
1

(n − 1)!

∑

σ∈Sn−1

σ(ui(e1)l) (3.2.7)

A direct calculation, using the fact that the set {σ(ui(e1)) | σ ∈ Sn−1} consists of orthogonal

idempotents, shows that

1

(n− 1)!

∑

σ∈Sn−1

σ(ui(e1)l) =


 1

(n− 1)!

∑

σ∈Sn−1

σ(ui(e1))


 1

(n− 1)!

∑

σ∈Sn−1

σ(ui(e1)l).

Therefore, we have

(3.2.7) = x1 ·


 1

(n− 1)!

∑

σ∈Sn−1

σ(ui(e1))


 1

(n− 1)!

∑

σ∈Sn−1

σ(ui(e1)l)

=


 1

(n− 1)!

∑

σ∈Sn−1

σ(ui(e1))


x1 ·


 1

(n− 1)!

∑

σ∈Sn−1

σ(ui(e1)l)




= pri(x1ρ(l)) = Xi,i · ρ(l)

as required. The proof of ρ(ŷ1l) = Yi,iρ(l) is identical. �

The statement of the theorem follows from the above claim. �

4. Torus fixed points

If we define deg(xi) = 1, deg(yi) = −1 and deg(σ) = 0 for σ ∈ Sn, then the defining relations

(2.2.1) imply that Hn is a Z-graded algebra. The centre of Hn inherits a grading. Thus, there is

a natural action of C× on Xn. Similarly, we can define an action of the torus C×-action on CMn,

by setting α · (X,Y ) = (α−1,X, αY ). The isomorphism ψn of Proposition 2.2 is C×-equivariant.

Moreover, it is known that there are only finitely many fixed points in Xn and CMn under this

action. Therefore ψn defines a bijection between these fixed points. The purpose of this section

is to calculate this bijection. The first step is to explicitly label the fixed points in Xn and CMn

respectively.
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4.1. C×-fixed points in CMn. The fixed points of this C×-action were classified in [19, §6] and

explicit representatives (X,Y ; v,w) of each fixed point given in Lemma 6.9 of loc. cit. The fixed

points are labeled by the partitions of n. For each λ ⊢ n, we describe a point Xλ ∈ CMn. First,

one rewrites λ = (λ1, . . . , λk) in Frobenius form. This means that λ is written a union of hook

partitions (n−r+1, 1r−1) of decreasing size such, when stack one above the other, the largest at the

bottom and smallest at the top, we recover the Young diagram of λ. Combinatorially, λ is written

as an l-tuple of pairs (n1, r1), . . . , (nl, rl) subject to the restrictions ri > rj and ni − ri > nj − rj if

i < j. Here
∑

i ni = n and 1 ≤ ri ≤ ni for all i.

Given such a pair, we have

Xλ = (X,Y ) = (⊕i,jXi,j ,⊕iYi)i,j=1...l

where Yi is the upper-triangular Jordan block of size ni × ni with eigenvalues 0. The matrix Xi,i

has all diagonals zero except the −1 diagonal (i.e. just below the main diagonal) where the entries

from top left to bottom right reads

1, 2, . . . , ri − 1;−(ni − ri), . . . ,−2,−1. (4.1.1)

For i 6= j, Xi,j is a ni × nj matrix with non-zero entries only on the rj − ri − 1 diagonal. If i > j

then the non-zero diagonal of Xi,j has ri entries equal to ni followed by ni − ri entries equal to

zero. If i < j, the non-zero diagonal of Xi,j has rj − 1 entries equal to 0 followed by nj − rj + 1

entries equal to −ni.

4.2. The fixed points in Xn. Since Hn is an Azumaya algebra, the closed points of Xn are in

bijection with isomorphism classes of simple Hn-modules. This implies that the C×-fixed points in

Xn are naturally labeled by the isomorphism classes of simple, graded Hn-modules. It is know [7]

that the Verma modules ∆(0, λ), for λ a partition of n, are graded and have a unique simple graded

quotient L(λ). Moreover, up to shifts in grading, these (pairwise non-isomorphic) simple modules

are all possible simple, graded Hn-modules. Therefore, the fixed points in Xn are χλ, where χλ is

the character of Zn defined by the simple Hn-module L(λ).

Theorem 4.1. The isomorphism ψn : Xn
∼
−→ CMn sends the C×-fixed point χL(λ) ∈ Xn to the

C×-fixed point Xλ in CMn.

4.3. The proof of Theorem 4.1. The Young diagram Yλ of λ ⊢ n is the set

{(i, j) ∈ Z2 | 0 ≤ j ≤ ℓ(λ)− 1, 0 ≤ i ≤ λj − 1}.

The content of the box (i, j) is cont(i, j) := i − j. We define the residue of λ to be the Laurent

polynomial Res λ(q) =
∑

(i,j)∈Y (λ) q
cont(i,j). It defines a point in Cn/Sn
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We denote by ρ the map CMn → g//GLn ≃ Cn/Sn given by (X,Y ) 7→ Z := Y X. It will

become apparent below that this morphism is dominant. Perversely, a point
∑k

i=1 niκi in Cn/Sn

will also be thought of as a formal Laurent polynomial
∑k

i=1 niq
κi . In particular, the polynomials

Res λ(q) define points in Cn/Sn.

We wish to calculate the image of the fixed points Xλ under ρ. Write Z = Y X = ⊕i,jZi,j, where

Zi,j is a matrix of size ni × nj. Then Zi,j has non-zero entries only on the rj − ri diagonal. The

square matrix Zi,i has entries only on the main diagonal, from top left to bottom right they are

1, 2, . . . , ri − 1;−(ni − ri), . . . ,−2,−1, 0. (4.3.1)

For i > j, the non-zero diagonal of Zi,j has ri − 1 entries equal to ni followed by ni − ri entries

equal to 0. If i < j then the non-zero diagonal of Zi,j has rj − 1 entries equal to 0 followed by

nj − rj + 1 entries equal to −ni.

Lemma 4.2. After row reduction Z can be put in the form Z̃ = ⊕i,jZ̃i,j where Z̃i,i = Zi,i for all i

and Z̃i,j = 0 for i > j.

Proof. The proof is a direct calculation. If the reader really wants to understand the proof, we

recommend they draw a picture to see what’s going on.

Inductively on i, we claim that we can remove the non-zero entries in each row of Zi,j, where

i > j, by taking away some multiple of a certain row above the rows of Zi,j in such a way that all

other blocks remain unchanged. So let us fix i > j and we assume by induction that Zi′,j′ = 0 for

all i′ < i and i′ > j′. Write Zi,j = (zα,β)α,β, where 1 ≤ α ≤ ni, 1 ≤ β ≤ nj. Then, from the above

description of Z we see that the only non-zero entries zα,β of Zi,j are zα,α+rj−ri for α = 1, . . . , ri−1

(recall that i > j implies that rj − ri > 0). Now consider the column of Z containing zα,α+rj−ri .

This column intersects the main diagonal of Z in the block Zj,j = (ẑa,b)a,b and the diagonal entry

of Zj,j in this column is ẑα+rj−ri,α+rj−ri . Since α ≤ ri − 1, we have α + rj − ri ≤ rj − 1 < nj.

Therefore, (4.3.1) implies that ẑα+rj−ri,α+rj−ri 6= 0 and we can certainly take away from the row

of Z containing zα,α+rj−ri a multiple of the row of Z containing ẑα+rj−ri,α+rj−ri such that the new

value of zα,α+rj−ri is zero.

We claim that ẑα+rj−ri,α+rj−ri is the only non-zero entry of the (α+ rj − ri)th row. If this is the

case, then it is clear that none of the other blocks of Z are changed under this row operation. The

induction hypothesis implies that all entries to the left of ẑα+rj−ri,α+rj−ri are zero. Since Zj,j is

diagonal, all the entries to the right of ẑα+rj−ri,α+rj−ri in Zj,j are also zero. Therefore, any non-zero

entry of the row would lie in a block Zj,k with k > j. We have rk − rj < 0. Let Zj,k = (zu,v)u,v.

Then, the only non-zero entries of Zj,k are zu,rk−rj+u for u = rj, . . . , nj. But the row of Z containing

ẑα+rj−ri,α+rj−ri intersects Zj,k in (zα+rj−ri,1, . . . , zα+rj−ri,nk
). Now 1 ≤ α ≤ ri−1 so α+rj−ri < rj

which implies zα+rj−ri,v = 0 for all v as claimed. �
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Proposition 4.3. The image of the C×-fixed point Xλ ∈ CMn under ρ equals Res λt(q).

Proof. The argument in the proof of Lemma 4.2 still works if we replace Z by tIn − Z where

t is some indeterminant and we work over the field C(t). Therefore, Lemma 4.2 implies that

det (tIn − Z) =
∏
a∈J(t− a) where J is the multiset

l⊔

i=1

{1, 2, . . . , ri − 1,−(ni − ri), . . . ,−2,−1, 0},

when λ in Frobenius form is (n1, r1), . . . , (nl, rl). Expressed in terms of the algebra Z[qκ | κ ∈ C],

this is Res λ(q
−1) = Res λt(q). �

4.4. Degenerate affine Hecke algebras. Next we construct the analogue of ρ for Xn. The

fact that the degenerate affine Hecke algebra is a subalgebra of the rational Cherednik algebra of

type A is well-known and has been extensively used to study the representation theory of rational

Cherednik algebras at t = 1 e.g. [2] and [8]. Martino [11] has shown that this embedding of the

degenerate affine Hecke algebra is also extremely useful at t = 0. For us, it will be used to construct

a map ρ : Xn → Cn/Sn.

Definition 4.4. The degenerate affine Hecke algebra Hn is the associative algebra generated by

C[z1, . . . , zn] and Sn, satisfying the defining relations

sizj = zjsi, sizi = zi+1si − 1,

for all i and j 6= i, i+ 1, where si := si,i+1.

We note that the defining relations imply that zisi = sizi+1 − 1. Also, as vector spaces, Hn ≃

C[z1, . . . , zn]⊗CSn and the centre of Hn is the subalgebra C[z1, . . . , zn]
Sn of symmetric functions

in the zi’s, see [10]. The following lemma is a direct calculation.

Lemma 4.5. The map

zi 7→ yixi +
∑

j<i

si,j = xiyi −
∑

j>i

si,j, ∀ 1 ≤ i ≤ n, (4.4.1)

and w 7→ w for all w ∈ Sn defines an embedding Hn →֒ Hn such that

[zi, xj ] =





xjsi,j j > i

xisi,j j < i

−
∑

k<i xisi,k −
∑

k>i xksi,k i = j.

Therefore we will consider Hn as a subalgebra of Hn. Theorem 3.4 of [11] says that the centre

C[z1, . . . , zn]
Sn of Hn is contained in Zn. The embedding C[z1, . . . , zn]

Sn →֒ Zn defines a dominant
12



morphism ρ : Xn → Cn/Sn. A standard tool in the study of the representation theory of Hn is

induction from representations of C[z1, . . . , zn]. Therefore, for a ∈ Cn, define

M(a) := Hn ⊗C[z1,...,zn] a,

where a is considered a character of C[z1, . . . , zn] via evaluation. The module M(a) is isomorphic

to the regular representation as an Sn-module. Let D be the dense, open subset of Cn consisting

of all points a = (a1, . . . , an) such that ai − aj 6= 0,±1 for all 1 ≤ i 6= j ≤ n. Then, it is shown in

[10, Lemma 6.1.2] that M(a) is an irreducible Hn-module for all a ∈ D.

Lemma 4.6. There exists a dense open subset U of Xn such that each irreducible Hn-module L,

whose support is contained in U , is isomorphic to M(a) as a Hn-module, for some a ∈ D. In

particular, each such L is irreducible as a Hn-module.

Proof. Let U = ρ−1(D) ⊂ Xn, where D denotes the image of D in Cn/Sn. Since D is open in

Cn/Sn, U is open in Xn. The PBW theorems for Hn and Hn imply that the morphism ρ is

dominant. Therefore, there exists a dense open subset U ′ of Cn/Sn such that U ′ ⊂ ρ(Xn). Thus,

U ′ ∩ D 6= ∅ implies that U is non-empty and hence dense in Xn because Xn is irreducible. Let

L be a simple Hn-module whose support is in U . Choose v ∈ L to be a joint eigenvector for

z1, . . . , zn. If a1, . . . , an are the corresponding eigenvalues of the zi’s then a = (a1, . . . , an) ∈ D

and 1 ⊗ a 7→ v defines a non-zero Hn-module homomorphism M(a) → L. This is an isomorphism

because dimM(a) = dimL and M(a) is irreducible. �

Lemma 4.7. Let L be a simple Hn-module such that L ≃ M(a) with a ∈ Cn as a Hn-module.

Then the eigenvalues of z1 ∈ Hn on LSn−1 are a1, . . . , an.

Proof. Since L is isomorphic to the regular representation as a Sn-module, a basis of LSn−1 is given

by {e0s1,i ⊗ a | 1 ≤ i ≤ n}, where e0 is the trivial idempotent in CSn−1. The lemma follows from

a direct calculation which shows that action of z1 on LSn−1 with respect to this basis is given by

the matrix

z1 =




a1 −1 . . . −1

0 a2
...

...
. . .

. . . −1

0 . . . 0 an



.

Note that s1,i = s1 · · · si−2si−1si−2 · · · s1 ∈ Sn. Inductively, one can show that

z1s1 · · · si−2si−1 = s1 · · · si−2si−1zi −
i−1∑

j=1

s1 · · · ŝj · · · si−1,

13



where •̂ is used to denote omission. Similarly,

zisi−1si−2 · · · s1 = si−1si−2 · · · s1z1 +
i−1∑

j=1

si−1 · · · ŝj · · · s1.

Therefore, z1s1,i = s1,izi −
∑i−1

j=1 s1 · · · ŝj · · · si−1si−2 · · · s1. Now, for j < i− 1,

i−1∑

j=1

s1 · · · ŝj · · · si−1si−2 · · · s1 = (1, i, j + 1),

where (1, i, j + 1) denotes a permutation written in cycle notation, and s1 · · · ŝi−1si−2 · · · s1 = 1.

Hence

z1s1,i = s1,izi − 1−
i−2∑

j=1

(1, i, j + 1).

For each i, j, there exists some k such that e0(1, i, j + 1) = e0s1,k. If we write

e0s1,i =
1

(n− 1)!

∑

σ∈Sn

σ(i)=1

σ,

then clearly k = j + 1. Thus, z1e0s1,i = e0s1,izi − e0 −
∑i−1

j=2 e0s1,j = e0s1,izi −
∑i−1

j=1 e0s1,j. This

gives the matrix form of z1 described above. �

Proposition 4.8. The following diagram is commutative

Xn

ψn //

ρ ##●
●●

●●
●●

●●
CMn

ρzz✉✉
✉✉
✉✉
✉✉
✉

Cn/Sn

Proof. Since ψn is an isomorphism, it suffices to show that there is a dense open subset U of Xn

on which the diagram is commutative. We take U to be the subset of Xn described in Lemma 4.6.

Each point in U is labeled by an irreducible Hn-module L such that L ≃ M(a) with a ∈ D as a

Hn-module. The point χL labeled by L is sent by ψn to the pair (X,Y ), where X = x1|LSn−1 and

Y = y1|LSn−1 . Thus,

z1|LSn−1 = y1x1|LSn−1 = Y X = Z.

By definition (4.3), ρ ◦ ψn(χL) equals the eigenvalues of Z, which by Lemma 4.7 are a1, . . . , an.

On the other hand, ρ(χL) is the joint spectrum of z1, . . . , zn on M(a), which is a1, . . . , an, because

C[z1, . . . , zn]
Sn is central in Hn. �

We are finally in a position to give a proof of Theorem 4.1. A partition is uniquely defined

by its residue Res λ(q). Therefore, Proposition 4.3 implies that Xλ is uniquely defined by ρ(Xλ).

Hence Proposition 4.8 implies that it suffices to show that ρ(χL(λ)) = ρ(Xλ). By Proposition 4.3,
14



ρ(Xλ) = Res λt(q). To calculate ρ(χλ), we need to calculate how the symmetric polynomials in

the variables zi act on L(λ). Let w0 ∈ Sn be the longest word and Θi =
∑

j<i si,j the ith Jucys-

Murphy element. Then, as noted in section 5.4 of [11], we have −
∑

j>i si,j = −w0Θiw0. Therefore,

expression (4.4.1) for the zi together with the arguments given in section 5.4 of loc. cit. imply that

ρ(χλ) = Res λ(q
−1), which equals Res λt(q).

4.5. Recall that the C×-fixed points in CMn areXλ, λ ⊢ n. Define Ωcm
λ := {X ∈ CMn | limα→∞X =

Xλ}. Then, it is shown in [19, Proposition 6.11] that

CM(n · 0) =
⊔

λ⊢n

Ωcm
λ . (4.5.1)

If b = n · b1 for some b1 ∈ C then the map (X,Y ) 7→ (X,Y + b1In) defines an isomorphism

CM(n · 0) ≃ CM(b) and (4.5.1) implies that we get a decomposition of CM(b) into cells Ωcm
b1,λ

. In

general, if b =
∑k

i=1 nibi, then for every multipartition λ = (λ(1), . . . , λ(k)) of n such that λ(i) ⊢ ni,

define

Ωcm
b,λ = α−1

b (Ωcm
b1,λ(1)

× · · · × Ωcm
bk,λ(k)

).

Then, it follows from (3.1.2) and (4.5.1) that:

Proposition 4.9. The space CM(b) is a finite disjoint union of affine spaces

CM(b) =
⊔

λ

Ωcm
b,λ

where the union is over all multipartitions λ = (λ(1), . . . , λ(k)) of n such that λ(i) ⊢ ni.

5. Grassmannians

Wilson constructed an embedding of the Calogero-Moser space into the adelic Grassmannian,

a certain infinite dimensional (non-algebraic!) space. This embedding will allow us to identify

Lagrangians Ωb,λ in Xn with Schubert cells in Gad. Defining this embedding requires the use of

several auxiliary infinite dimensional Grassmannians. In order to facilitate the reader in keeping

track of all these Grassmannians, we list them here with reference to where they are first defined

in the text. We have

GAd ∼
−→ Gad →֒ Grat ⊂ G̃rat,

where

• GAd is the Adelic Grassmannian (5.2),

• Gad is the adelic Grassmannian (5.3),

• Grat is the reduced rational Grassmannian (5.1),

and

• G̃rat is the rational Grassmannian (5.1).
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We also have another pair of infinite dimensional Grassmannians, the canonical Grassmannian

QE , defined in (5.10), which is contained inside the quasi-exponential Grassmannian QGr, defined

in (5.6). The Grassmannians GAd, Gad and QE can all be realized as an infinite union of finite

dimensional spaces

GAd =
∞⊔

n=1

GAd
n , Gad =

∞⊔

n=1

Gad
n , QE =

∞⊔

n=1

QEn,

and we have identifications GAd ∼
→ Gad ∼

← QE which restrict to

CMn
∼
−→ GAd

n
∼
−→ Gad

n
∼
←− QEn.

Finally, in section 9, we will also consider the relative Grassmannian Greln and comment on the

embedding CMn
∼
−→ QEn →֒ G

rel
n . It is possible to equip most of the above spaces with topologies,

making the maps between them continuous. Since this fact will not play a role in what we do, it

will be easier for us simply to think of them as sets.

5.1. The adelic Grassmannian. In this section we recall the definition of the Adelic Grassman-

nian GAd and the adelic Grassmannian Gad. Before we can do this we need to define the rational

Grassmannian.

Definition 5.1. The rational Grassmannian G̃rat is the space of all C-subspaces W of the field

C(z) such that

(1) there exist polynomials a(z), b(z) ∈ C[z] such that a(z)−1C[z] ⊇W ⊇ b(z)C[z];

(2) we have dim a(z)−1C[z]/W = deg(a).

The reduced rational Grassmannian Grat is defined to be the proper subset of G̃rat consisting of

those spaces W such that one can chose a(z) = b(z) in the above definition.

The Adelic Grassmannian is defined in a similar manner: For each b ∈ C, let Grb be the

Grassmannian of all subspaces W of C(z) such that

(1) there exist some k ≥ 0 with (z − b)−kC[z] ⊇W ⊇ (z − b)kC[z];

(2) we have dim(z − b)−kC[z]/W = k.

The space C[z] belongs to Grb for all b ∈ C.

Definition 5.2. The Adelic Grassmannian is defined to be the restricted product

GAd :=

0∏

b∈C

Grb,

where {Wb}b∈C belongs to GAd if and only if Wb = C[z] for all but finitely many b ∈ C.
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The support of {Wb} ∈ GAd is the finite subset of C consisting of all b such that Wb 6= C[z]. It

is clear that each Grb is a subspace of Grat. This can be extended to an embedding of the whole of

GAd into Grat. For b ∈ C ∪ {∞}, define the symmetric bilinear form 〈f, g〉b = resz=bf(z)g(z)dz on

C(z). The annihilator of a subspace W of C(z) with respect to this form is written

AnnbW = {f ∈ C(z) | 〈f, g〉b = 0 ∀ g ∈W}.

The annihilator Ann∞W will be denoted W ∗. As noted in [19, §2.2], the involution W 7→ W ∗

preserves each of the subsets Grb (this not true of the other Annb−). Define the embedding i :

GAd → Grat by

i({Wb}) =
⋂

b∈C

Annb(W
∗
b ) . (5.1.1)

Definition 5.3. The image of the i inside Grat is called the adelic Grassmannian and denoted Gad.

It is shown in Lemma 5.2 of loc. cit. that i is indeed an embedding. One can check directly that

the restriction of i to Grb is just the naive inclusion Grp ⊂ G
rat. The action of C× on C(z) given

by α · z = α−1z induces an action of C× on GAd and Grat, making i equivariant.

5.2. Let W ∈ Grb. Then, by definition, there exists some N ≫ 0 such that (z − b)NC[z] ⊂

W ⊂ (z − b)−NC[z] and dimW/(z − b)NC[z] = N . Thus, W/(z − b)NC[z] belongs to Gr(N, b),

the Grassmannian of N -dimensional subspaces of (z − b)−NC[z]/(z − b)NC[z]. There is a natural

stratification of Gr(N, b) into Schubert cells (to be recalled in section 6) labeled by all partitions

that fit into an N × N box. Then, W/(z − b)NC[z] will belong to a particular cell, labeled by λ

say. We define the degree of W to be |λ|. One can easily check that this definition is independent

of the choice of N . Moreover, since the degree of C[z] ∈ Grb is 0, the definition extends additively

to the whole of GAd. Let GAd
n be the set of all spaces of degree n and Gad

n the image of GAd
n under

i. There is another characterization of the space Gad
n in terms of the τ -function, see section 5.5.

Namely, Gad
n is the set of all W in Gad such that τW (t1, 0, 0, . . . ) is a polynomial of degree n.

One of the key results of [19] is the construction of an embedding of the Calogero-Moser space

into the adelic Grassmannian. Since this construction is rather technical, we will not recall the

details, but simply note the features that we will require.

Theorem 5.4. There is an embedding βn : CMn → Gad, whose image is Gad
n .

We define Supp : GAd
n → h∗/Sn by

Supp({Wb}) =
∑

b∈C

deg(Wb) · b,
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which, via i, may also be considered as a map Gad
n → h∗/Sn. By Theorem 7.5 of loc. cit. , the

following diagram commutes

CMn

βn //

π ##❍
❍❍

❍❍
❍❍

❍❍
Gad
n

Supp{{①①
①①
①①
①①
①

h∗/Sn

(5.2.1)

5.3. Quasi-exponentials. Recall from the introduction that Q denotes the space of all functions

of the form
∑k

i=1 e
bixgi(x), where bi ∈ C and gi(x) ∈ C[x]. We think of the space Q as being a

space of linear functionals on the vector space C[z] via the pairing

〈ebxg(x), f(z)〉 = eb∂g(∂) · f(z)|z=0, (5.3.1)

where, formally, eb∂ · zn = (z+ b)n. The pairing 〈−,−〉 satisfies 〈x · c, f〉 = 〈c, ∂zf〉 and 〈∂x · c, f〉 =

〈c, zf〉. There is also a C×-action on Q given by α · x = αx. The pairing 〈−,−〉 is C×-invariant.

Definition 5.5. A finite dimensional subspace C of Q is said to be a space of quasi-exponentials. A

quasi-exponential f ∈ Q is said to be homogeneous if f = ebxg(x) for some b ∈ C and g(x) ∈ C[x].

A space of quasi-exponentials C is said to be homogeneous if

C =
⊕

b∈C

Cb,

where Cb consists entirely of homogeneous quasi-exponentials of the form ebxg(x) for some b ∈ C

and g(x) ∈ C[x].

Definition 5.6. The set of all homogeneous spaces of quasi-exponentials is called the quasi-

exponential Grassmannian and denoted QGr.

We have QGr =
⊔∞
n=0QGrn, where QGrn is the set of all homogeneous spaces of quasi-

exponentials of dimension n. We define Supp : QGrn → Cn/Sn by Supp(C) =
∑k

i=1 ni · bi if

C =
⊕k

i=1Cbi with dimCbi = ni. As shown in [18, Proposition 4.6], the spaces of quasi-exponentials

are related to the rational Grassmannian as follows. For C ⊂ Q, define

VC := {f ∈ C[z] | 〈g, f〉 = 0, ∀g ∈ C}.

Lemma 5.7. The subspace W ⊂ C(z) belongs to G̃rat if and only if there exists a finite dimensional

subspace C ⊂ Q and polynomial q with deg(q) = dimC such that W = q−1VC .

Proof. Fix C ⊂ Q with dimC < ∞ and q ∈ C[z] such that deg q = dimC. Then there exist

b1, . . . , bn ∈ C and r1, . . . , rn ∈ N such that C ⊂ Span {ebixxri}. The polynomial

h =
n∏

i=1

(z − bi)
ri+1
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has the property that 〈ebixxri , hf〉 = 0 for all 1 ≤ i ≤ n and all f ∈ C[z]. Therefore, the ideal

h C[z] is contained in VC and hence hq C[z] ⊂ VC as well. Thus,

h C[z] = (hq)q−1C[z] ⊂ q−1VC ⊂ q
−1C[z],

which implies that q−1VC ∈ G̃
rat. To prove the converse, we note that if u =

∏n
i=1(z − bi)

ai then

Cu = {g ∈ Q | 〈g, uf〉 = 0∀f ∈ C[z]} = Span {e(ai − 1, λi)}.

In particular, dimCu = degu. The pairing 〈−,−〉 identifies Cu = (C[z]/(u))∗. Given pC[z] ⊂W ⊂

q−1C[z], we have pqC[z] ⊂ qW ⊂ C[z]. Set u = pq and let C = {µ | 〈µ, f〉 = 0∀f ∈ qW}. Then,

the identification Cu ≃ (C[z]/(u))∗ induces an isomorphism Grk(Cu)
∼
→ Grdeg u−k(C[z]/(u)), under

which qW = VC . Since codimC[z](qW ) = deg q, we have

dimC = dim(qW )⊥ = codimC[z]/(u)(qW ) = codimC[z](qW ) = deg q.

�

If C ∈ QGr is a homogeneous space of quasi-exponentials then define

qC(z) =
∏

b∈Supp(C)

(z − b)nb

where nb = dimCb. Then deg(qC) = dimC and, by Lemma 5.7, q−1
C VC is a point in G̃rat. Write

γ : QGr→ G̃rat for the map C 7→ q−1
C VC . As explained in [18, §6],

Proposition 5.8. The image of the map γ equals Gad.

Unfortunately, as noted in [18, §6], the set of all homogeneous spaces of quasi-exponentials does

not map bijectively onto Gad.

5.4. Canonical spaces. For each W ∈ Gad, there is a canonical choice of a space C in the fiber

γ−1(W ). This choice allows us to define a subset of QGr such that the restriction of γ to this

subset is a bijection.

Definition 5.9. Let C ⊂ Q be a homogeneous space of quasi-exponentials and fix a homogeneous

basis eb1xg1(x), . . . , e
bnxgn(x) of C. The Wronskian of C is defined to be

WrC(x) := det (∂ix(e
bjxgj(x)))i,j=1,...n · e

−
∑n

i=1 bix. (5.4.1)

The Wronskian is (up to a scalar) independent of the choice of basis and is a polynomial in x.

The degree of C is defined to be deg(C) := deg(WrC) and the space C is said to be canonical if

dimC = deg(C).

Definition 5.10. The canonical Grassmannian is defined to be the set of all canonical, homoge-

neous spaces of quasi-exponentials. It is denoted QE .
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We first show that there is a unique canonical space in γ−1(W ) for all W ∈ Gr0 ⊂ Gad. Recall

from section 5.2 that we have a partition of Gr0 into Schubert cells Ωqe
λ . Let W ∈ Ωqe

λ and

define S = {s0, s1, . . . , } as in (5.2). We can multiply W by zN for some N ≥ −s0 = λ0 so that

zNW ⊂ C[z] and then take the annihilator C of this space in Q.

Lemma 5.11. Let W ∈ Gr0 be of degree n and let r be the smallest positive integer such that

zrW ⊂ C[z]. For each N ≥ r set CN = AnnQ z
NW . Then, Cn is the unique canonical space of

quasi-exponentials in the set {CN | N ≥ r}.

Proof. Let λ be a partition of n and assume that W ∈ Ωqe
λ . Then, r = λ0. For any N ≥ λ0,

the space CN is homogeneous because zdC[z] ⊂ zNW for some d implies that CN consists entirely

of polynomials in x. We claim that degWrCN
(x) = n for all N ≥ λ0. By definition, this claim

is equivalent to the statement of the lemma. Therefore, we will give a proof of the claim. Let

ri = si +N so that

zri +

ri+1−1∑

j=di+1

αi,jz
j

is a basis for zNW . We claim that the number of elements in N0\(S+N) is N . To see this, consider

the set S +N as a collection of beads on N. Moving all beads as far right as possible gives us the

set N +N. In doing so this the number of gaps does not change. Then, the claim follows from the

obvious fact that |N\(N + N)| = N . Write {e0 < e1 < · · · < eN−1} for N\(S +N). Then, CN has

a basis given by

xei +

ei−1∑

j=0

j 6=ek, ∀k

βi,jx
j.

Here, x is the linear functional such that 〈xk, f〉 = 1
k!∂

k(f)|z=0 so that 〈xk, zl〉 = δk,l. Recall

that we have chosen d ≫ 0 such that zdC[z] ⊂ zNW . The degree of the Wronskian of CN is
∑N−1

i=0 [ei− (N − 1− i)]. We need to calculate this number. First, note that {0, 1, . . . , N + d− 1} =

{r0, . . . , rd−1} ⊔ {e0, . . . , eN−1} so that

N+d−1∑

i=0

i =
d−1∑

j=0

ri +
N−1∑

i=0

ei

Hence

(N + d)(N + d− 1)

2
−

d−1∑

j=0

ri =

N−1∑

i=0

ei,

equivalently,

(N + d)(N + d− 1)

2
−



d−1∑

j=0

j − sj


−



d−1∑

j=0

N + j


 =

N−1∑

i=0

ei.
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Thus, N(N−1)
2 + n =

∑N−1
i=0 ei which implies that

∑N−1
i=0 ei − (N − i) = n as claimed. In fact, one

can see that making N larger just makes the tail {x0, x1, x2, . . . } of the basis of CN longer and

doesn’t affect the Wronskian. �

Using the fact that ∂kxe
bxg(x) = ebx(∂x + b)kg(x), one can check that the same argument applies

to any space W ∈ Grb. That is, if W ∈ Ωqe
b,λ where λ ⊢ n, then AnnQ(z − b)

nW is the unique

canonical space in the fiber γ−1(W ). Therefore, we define η : GAd → QE by

η({Wb}) =
⊕

b∈C

AnnQ

[
(z − b)deg(Wb)Wb

]
.

The map η is a bijection.

Proposition 5.12. The diagram

GAd
η

//

i ""❊
❊❊

❊❊
❊❊

❊
QE

γ}}④④
④④
④④
④④

Gad

is commutative.

Proof. Let W = {Wb} ∈ Gad with η({Wb}) =
⊕

b∈Supp(W )Cb. The commutativity of the diagram

is the statement

 ∏

b∈Supp(W )

(z − b)−nb


 AnnC[z]


 ⊕

b∈Supp(W )

Cb


 =

⋂

b∈C

Annb(W
∗
b ).

Since AnnC[z](Cb) = (z − b)nbWb, we must show that

⋂

b∈Supp(W )

(z − b)nbWb =


 ∏

b∈Supp(W )

(z − b)nb


 ⋂

b∈C

Annb(W
∗
b ).

Since (z − b)nbWb ⊂ C[z] for all b ∈ Supp(W ), we may rewrite the above as

⋂

b∈C

(z − b)nbWb =

(
∏

b∈C

(z − b)nb

)
⋂

b∈C

Annb(W
∗
b ), (5.4.2)

where nb = 0 for b not in the support of W . Let LHS refer to the left hand side of equation (5.4.2)

and RHS to the right hand side of (5.4.2). We first show that the LHS is contained in the RHS. For

all b ∈ C, we have Wb ⊆ Annb(W
∗
b ). In fact, by [19, Lemma 2.5], Wb is the subspace of Annb(W

∗
b )

consisting of all functions whose only pole is at b. Let f belong to the LHS. Then f ∈ (z − b)nbWb

and hence (z−b)−nbf ∈ Annb(W
∗
b ) for all b. If we take any function g ∈ Annb(W

∗
b ) and h ∈ C(z) such
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that h has no pole at b, then gh ∈ Annb(W
∗
b ). This implies that (

∏
a∈C(z − a)

−na)f ∈ Annb(W
∗
b ).

Hence,

(
∏

a∈C

(z − a)−na

)
f ∈

⋂

b∈C

Annb(W
∗
b ) =⇒ f ∈

(
∏

b∈C

(z − b)nb

)
⋂

b∈C

Annb(W
∗
b ).

Thus, LHS is contained in RHS.

Now assume that f ∈
⋂
b∈C Annb(W

∗
b ). Then,

(∏
a∈C

a6=b
(z − a)na

)
f belongs to Annb(W

∗
b ) and has

no poles other than at b. Therefore, [19, Lemma 2.5] implies that

(∏
a∈C

a6=b
(z − a)na

)
f belongs to

Wb. Hence,

(
∏

a∈C

(z − a)na

)
f ∈ (z − b)nbWb, ∀ b ∈ C =⇒

(
∏

a∈C

(z − a)na

)
f ∈

⋂

b∈C

(z − b)nbWb.

Thus, RHS is contained in LHS. �

Proposition 5.12 implies that there is a well-defined bijection η ◦ i−1 : Gad → QE . We will also

denote this map by η.

5.5. The τ-function. The rational Grassmannian is a subspace of Sato’s Grassmannian and there-

fore plays an important role in the study of the Kadomtsev-Petviashvili (KP) hierarchy. It also

means that, via the Boson-Fermion correspondence, we can associate to each W ∈ Grat its τ -

function, which is a rational function in the infinitely many variables2 t1, t2, t3, . . .

τW (t1, t2, t3, . . . ) ∈ C(t1, t2, t3, . . . ).

See [12] for the definition of τW . A more geometric definition of the τ -function in terms of a

non-vanishing section of the dual of the determinant line bundle on Grat is given in [17]. One can

also define τ -functions on the Calogero-Moser space CMn and on the set of all spaces of quasi-

exponentials in Q as follows. Let (X,Y ) ∈ CMn and define

τ(X,Y )(t1, t2, t3, . . . ) = det(X +
∞∑

i=1

iti(−Y )i−1). (5.5.1)

As shown in section 3.8 of [19], we have τ(X,Y ) = τβn(X,Y ).

Let C be a space of quasi-exponential and fix a basis {c1, . . . , cn} of this space. Define

τ0C(t1, t2, t3, . . . ) = det
(〈
ci, z

jG(z)
〉)
i,j=1...n

,

2Often, in the literature, one sets x = t1.
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where 〈−,−〉 is the pairing (5.3.1) and G(z) := exp
(∑∞

i=1 z
iti
)
. Assume that Supp C =

∑k
j=1 njbj

and define

τC(t1, t2, . . . ) =




k∏

j=1

exp

(
−

∞∑

i=1

bijti

)nj


 τ0C(t1, t2, . . . ).

Lemma 5.13. For all C = η(W ) in QE, we have τW = τC and

WrC(x) = τC(x, 0, . . . ). (5.5.2)

Proof. As shown in [18, (5.7)], if SuppC = n · 0 then τW = τ0C , which obviously is the same as τC .

The general formula will follow from [17, Lemma 3.8], for which we need to use the language of

symmetric functions. Let Λ be the ring of symmetric functions and denote by pi, resp. hi, ei, the

ith power, resp. complete symmetric and elementary symmetric, function in Λ. If we proclaim (see

[17, Proposition 8.2]) that

G(z)−1 = 1 +

∞∑

i=1

hiz
i := H(z),

then this forces −iti = pi, which is a consequence of the identity

exp




∞∑

i=1

1

i

∞∑

j=1

tijz
i


 =

∏

j≥1

exp

(
∞∑

i=1

1

i
(tjz)

i

)
=
∏

j≥1

1

(1− tjz)
= H(z).

Then, G(z) equals
∏
j≥1 exp

(
−
∑∞

i=1
1
i (tjz)

i
)
= E(−z), where

E(z) = 1 +

∞∑

i=1

eiz
i =

∏

i≥1

(1 + tiz)

is the generating function for the elementary symmetric functions. Set g := G(z) and let

g̃ =
k∏

j=1

1

(1− bjz−1)nj
.

If we define f and f̃ by g = exp(f) and g̃ = exp(f̃), then

f̃ =

∞∑

i=1

pi(b)

i
z−i, f = −

∞∑

i=1

pi
i
zi,

where pi(b) = pi(b1, . . . , b1, b2, . . . , b2, b3, . . . , bk, 0, . . . , ) with bj occurring nj times. Then,

S(f̃ , f) :=
1

2πi

∫

S1

f̃ ′(z)f(z)dz =
∞∑

i=1

pi(b)

i
pi.

Lemma 3.8 of [17] says that, after making the substitution −iti = pi, we have τC = exp(S(f̃ , f))τ0C .

Since

exp

(
−

∞∑

i=1

pi(b)ti

)
=

k∏

j=1

exp

(
−

∞∑

i=1

bijti

)nj

,

the claim τW = τC follows.
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Recall the definition of WrC(x) as given in (5.4.1). If one makes the substitution t1 = x,

t2 = t3 = · · · = 0 into τC then the equality (5.5.2) is evident. �

6. Schubert Cells

6.1. At various stages, we will define “Schubert cells” in each of the infinite Grassmannian intro-

duced in the previous section. The notation used to denote these cells depends on which Grass-

mannian they sit inside, namely

Ω• ⊂ Xn, Ωcm
• ⊂ CMn, Ωad

• ⊂ Gad, Ωqe
• ⊂ QGr.

We begin by considering the spaces W ∈ Gr0 ⊂ Gad i.e. those spaces W ∈ Gad such that

Supp(W ) = deg(W ) ·0. IfW ∈ Gr0 then there exists an integer k such that z−kC[z] ⊃W ⊃ zkC[z].

Therefore, we can chose a basis



z

si +

si+1−1∑

j=si+1

αi,jz
j | i ∈ N



 (6.1.1)

of W such that si = i for i ≫ 0. As in [17, §3], a basis {wi}i∈N0 of W is said to be admissible if

wi = zi for i ≫ 0. The set (6.1.1) is an admissible basis. If we associate to each wi, the degree si

of the trailing term of wi, then we get a set SW = {s0, s1, . . . }. The set S satisfies si = i for i≫ 0

and each such set corresponds to a partition λ, defined by λi = i − si so that λ0 ≥ λ1 ≥ . . . and

λi = 0 for i≫ 0. The C×-fixed points in Gr0 of the action defined in section 5.1 are

Wλ = Span {zs | s ∈ S}

where S is the set corresponding to λ. Then,

Gr0 =
⊔

λ∈P

Ωad
λ

where Ωad
λ = {W ∈ Gr0 | limα→∞ α ·W =Wλ} is a Schubert cell in Gr0. It is the set of all spaces

W such that SW = λ.

For b ∈ C, let tb : C(z)→ C(z) be the automorphism z 7→ z− b. Then, tb defines an isomorphism

Gr0
∼
−→ Grb and we set Ωad

b,λ = tb(Ω
ad
λ ). Now let b =

∑k
i=1 nibi ∈ h∗/Sn and λ = (λ(1), . . . , λ(k)) a

multipartition of n such that λ(i) ⊢ ni. We define

Ωad
b,λ =

{
i({Wbi}) | {Wbi} ∈

k∏

i=1

Ωad
bi,λ(i)

}
.

Lemma 6.1. For each b ∈ Cn/Sn and λ multipartition of type b, we have βn(Ω
cm
b,λ) = Ωad

b,λ.
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Proof. The diagram (5.2.1) implies that it suffices to show that βn(Ω
cm
λ ) = Ωad

λ . Since βn is C×-

equivariant and both Ωcm
λ and Ωad

λ are defined to be attracting sets for the C×-action, it suffices to

show that βn(Xλ) =Wλ. This is shown in [19, Proposition 6.13]. �

6.2. Next we define Schubert cells in the quasi-exponential Grassmannian. We begin with the

standard definition of Schubert cells in Grn(C[x]2n) ⊂ QE , where C[x]2n denote the space of all

polynomials in C[x] of degree less than 2n, as given in [6, page 147]. Let

F = {0 = F0 ⊂ F1 ⊂ · · · ⊂ F2n = C[x]2n}

be a complete flag in C[x]2n. Then, given a partition λ = (λ0, . . . , λn−1) with at most n parts such

that λ0 ≤ n, the Schubert cell Ωλ(F) ⊂ Grn(C[x]2n) is given by

Ωλ(F) = {V ∈ Grn(C[x]2n) | dim(V ∩ Fk) = i for n+ i− λi−1 ≤ k ≤ n+ i− λi

and all 0 ≤ i ≤ n},

where the condition for i = 0 is dim(V ∩ Fn−λ0) = 0. Then, dimΩλ(F) = n2 − |λ|. The flag at

infinity is

F(∞) = {0 ⊂ C[x]1 ⊂ C[x]2 ⊂ · · · ⊂ C[x]2n}.

A partition λ with at most n parts such that λ0 ≤ n is precisely the same as a partition that fits

into an n× n square. The compliment of λ in this square is the rotation by π of another partition,

denoted λ. It is the unique partition such that λi + λn−i−1 = n for all i = 0, 1, . . . , n− 1. For each

partition λ of n, we define Ωqe
λ := Ωλ(F(∞)). It is n-dimensional. The C×-fixed point in Ωqe

λ has

basis {xdi | i = 0, . . . , n− 1}, where di = n+ λi − (i+ 1).

Lemma 6.2. Let λ be a partition of n, then η(Ωad
λ ) = Ωqe

λt.

Proof. The proof of Lemma 5.11 shows that the map η : W 7→ AnnQ(z
nW ) sends the Schubert cell

Ωad
λ to the set Uλ consisting of all spaces in Grn(C[x]2n) ⊂ QE with basis




xei +

ei−1∑

j=0

j 6=ek

βi,jx
j | 0 ≤ i ≤ n− 1




. (6.2.1)

Note that dimUλ =
∑n−1

i=0 (ei − i) = n. If V ∈ Grn(C[x]2n) has a basis as in (6.2.1) then dim(V ∩

C[x]k) = #{i | ei < i}, which equals j say if and only if ej−1 < k ≤ ej . Therefore Uλ = Ωµ(F(∞))

where µ is the partition given by ej = n+j−µj . Equivalently, en−j−1 = 2n−(j+1)−µn−j−1. Since

µ is defined by µj + µn−j−1 = n, we see that en−j−1 = n+ µj − (j + 1). Thus, from the definition
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of {ri} and {ei} given in the proof of Lemma 5.11, it follows that µ is the (unique) partition of n

such that

{0, 1, . . . , 2n − 1} = {n+ i− λi | 0 ≤ i ≤ n− 1} ⊔ {n+ µj − (j + 1) | 0 ≤ i ≤ n− 1}.

One can deduce that this implies that µ = λt from the fact that Z = Sλ ⊔ −Sλt, which is easily

checked. �

We fix coordinates on the Schubert cell Ωqe
λ by fixing basis

fi(x) = xei + ai,1z
ei−1 + · · ·+ ai,0, ∀ i = 0, 1, . . . , n− 1

where ei = n+λi−(i+1) and ai,j ≡ 0 if ei−j ∈ {ei+1, . . . , en−1}, for each C ∈ Ωqe
λ . Then, C[Ωqe

λ ] is

a polynomial ring in the ai,j . Let b =
∑k

i=1 nibi ∈ h∗/Sn and λ = (λ(1), . . . , λ(k)) a multipartition

of n such that λ(i) ⊢ ni. Inside QGr we have the product of Grassmannians

Grb(QGr) = Grn1

(
eb1xC[x]2n1

)
× · · · ×Grnk

(
ebkxC[x]2n1

)
.

As usual, we define Ωqe
b,λ to be the product Ωqe

b1,λ(1)
× · · · ×Ωqe

bk,λ(k)
in Grb(QGr). The set Grb(QGr)

has a natural scheme structure, such that Ωqe
b,λ is a locally closed subvariety. Moreover,

Grb(QGr) ∩ QE =
⊔

λ⊢b

Ωqe
b,λ.

6.3. Let W ∈ Gr0 and fix some admissible basis {wi}i∈N0 of W . The admissible basis may be

thought of as a Z×Nmatrix, where the columns are the vectors wi. Then,W ∈ Grn(z
−nC[z]/znC[z])

if wi = zi−1 for all i > n. The corresponding matrix has the form



...
...

· · · 0 · · · · · · 0 · · ·
...

...

w1,−n · · · wn,−n
...

...
. . .

... · · · 0 · · ·

w1,n−1 · · · wn,n−1
...

... 1 0

· · · 0 · · · 0
. . .

. . .
...

. . . 1




For each λ = S ∈ P, the determinant wλ := wS = det(wi,j)i∈S,j∈N is well-defined. Also, if any

sk ≥ n for k < n then wS = 0, since the kth column of (wi,j)i∈S,j∈N is the zero vector. Therefore,

we may assume that {s0, . . . , sn−1} is a subset of the interval [−n, n− 1]. Thus, there are
(2n
n

)
such

S. Since these determinants depend, up to a scalar, on a choice of admissible basis, this means
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that we have defined a map Grn(z
−nC[z]/znC[z]) → P(

2n
n )−1. This is nothing but the classical

Plücker embedding. In terms of partitions, each coordinate of P(
2n
n )−1 is labeled by a partition of

length at most n such that λ0 ≤ n i.e. all partitions that fit into a square of length n. The Plücker

embedding is C×-equivariant and the fixed points xλ of the C×-action on Grn(z
−nC[z]/znC[z]) are

mapped to the points wλ = 1 and wν = 0 for all ν 6= λ.

If, as in the proof of Lemma 5.13, we make the substitution −iti = pi, where pi is the ith

power polynomial in the ring Λ of symmetric functions, then the τ -function belongs to Λ. By [17,

Proposition 8.2], the expansion of τ in terms of Schur polynomials

τW =
∑

λ∈P

wλsλ

has coefficients given by the determinants wλ. Therefore, if W ∈ Grn(z
−nC[z]/znC[z]), then

τW =
∑

λ∈✷ w
λsλ.

The map η : Gad → QE restricts to an isomorphism Grn(z
−nC[z]/znC[z])

∼
−→ Grn(C[x]2n),

which sends V to (znV )⊥. Thus, it is clearly an isomorphism of varieties. If C ∈ Grn(C[x]2n), then

τC =
∑

λ∈✷ c
λsλ, where each cλ is a homogeneous function on Grn(C[x]2n) which once again just

defines the usual Plücker embedding.

Theorem 6.3. The map η ◦ βn : CMn → QE ⊂ QGr restricts to an isomorphism of algebraic

varieties Ωcm
b,λ ≃ Ωqe

b,λt ⊂ Grb(QGr).

Proof. Since both η and βn behave well with respect to factorization, by diagram (5.2.1) and

Proposition 5.12, it suffices to show that η ◦ βn : CMn → QE restricts to an isomorphism of

algebraic varieties Ωcm
λ ≃ Ωqe

λt ⊂ Grn·0(C[x]2n). We expand

τ(X,Y ) =
∑

µ∈P

fµ(X,Y )sµ,

where each fλ(X,Y ) ∈ C[CMn]. Define C[Ωqe
λt ]

∼
−→ C[Ωcm

λ ] by cµ(ai,j) = fµ(X,Y ). That this is

well-defined and that it is an isomorphism both follow from the fact that the pair of spaces Ωqe
λt

and Ωcm
λ are reduced and that the τ -function distinguishes closed points of both spaces. �

6.4. The proof of Theorem 1.1. In this subsection, we give a proof of Theorem 1.1. We define

νn : Xn → QGr to be the composition η ◦ βn ◦ ψn, so that νn identifies Xn with its image QEn in

QGr. Recall that Theorem 1.1 claims that νn restricts to an isomorphism of algebraic varieties

νn : Ωb,λ
∼
−→ Ωqe

b,λt ⊂ Grb(QGr).

This statement will follow from Theorem 6.3, if we can show that ψn(Ωb,λ) = Ωcm
b,λ. By Theorem

3.1, ψn is compatible with factorizations. Therefore, it suffices to show that ψn(Ωλ) = Ωcm
λ for λ

a partition of n. Both Ωλ and Ωcm
λ are attracting sets for the C×-action. Therefore, since ψn is
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C×-equivariant, it suffices to show that ψn(xλ) = Xλ. This is precisely the statement of Theorem

4.1, which completes the proof of Theorem 1.1.

6.5. LetN = n2−1. TheWronskian, definition 5.9, may be considered as a mapWr : Grn(C[x]2n)→

PN , where

Wr(W ) = [c0 : · · · : cN ] if WrW (x) = cNx
N + · · ·+ c1x+ c0.

If q = (q1, . . . , qn) ∈ h, then its image in h/Sn is a = (a1, . . . , an) where

n∏

i=1

(x− qi) = xn + anx
n−1 + · · ·+ a1.

We embed h/Sn into PN , as a locally closed subvariety by

(a1, a2, . . . , an) 7→ [a1 : a2 : · · · : an : 1 : 0 : · · · : 0]. (6.5.1)

Proposition 6.4. The map νn : Xn → QEn restricts to an isomorphism of schemes

Ω0,λ,a ≃Wr−1(−a) ∩ Ωqe
λ ,

where the right hand side is the scheme theoretic interesection in Grn(C[x]2n).

Proof. By Theorem 1.1, νn restricts to an isomorphism of algebraic varieties Ωλ ≃ Ωqe
λ . Based

on diagram (3.1.1), it suffices to replace Ω0,λ,a by Ωcm
λ ∩̟

−1(a). As a locally closed embedding,

βn : Ωcm
λ →֒ Gr0(C[x]2n) was given by the polynomial coefficents of the τ -function. Therefore, it

suffices to show that

Ωcm
λ

̟

��

βn // Ωqe
λ

Wr
��

h/Sn
(−1)

// h/Sn

(6.5.2)

commutes, as morphisms of schemes. For all (X,Y ) in CMn, we have det(X +
∑∞

i=1 iti(−Y )i−1) =

τβn(X,Y )(t1, . . . ), see (5.5.1). Setting t2 = t3 = · · · = 0 gives det(X + t1) = τβn(X,Y )(t1, 0, . . . ).

Equation (5.5.2) says that Wrβn(X,Y )(t1) = τβn(X,Y )(t1, 0, . . . ). Thus, det(X + t1) = Wrβn(X,Y )(t1).

Since ̟(X,Y ) is defined to be the coefficients of the polynomial det(t1 − X), the diagram 6.5.2

commutes. �

Remark 6.5. We have defined the Wronskian for any homogeneous space of quasi-exponentials.

The proof of Proposition 6.4 shows that, as sets, we have

νn(Ωb,λ,a) = Wr−1(−a) ∩Ωqe
b,λ =: Ωqe

b,λ,−a

for all a ∈ h/Sn, b ∈ h∗/Sn, and λ a multipartition of type b.
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7. Baby Verma modules

7.1. Dual to the Verma modules ∆(p,λ) are the induced modules ∇(q,µ) = Hn⊗C[h]⋊Sq
µ, where

q ∈ h and µ ∈ Irr(Sq). For each a ∈ h/Sn and b ∈ h∗/Sn, with corresponding maximal ideals

ma ⊂ C[h]Sn and nb ⊂ C[h∗]Sn , we define the quotient modules ∆(p,λ,a) = ∆(p,λ)/ma∆(p,λ)

and ∇(q,µ, b) = ∇(q,µ)/nb∇(q,µ). These are the (dual) baby Verma modules. The image of p in

h∗/W is denoted p̄ and similarly for q.

Lemma 7.1. If p̄ = b and q̄ = a then

dimHomHn(∇(q,µ, b),∆(p,λ,a)) = dimHomSn
(IndSn

Sq
µt, IndSn

Sp
λ);

otherwise HomHn(∇(q,µ, b),∆(p,λ,a)) = 0.

Proof. If p̄ 6= b, then nb · ∆(p,λ,a) 6= 0 and hence HomHn(∇(q,µ, b),∆(p,λ,a)) = 0. Therefore

we assume that p̄ = b. Then,

HomHn(∇(q,µ, b),∆(p,λ,a)) = HomHn(∇(q,µ),∆(p,λ,a))

= HomC[h]⋊Sq
(µ,∆(p,λ,a)).

As a C[h]-module, µ is just the direct sum of dimµ copies of the skyscraper sheaf at q. If a1, . . . , ak

are the points in the Sp-orbit corresponding to a, then

∆(p,λ,a) =

k⊕

i=1

C[h]ai ⊗ Ind
Sn

Sp
λ

as a C[h]-module, where C[h]ai is a module supported at ai. Then,

HomC[h]⋊Sq
(µ,∆(p,λ,a)) ⊂ HomC[h](µ,∆(p,λ,a))

implies that HomC[h]⋊Sq
(µ,∆(p,λ,a)) = 0 unless q̄ = a. Therefore, we assume that q̄ = a. Then,

there exists some i such that q = ai and

HomC[h]⋊Sq
(µ,∆(p,λ,a)) = HomC[h]⋊Sq

(µ,C[h]q ⊗ Ind
Sn

Sp
λ).

Under the automorphism x 7→ x − q(x) of C[h] ⋊ Sq, the module C[h]q is sent to the coinvariant

ring C[h]coSq and µ is sent to µ0, which is defined to be the C[h]⋊Sq-module isomorphic to µ as

a Sq-module and supported at 0. Thus,

HomC[h]⋊Sq
(µ,C[h]q ⊗ Ind

Sn

Sp
λ) ≃ HomC[h]⋊Sq

(µ0,C[h]
coSq ⊗ Ind

Sn

Sp
λ) (7.1.1)

= HomC[h]⋊Sq
(µ0, soc(C[h]

coSq )⊗ Ind
Sn

Sp
λ). (7.1.2)
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The socle of C[h]coSq is one-dimensional, isomorphic to the sign representation sgn as a Sq-module.

Therefore, the space (7.1.2) can be identified with

HomSq
(µ, sgn⊗ Ind

Sn

Sp
λ) ≃ HomSn

(IndSn

Sq
(µ⊗ sgn), IndSn

Sp
λ).

�

Conjecture 7.2. Let I denote the annihilator of the Zn-module HomHn(∇(q,µ, b),∆(p,λ,a)),

and set Z(p, q,λ,µ) = Zn/I. We conjecture that Z(p, q,λ,µ) is a Gorenstein ring and that the

module HomHn(∇(q,µ, b),∆(p,λ,a)) is isomorphic to the coregular (≃ regular) representation as

a Z(p, q,λ,µ)-module.

Remark 7.3. It is natural to expect that a suitable generalization of the above holds for rational

Cherednik algebras associated to any complex refection group, provided that the intersection of

Supp∆(p,λ,a) and Supp∇(q,µ, b) is contained in the smooth locus of the generalized Calogero-

Moser space.

7.2. Wilson’s bispectral involution. There is a natural anti-involution B : Hn → Hop
n on the

rational Cherednik algebra, extending the involution σ 7→ σ−1 on the group algebra CSn. It is

defined by B(xi) = yi, B(yi) = xi and B(sij) = sij. This allows us to define an auto-equivalence on

Hn-modf.d., the category of finite dimensional Hn-modules,

B : Hn-modf.d.
∼
−→ Hn-modf.d., B(M) =M∗,

where M∗ is the vector space dual and (h · f)(m) = f(B(h) ·m) for h ∈ Hn, m ∈ M and f ∈M∗.

The anti-involution B restricts to an automorphism of Zn and hence of Xn.

On the other hand, Wilson defined the bispectral involution b on Gad, which in terms of Baker

functions is given by ψ̃W (z, x) = ψ̃b(W )(x, z). As noted in [19, page 4], the bispectral involution on

CMn is defined by b(X,Y ) = (Y t,Xt). As one might expect, we have

Lemma 7.4. We have ψn ◦ B = b ◦ ψn.

Proof. Let L be a simple Hn-module and (X,Y ) the matrices representing the action of (x1, y1) on

LSn−1 with respect to some fixed basis. Then, with respect to the dual basis, the action of (y1, x1)

on (LSn−1)∗ is given by (Y t,Xt). �

Recall (4.4) the C×-fixed points Xλ ∈ CMn. The following observation is contained in [7].

Lemma 7.5. For all λ ⊢ n, B(L(λ)) = L(λ). Thus, B(Xλ) = Xλ.
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7.3. Fourier transform. The Fourier transform, as introduced in [4, §4], is an automorphism of

order four F : Hn
∼
→ Hn define by

F(xi) = yi, F(yi) = −xi, F(w) = w, ∀ i ∈ [1, n], w ∈ Sn.

We can use F to twist representations of Hn. IfM is a Hn-module then, as a vector space, FM =M

and the action of Hn on FM is defined by h ·m = F(h)m.

Lemma 7.6. Choose p ∈ h∗, q ∈ h, a ∈ h/W and b ∈ h∗/W .

(1) We have

F∆(p,λ) = ∇(p,λ), F∆(p,λ,a) = ∇(p,λ,−a),

F∇(q,µ) = ∆(−q,µ), F∇(q,µ, b) = ∆(−q,µ, b).

(2) Let λ be a partition of n. Then, FL(λ) ≃ L(λt).

Proof. Part (1) follows from the fact that F(C[h]) = C[h∗] and F acts as the identity on CSn.

By part (1), F∆(0, λ,0) ≃ Hn ⊗C[h]coSn⋊Sn
λ, where Hn is the restricted rational Cherednik

algebra. As a C[h∗]coSn ⋊ Sn-module, F∆(0, λ,0) ≃ C[h∗]coSn ⊗ λ. The socle of this module is

det(y)⊗λ, where det(y) =
∏
i<j(yi−yj). Since det(y)⊗λ ≃ λ

t as an Sn-module and h·det(y)⊗λ =

0, it follows that there exists a non-zero homomorphism ∆(0, λt, 0) → F∆(0, λ, 0). The image of

this homomorphism is contained in the socle of F∆(0, λ,0), therefore it must factor through L(λt),

the simple head of ∆(0, λt,0). The composition factors of F∆(0, λ, 0) are all isomorphic (since

∆(0, λ,0) also has this property). Hence all these factors must be L(λt). Applying F to the short

exact sequence

0→ Ker→ ∆(0, λ,0)→ L(λ)→ 0

shows that FL(λ) ≃ L(λt). �

7.4. Adjoint anti-automorphism. Define the anti-automorphism (−)⋆ : Hn
∼
−→ Hop

n by x⋆i =

−xi, y
⋆
i = yi and s

⋆
i,j = si,j. As in (7.2), this defines an auto-equivalence

(−)⋆ : Hn-modf.d.
∼
−→ Hn-modf.d., (M)⋆ =M∗,

where M∗ is the vector space dual and (h · f)(m) = f(h⋆ ·m) for h ∈ Hn, m ∈M and f ∈M∗. We

also have the corresponding automorphism (−)⋆ of Xn. Define the automorphism (−)⋆ of CMn by

(X,Y ) 7→ (−Xt, Y t) and recall from section 5.1 that W 7→ W ∗ defines an automorphism (−)∗ of

Gad.

Lemma 7.7. We have (−)⋆ ◦ ψn = ψn ◦ (−)
⋆ and (−)∗ ◦ βn = βn ◦ (−)

⋆.

Proof. The proof of the first statement is completely analogous to the proof of Lemma 7.4. The

second statement is [19, Lemma 7.7]. �
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Let λ = (λ(1), . . . , λ(k)) be a multipartition. The transpose of λ is defined componentwise,

λt = ((λ(1))t, . . . , (λ(k))t).

Proposition 7.8. Under the adjoint automorphism, Ω⋆b,λ = Ωb,λt.

Proof. By Lemma 7.7, we can work either with the rational Cherednik algebra or in the Calogero-

Moser space. First, we note that one can deduce from the explicit formula for (−)⋆ on CMn,

together with the factorization construction given by Wilson, section 3.1, that we have

(Ωcm
b,λ)

⋆ = α−1
b ((Ωcm

b1,λ(1)
)⋆ × · · · × (Ωcm

bk,λ(k)
)⋆).

Moreover, for b ∈ C and tb : CMn
∼
−→ CMn, tb(X,Y ) = (X,Y − bIn) we have

(Ωcm
λ )⋆ = [tb(Ω

cm
b,λ)]

⋆ = tb([Ω
cm
b,λ]

⋆).

Therefore, it suffices to show that (Ωcm
λ )⋆ = Ωcm

λt . The automorphism (−)⋆ is also C×-equivariant.

Hence, it suffices to show that X⋆
λ = Xλt . For this, we use the fact that (−)⋆ = F ◦ B. Therefore,

the result follows from Lemmata 7.5 and 7.6. �

8. Intersecting Schubert cells

8.1. Recall that, in addition to the Verma modules, we also defined in section 7 the dual Verma

modules ∇(q,µ). Considered as Zn-modules, their supports were denoted ✵a,µ, where q̄ = a in

h/Sn. In this section, we describe the sets νn(✵a,µ).

Definition 8.1. Let C ∈ QGr be an n-dimensional space of quasi-exponentials. Then, the sequence

of exponents of C at a point b ∈ C ∪ {∞} is the (unique) set of integers d = {d0 < · · · < dn−1}

with the property that, for each i, there exists a function f ∈ C with order di at b. A point b of

C ∪ {∞} is said to be singular if the exponents of C at b differs from {0, . . . , n− 1}.

Let a =
∑k

i=1 niai ∈ h/Sn, where the ai are pairwise distinct. Choose a multipartition µ =

(µ(1), . . . , µ(k)) of n such that µ(i) ⊢ ni. From µ we define the tuple of integers d = {di,j | i =

1, . . . , k, j = 0, . . . , ni − 1} by

di,j := µ
(i)
ni−j

+ ni − (j + 1). (8.1.1)

Then, set of all C ∈ QE such that the singularities of C are {a1, . . . , ak} and the exponents of C

at ai are

{0 < · · · < 2n− ni − 1 < 2n− ni + di,1 < · · · < 2n − ni + di,ni
},

is denoted ✵
qe
a,µ. The parameterization is chosen so that we can apply [16, Theorem 2.6], which

says that

(Ωqe
a,µ)

B = ✵
qe
a,µ. (8.1.2)

As a consequence,
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Theorem 8.2. For all q ∈ h with a = q̄ ∈ h/Sn, µ ∈ Wq and b ∈ h∗/Sn, the map νn gives

bijections

✵a,µ
∼ // ✵

qe
a,µ

✵a,µ,b
∼ //

?�

OO

✵
qe
a,µ,−b

?�

OO

Proof. By remark 6.5, νn(Ωb,λ,a) = Ωqe
b,λt,−a

. As noted in section 7.2, the map νn intertwines the

bispectral involution on Xn with Wilson’s bispectral involution on QE (or rather the corresponding

integral transform as defined in [16]). Equation (8.1.2) implies that (Ωqe
a,µ,b)

B = ✵
qe
a,µ,b.

Let (−1) : Hn
∼
−→ Hn be the isomorphism which is the identity on Sn and maps xi to −xi

and yj to −yj. Then, B = F ◦ (−)⋆ ◦ (−1). We have Ω
(−1)
a,µ,b = Ω−a,µ,−b. Proposition 7.8 implies

that Ω⋆−a,µ,−b = Ω−a,µt,b and Lemma 7.6 (1) implies that ΩF
−a,µt,b = ✵a,µt,b. Therefore, ΩB

a,µ,b =

✵a,µt,b. This implies the claim of the theorem. �

8.2. For qi ∈ C, let F(qi) be the complete flag

F•(qi) : Fj(qi) = (x− qi)
2n−jC[x]j, 0 ≤ j ≤ 2n,

in C[x]2n. Let q = (q1, . . . , q1, q2, . . . , q2, q3, . . . ), where the qi are pairwise distinct and qi occurs ni

terms. Let µ = (µ(1), . . . , µ(k)) be a multipartition with µ(i) ⊢ ni; equivalently µ ∈ Irr(Sq). Then,

we define

Ωµ(q) =

k⋂

i=1

Ωµ(i)(F(qi)),

a scheme theoretic intersection of Schubert cells in Grn(C[x]2n). Let Grn(C[x]2n)can denote the in-

tersection of Grn(C[x]2n) with QE in QGr, considered as a reduced variety. Then, Grn(C[x]2n)can =
⊔
λ⊢nΩ

qe
λ . We define Ωµ(q)can to be the scheme-theoretic intersection of Ωµ(q) with Grn(C[x]2n)can.

In order to prove a special case of the above conjecture when W = Sn, we need to make the fol-

lowing technical assumption.

Assumption 8.3. We have an equality νn(✵a,µ,n·0) = Ωµ(q)can as subschemes of Grn(C[x]2n).

We remark that neither ✵a,µ,n·0 or Ωµ(q)can is a reduced scheme. In order to convince the reader

that assumption 8.3 is not unreasonable, we have

Lemma 8.4. Let q ∈ h and µ ∈ Irr(Sq). Then, we have an equality νn(✵a,µ,n·0) = Ωµ(q)can of

subsets of Grn(C[x]2n) and

dimC[✵a,µ,n·0] = dimC[Ωµ(q)can] = |Sn/Sq|dimµ.

33



Proof. A point V ∈ Grn(C[x]2n) belongs to Ωµ(i)(qi) if and only if qi is a singular point of V such

that the exponents of V at qi are encoded by µ(i). On the other hand, Theorem 8.2 implies that

νn(✵a,µ,n·0) is the set of all canonical homogeneous spaces of quasi-exponentials with exponents

prescribed by q and µ contained in Grn(C[x]2n). Every space in Grn(C[x]2n) is obvious homoge-

neous. Therefore νn(✵a,µ,n·0) is the intersection of Ωµ(q) with Grn(C[x]2n)can, which by definition

is Ωµ(q)can.

Theorem 1.2 of [1] implies that dimC[✵a,µ,n·0] equals the rank of e∇(q,µ) as a free C[h∗]Sn-

module. As a C[h∗]Sn-module,

e∇(q,µ) ≃ e(C[h∗]⊗ Ind
Sn

Sq
µ) ≃ e(IndSn

Sq
(C[h∗]⊗ µ)) ≃ eq(C[h

∗]⊗ µ),

where eq is the trivial idempotent in CSq. This implies that the rank of e∇(q,µ) equals |Sn/Sq|dimµ.

Recall that two complete flags F• and G• in C[x]2n are said to be transverse if dimFi ∩ Gj =

min{i + j − 2n, 0} for all i, j. Let b 6= c ∈ C ∪ {∞}. Then, it is easy to check that the flags

F•(b) and F•(c) are transverse. Hence, the flags appearing in the intersection Ωµ(q) are pairwise

transverse. They are also transverse to Ωλ(F(∞)) for each partition λ of n. As noted above,

Grn(C[x]2n)can =
⊔
λ⊢nΩλ(F(∞)). Since the set-theoretic intersection Ωµ(q) ∩ Ωλ(F(∞)) consists

of finitely many points (notice that dimΩµ(i)(F(qi)) = n2 − |µ(i)| and dimΩλ(F(∞)) = |λ|, hence

if
∑

i dimµ(i) = n and λ ⊢ n, then dimΩµ(q)∩Ωλ(F(∞)) = 0) the transeverality condition implies

that

[Ωµ(1)(F(q1))] · · · [Ωµ(k)(F(qk))] · [Ωλ(F(∞))]

is some multiple of the identity in the cohomology ring H∗(Gr0(C[x]2n)), where [X] · [Y ] denotes

multiplication in H∗(Gr0(C[x]2n)) of the classes defined by the closures of the locally closed sub-

varieties X,Y of Gr0(C[x]2n). Thus,

dimC[Ωµ(q)can] =
∑

λ⊢n

[Ωµ(1)(F(q1))] · · · [Ωµ(k)(F(qk))] · [Ωλ(F(∞))].

Let σλ = [Ωλ(F(b))] = [Ωλ(F(∞))] be the class of a Schubert cell in H∗(Gr0(C[x]2n)). They form

a basis of H∗(Gr0(C[x]2n)) such that σ(n,...,n) = 1. Let 〈−,−〉 be the non-degenerate pairing on

H∗(Gr0(C[x]2n)) defined by letting 〈[X], [Y ]〉 be the coefficient of 1 in the expansion of [X] · [Y ]

in terms of the basis {σλ}. The duality theorem, [6, page 149], says that 〈σλ, σµ〉 = δλ,µ. Thus,

Schubert calculus implies that

dimC[Ωµ(q)can] =
∑

λ⊢n

〈σµ(1) · · · σµ(k) , σλ〉

=
∑

λ∈Irr(Sn)

HomCSn
(λ, IndSn

Sq
µ) = dim Ind

Sn

Sq
µ,

as required. �
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Theorem 8.5. Under assumption 8.3, the map νn induces an isomorphism of Gorenstein rings

Z(0, q,λ,µ) ≃ C[Ωqe
0,λ,−a ∩Ωµ(q)],

and HomHn(∇(q,µ,0),∆(0,λ,a)) is the coregular representation as a Z(0, q, λ,µ)-module.

Proof. The Morita equivalence between Hn and Zn implies that

HomHn(∇(q,µ, 0),∆(0, λ,a)) ≃ HomZn(e∇(q,µ, 0), e∆(0, λ,a)).

Let I be the annihilator of e∇(q,µ, 0) in Zn and J the annihilator of e∆(0, λ,a). Theorem 1.2 of

[1] implies that e∇(q,µ, 0) ≃ Zn/I and e∆(0, λ,a) ≃ Zn/J are cyclic Zn-modules. By Proposition

6.4, SpecZn/J = Ω0,λ,a is isomorphic to Wr−1(−a) ∩ Ωqe
λ = Ωqe

0,λ,−a. Using assumption 8.3, we

have SpecZn/I = ✵a,µ,n·0 ≃ Ωµ(q)can. Therefore, [14, Lemma 4.3] implies that

Zn/(I + J) ≃ C[Wr−1(−a) ∩Ωqe
λ ∩ Ωµ(q)can] = C[Wr−1(−a) ∩ Ωqe

λ ∩ Ωµ(q)]

is a Gorenstein ring. This proves the first statement of the theorem. The result [14, Lemma 3.8]

states that:

Claim 8.6. Let Z be a commutative ring and I, J ideals of Z such that

• dimZ/I, Z/J <∞,

• Z/J and Z/I + J are Gorenstein.

Let I = I + J in Z/J . Then, ker I ≃ (Z/(I + J))∗ as Z/(I + J)-modules.

Applying the above claim in our case, it suffices to identify ker I with

HomHn(∇(q,µ, 0),∆(0, λ,a)) = HomZn(Zn/J, Zn/I).

This is straight-forward. �

Remark 8.7. The claim about dimensions made after Corollary 1.2 can be deduced from the proof

of Lemmata 7.1 and 8.4. Also, HomHn(∇(q,µ, 0),∆(0, λ,a)) = HomHn(∇(q,µ),∆(0, λ, )), which

implies that Corollary 1.2 is equivalent to the statement of Theorem 8.5.

9. The relative Grassmanian

9.1. In this final section we make some basic remarks about the relative Grassmanian, and its

relationship to the Calogero-Moser space. As noted in [5], one can interpreter Wilson’s embedding

βn as an embedding of CMn into

Greln := {(I,W ) | I ✁C[z] with dimC[z]/I = n and W ⊂ C[z]/I2 an n-dimensional subspace.},

the relative Grassmaniann. Since both CMn and Greln are quasi-projective varieties, it is natural to

expect that Wilson’s embedding is a morphism of varieties. In this subsection we suggest one way
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that one might hope to show this. Projection onto I defines a proper map Greln → A(n) = Hilbn(C).

Let E be the rank 2n vector bundle on A(n), whose fiber over I is C[z]/I2. Recall, [9, Example

2.2.3], that the relative Grassmanian is the space that represents the contravariant functor F :

SchA(n) → Sets, from the category of schemes over A(n) to sets defined by

F (X) = {φ : ξ∗E ։ F | F flat of rank n }/ ≃ .

where ξ : X → A(n).

We denote by R the coordinate ring of CMn. Recall that π : CMn → h∗/Sn. Let E = π∗E

be the vector bundle of rank 2n on CMn induced by E. Since CMn is affine, we consider instead

the corresponding projective R-module of section, which we will also denote by E . Since E is the

pull-back of a projective C[A(n)]-module, it is actually a free R-module. Explicitly,

E = R[z]/(det(z − Y )2).

Associated to each space W ∈ Gad is the Baker function ψ̃W (z, x), see [18] and [19]. Just as for

the τ -function, the Baker function distinguishes points in that ψ̃W1(z, x) = ψ̃W2(z, x) if and only

if W1 = W2. If Supp(W ) =
∑k

i=1 nibi, then define ΨW (z) =
∏k
i=1(z − bi)

ni . The regular Baker

function ψW (z, x) is defined to be ΨW (z)ψ̃W (z, x). We define the polynomial Baker function to be

ψpol
W (z, x) = WrW (x) · ψW (z, x) = ΨW (z) ·WrW (x) · ψ̃W (z, x).

It is known, e.g. as a consequence of [18, Proposition 6.5], that ψpol
W (z, x) = g(z, x)ezx, where

g(z, x) is a polynomial of degree deg(W ) in both z and x. The following lemma follows from the

description of ψ̃W given in section 4 of [18].

Lemma 9.1. Let W ∈ Gad and C = η(W ) ∈ QE. Then,

ΨW (z)W = Span {(∂kxψ
pol
W (z, x))|x=0 for all k ∈ N} = C⊥.

For each (X,Y ) ∈ CMn, consider the element ψpol

(X,Y ) = exz det((X−x)(Y −z)−1) ∈ R⊗̂C[[x, z]].

Let K be the R-submodule of E generated by

∂0xψ
pol

|x=0, ∂
1
xψ

pol

|x=0, ∂
2
xψ

pol

|x=0, . . .

Then, we define F to be the quotient E/K.

Conjecture 9.2. The quotient E ։ F is a vector bundle of rank n on CMn, inducing a locally

closed embedding βn : CMn → G
rel
n .

Remark 9.3. The definition of CMn as a G.I.T. quotient implies that there is a “tautological”

rank n bundle on the space. It is unclear to the author how this tautological bundle is related to

F .
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Expanding, ψpol
W (z, x)e−zx =

∑n
i,j=0 ai,jz

ixj, we write DW =
∑n

i,j=0 ai,jx
j∂ix.

Lemma 9.4. Let W ∈ Gad. Then, C = η(W ) ∈ QE is the space of all holomorphic solutions of

the differential equation DW .

Proof. By Lemma 9.1, ΨW (z)W = C⊥, which equals Span {(∂kxψ
pol
W (z, x))|x=0 | k = 0, 1, . . . }. We

apply the easy identity (∂kxx
jexz)|x=0 = ∂jz(zk). Thus, c ∈ C if and only if

〈c, (∂kxψW (z, x))|x=0〉 =

〈
c,

n∑

i,j=0

ai,jz
i(∂kx(x

j)ezx)|x=0

〉

=

〈
c,

n∑

i,j=0

ai,jz
i∂jz(z

k)

〉
=

〈
n∑

i,j=0

ai,jx
j∂ixc, z

k

〉
= 0

for all k ∈ N. This implies that
∑n

i,j=0 ai,jx
j∂ixc = 0. Since the dimension of C is n, C contains all

solutions of the differential equation DW . �

If g(x) is a polynomial and p 6= 0, then the function epxg(x) has an irregular singularity of order

one at infinity. Thus, if D is an nth order differential equation whose space of solutions is C ∈ QGr

then D has only regular singularities in C and (at worst) an irregular singularity at ∞ of order

one. Moreover, the residue of D at ∞ is Supp(C) ∈ h∗/Sn. Recall that D is said to be Fuchsian if

it has only regular singularities i.e. if and only if Supp(C) = 0. Given a simple Hn-module L, we

write DL for the nth order differential equation whose space of solutions equals νn(χL) ∈ QGr.

Corollary 9.5. Let L be a simple Hn-module. Then, the differential equation DL is Fuchsian if

and only if C[h∗]Sn
+ · L = 0.

Proof. The space C of solutions of DL is a homogeneous space of quasi-exponential functions. As

noted above, DL will be Fuchsian if and only if the support of C equals zero. That is, if and only

if the augmentation ideal in C[h∗]Sn
+ annihilates L. �

Example 9.6. For each partition λ of n we have the simple Hn-module L(λ). Since the support

of L(λ) is sent to the C×-fixed point in Ωqe
λ , the proof of Lemma 6.2 shows that

DL(λ) =

n−1∏

i=0

(x∂ − ei),

where ei = n+ λi − (i+ 1).
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