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Language is most commonly used in conversation (e.g., 
Levinson, 2016). Linguists and psycholinguists should 
therefore aim to understand the structure of conversations 
and the psychological processes occurring when people 
speak and listen to each other in everyday conversational 
contexts. Linguistic analyses of corpora of conversational 
speech have yielded important insights into the structural 
properties of conversation and led to hypotheses about the 
cognitive processes occurring in speakers and listeners 
engaged in conversation (Levinson & Torreira, 2015; Sacks, 
Schegloff, & Jefferson, 1974). However, testing these 
hypotheses through corpus analyses alone is challenging 
because researchers can only determine how speakers 
behaved under specific conditions, but cannot systemati-
cally vary these conditions. In our view, research into the 
processes underlying conversation therefore requires a two-
pronged approach, involving the combination of corpus 
analyses and experimental research. This work contributes 
to the experimental research. Specifically, we asked how 
speech planning was affected by the presence or absence of 
an interlocutor. As we explain below, this is important for 

methodological reasons but also has implications for theo-
ries about speaking in dyadic contexts.

In conversation, people take turns, thereby switching 
roles as speakers and listeners (Levinson, 2016; Sacks 
et al., 1974; Stivers et al., 2009). Most of the time, only 
one person speaks, although there is substantial variation 
in utterance timing, periods of overlap (simultaneous talk-
ing) and gaps between turns tend to be short. As Levinson 
(2016) reports, periods of overlap have a modal duration 
of 100 ms, and the modal gap duration is around 200 ms 
(see also Heldner & Edlund, 2010; Stivers et al., 2009). 
This tight coupling between turns is remarkable because a 
200-ms interval is too short for a speaker to plan even a 
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short turn. Planning a content word, for instance, a picture 
name, takes at least 600 ms, and planning a short descrip-
tive phrase can easily take more than a second (Indefrey & 
Levelt, 2004; Konopka, 2012). A 200-ms interval does, in 
fact, not even suffice to initiate a fully planned utterance 
(F. Ferreira, 1991; Piai, Roelofs, & Schriefers, 2011). 
Hence, to deliver their turn promptly after the end of the 
previous speaker’s turn, upcoming speakers must already 
begin to plan their utterance during that turn. Moreover, 
they must predict when the current speaker’s turn will end 
so that they can launch their utterance at the appropriate 
time (e.g., de Ruiter, Mitterer, & Enfield, 2006). This com-
bination of processes—listening to the interlocutor, pre-
dicting their end of turn, and planning one’s own 
utterance—renders turn-taking a complex cognitive task, 
in particular because both speech planning and listening 
require and compete for central processing resources (e.g., 
Cleland, Tamminen, Quinlan, & Gaskell, 2012; Kubose 
et al., 2006; Roelofs & Piai, 2011; Strayer & Johnston, 
2001).

A working model of the way interlocutors may deal 
with this challenge has been proposed by Levinson and 
Torreira (2015). This model stipulates that listening and 
utterance planning occur largely in parallel. In everyday 
conversation, speakers can often identify the interlocutor’s 
speech act (e.g., whether it is a request or comment) and 
the gist of the utterance early during the turn. It is proposed 
that based on this information, they immediately begin to 
plan their response to the level of the phonological form. 
This speech plan may be buffered until the interlocutor’s 
turn is about to end. Then, the prepared utterance is 
launched. We will call the hypothesis that upcoming speak-
ers plan their utterances as early as possible during the pre-
ceding turn the Early Planning Hypothesis.

One important research question arising from Levinson 
and Torreira’s framework is how listeners identify immi-
nent ends of turns (for further discussion and empirical 
work, see Bögels & Torreira, 2015; de Ruiter et al., 2006; 
Magyari, Bastiaansen, de Ruiter, & Levinson, 2014; 
Pickering & Garrod, 2004; Torreira, Bögels, & Levinson, 
2015). A second important question, which is more directly 
relevant for this work, is when speakers initiate their 
speech planning, specifically whether they indeed begin to 
plan their utterances as early as possible. In the next sec-
tion, we review the evidence relevant to this question.

Studies of utterance planning during 
listening

Several experimental studies have examined the Early 
Planning Hypothesis by asking participants to respond to 
spoken turns featuring response-relevant information either 
early or later during the turn and observing the effect of this 
manipulation on the response latencies and, in some cases, 
the participants’ brain activity or their eye movements. 

Consistent with the Early Planning Hypothesis, all studies 
showed that the speakers began to prepare their utterances 
before the end of the preceding turn. Moreover, all studies, 
with the exception of our own earlier study (Sjerps & Meyer, 
2015), showed that utterance planning began as early as pos-
sible during that turn. As a backdrop for this study, we briefly 
outline the method and relevant main results of each study.

The first study was carried out by Bögels, Magyari, and 
Levinson (2015). Participants worked together with a con-
federate who asked them quiz questions featuring early or 
late cues to the answer, as in “Which character, also called 
007, appeared in the famous movies?” (Early Cue condi-
tion) or “Which character from the famous movies is also 
called 007?” (Late Cue condition). The average response 
latency was shorter by 310 ms in the Early than in the Late 
Cue condition, indicating that the participants began to 
plan their responses earlier when the cue to the answer 
(“007” in the example) appeared early than when it 
appeared late in the question. This conclusion was cor-
roborated by analyses of the concurrently recorded elec-
troencephalogram (EEG) signal, which suggested that the 
initiation of linguistic planning and a shift of attention 
from comprehension to production occurred approxi-
mately half a second after cue onset. These results were 
consistent with the Early Planning Hypothesis.

In a follow-up study aiming primarily to find further 
neurobiological evidence for early utterance planning, 
Bögels, Casillas, and Levinson (2018) used a different 
task. Here, the confederate asked the participants ques-
tions about objects they had just seen on their screen, for 
instance a banana and a pineapple. The questions were 
phrased such that the cue to the answer appeared early, as 
in “Which object is curved and is considered a type of 
fruit?” or late, as in “Which object is considered a type of 
fruit and is curved?”. The results confirmed those of the 
earlier study: participants were substantially faster to 
respond in the Early Cue than in the Late Cue condition, 
and event-related potentials (ERPs) recorded time-locked 
to the onset of the cue (“curved”) and corresponding non-
informative word (“fruit”) showed differences in positive 
effects, which the authors interpreted as evidence for 
response planning.

A similar paradigm was used in a behavioural study by 
Magyari, De Ruiter, and Levinson (2017). Here the ques-
tions were kept constant across conditions, but the displays 
varied such that response planning could begin early or 
late. For instance, when hearing the question “Which ani-
mal has a light-switch and a battery?”, the participants 
could either see a display where each of two animals had 
some objects (Late Cue condition), or a display where one 
of the animals had no objects (Early Cue condition). Again, 
responses were given sooner after the end of the question 
in the Early than in the Late Cue condition.

Barthel and colleagues (Barthel, Meyer, & Levinson, 
2017; Barthel, Sauppe, Levinson, & Meyer, 2016) used an 



Sjerps et al. 3

interactive sentence-completion paradigm, where a con-
federate named objects she could see on her screen and the 
participant completed the description by describing any 
additional objects presented on their screen. The experi-
ment was conducted in German, and the confederate’s 
utterances ended either in a noun or a verb form, as in “Ich 
habe einen Schluessel und einen Stift (besorgt)” (“I have a 
key and pen (acquired).”). The participants produced utter-
ances such as “Ich habe eine Melone und eine Zeitung” (“I 
have a melon and a newspaper.”). In addition to the utter-
ance latencies, measured from the end of the confederate’s 
turn, the participants’ eye movements were recorded. The 
speech onset latencies were shorter when the turn ended in 
a verb form than when it ended in a noun, indicating that 
utterance planning began when the final noun phrase, 
rather than the end of the turn, was perceived. The analyses 
of the participants’ eye movements confirmed this conclu-
sion: the frequency of the participants’ looks to the first 
object they mentioned rose sharply after the onset of the 
last noun phrase in the confederate’s description, regard-
less of whether or not a verb form followed.

In two further studies, participants were asked to answer 
polar (yes/no) questions. In two speech planning experi-
ments reported by Corps, Crossley, Gambi, and Pickering 
(2018), participants heard recorded questions with highly 
predictable endings such as “Are dogs your favourite ani-
mals?” or with less predictable endings, such as “Have you 
ever injured your eye?”. Participants were instructed to 
respond as quickly as possible. They were faster to do so in 
the predictable than in the unpredictable condition, indi-
cating that they began to plan their utterance before the 
end of the question. In a study by Meyer, Alday, Decuyper, 
and Knudsen (2018), participants answered polar ques-
tions such “Do you have a green sweater?” about objects 
on their screen. The questions were kept constant across 
conditions, but the displays varied: in the Early Cue condi-
tion, the four objects on the screen had the same colour, 
and participants could therefore respond as soon as they 
had processed the colour adjective. In the Late Cue 

condition, the objects were shown in different colours, and 
the participants could therefore only respond after they had 
processed the noun. Consistent with the results found in 
the studies reported above, responses were given sooner 
after question offset in the Early than in the Late Cue 
condition.

The final relevant study was carried out by Sjerps and 
Meyer (2015). Since this research is closely related to the 
present study, its design and findings are described in detail. 
Dutch participants saw displays featuring two rows of 
objects (see Figure 1). There were three conditions. In the 
Speaking-Only condition, participants first heard a recorded 
utterance referring to the objects shown in one row, for 
instance, the Dutch translation equivalent of “Put the bottle 
below the fork and the banana above the hat.” The arrows 
between the objects indicated which prepositions should be 
used. Immediately following the recording, the participants 
should provide a description of the other row using the same 
utterance format, saying, for instance, “Put the roof below 
the ring and the mirror above the flower.” In the Tapping 
and Speaking condition, participants performed the same 
task, but in addition carried out a complex finger tapping 
task throughout the block of test trials. Finally, in the 
Listening-Only condition, the participants carried out the 
tapping task while listening to recorded descriptions of both 
rows of objects delivered by different speakers. In all three 
conditions, they had to monitor the second utterance of each 
pair for correctness. Depending on the condition, this was 
their own utterance or the pre-recorded utterance of another 
speaker. Tapping performance was recorded as an indicator 
of the mental load arising during the task (e.g., Boiteau, 
Malone, Peters, & Almor, 2014; Kemper, Herman, & Lian, 
2003; Kemper, Herman, & Nartowicz, 2005; Somberg & 
Salthouse, 1982). It was expected to be better (i.e., show 
more correct taps per second; for details, see the section 
“Tapping Performance” below) in a baseline period between 
trials, when the tapping task was carried out by itself, than 
while participants were listening to the recorded utterances 
or speaking themselves. This is because both listening to 

Figure 1. Example display used in both experiments.
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speech and speaking require processing capacity and should 
therefore interfere with the tapping performance (e.g., 
Cleland et al., 2012; Cook & Meyer, 2008; V. S. Ferreira & 
Pashler, 2002; Mattys, Brooks, & Cooke, 2009). A second 
prediction, also based on earlier dual-task studies, was that 
tapping performance would be worse during speaking than 
during listening. This is because speech planning and speak-
ing have been shown to require more cognitive capacity 
than listening to speech (e.g., Almor, 2008; Kunar, Carter, 
Cohen, & Horowitz, 2008; Recarte & Nunes, 2003). 
Additional interference between tapping and speaking may 
arise because both tasks involve multiple response selection 
processes (e.g., Hegarty, Shah, & Miyake, 2000). The most 
important question was when the deterioration of tapping 
related to speech planning and speaking would occur. In a 
study by Boiteau and colleagues (2014), participants carried 
out a visuomotor task (tracking a moving target on their 
screen using the mouse) while engaged in free conversation. 
As expected, the authors found poorer tracking performance 
when participants were speaking than when they were lis-
tening to their partner. Importantly, the deterioration of 
tracking performance already began well before speech 
onset, towards the end of the partner’s turn, suggesting that 
it was related to the onset of speech planning. Based on 
these results, Sjerps and Meyer predicted that in their study 
tapping performance should already deteriorate before the 
offset of the preceding utterance.

In one of the two experiments reported by Sjerps and 
Meyer, the participants’ eye movements were recorded in 
addition to their speech and tapping performance. Earlier 
studies had shown that people listening to utterances refer-
ring to the visual environment tended to fixate the relevant 
locations (e.g., Cooper, 1974; Huettig, Rommers, & 
Meyer, 2011) and that, similarly, people naming or describ-
ing several objects tended to look at each of them around 
500 ms to a second before mentioning them (Griffin & 
Bock, 2000; Meyer, Sleiderink, & Levelt, 1998). This 
holds even when the speakers are familiar with the objects 
and can identify them without fixating upon them (e.g., 
Meyer, Wheeldon, Van der Meulen, & Konopka, 2012). 
Moreover, the durations of the gazes to the objects to be 
named have been shown to depend on the time needed to 
recognise the objects as well as the time needed for the 
retrieval of their names (e.g., Griffin & Bock, 2000; 
Jongman, Roelofs, & Meyer, 2015; Meyer & Van der 
Meulen, 2000). A likely basis for the strong link between 
eye gaze and speech processing is that a person’s point of 
gaze is tightly linked to the focus of their visual attention 
and that directing one’s attention to an object greatly facili-
tates processing it (e.g., Irwin & Gordon, 1998; Rommers, 
Meyer, & Praamstra, 2017). Sjerps and Meyer therefore 
expected that the participants would first look at the objects 
mentioned in the recorded utterance and would turn to 
their own objects when they began to plan the utterances 
about them.

The most important question for the study was when 
this shift of gaze towards the participant’s objects and the 
deterioration of tapping performance would occur. 
Whether the recorded description referred to the top or 
bottom row varied randomly from trial to trial, but partici-
pants knew which row was being described as soon as they 
had heard the first object noun and could then begin to plan 
their own utterance. If the Early Planning Hypothesis 
holds, evidence for utterance planning should be seen very 
early during the trial.

As expected, the participants’ tapping performance 
changed across the course of the trials: compared with the 
baseline period before the onset of the recorded utterance, 
the tapping performance deteriorated slightly while the 
participants were listening to the description of the first 
row of objects, but was much poorer when they were 
speaking themselves. Importantly, the steep decline in tap-
ping performance did not begin early during the recorded 
utterance, but only between 1 and 0.5 s before its end. The 
analysis of the participants’ eye movements showed that 
they shifted the focus of their attention from the objects 
mentioned in the recording to the objects they were about 
to describe themselves around the same time, shortly 
before they took over the turn. Hence, both the tapping 
performance and the gaze behaviour suggested that speak-
ers initiated their utterance planning before the end of the 
recorded description. However, they did not do so at earli-
est opportunity, as predicted by the Early Planning hypoth-
esis, but only just before the anticipated end of the previous 
turn.

In sum, all studies of speech planning during listening 
clearly indicate that upcoming speakers do not await the 
end of the preceding turn, but already begin to plan their 
utterance during that turn. However, speech planning does 
not necessarily begin at the earliest possible moment. 
Speakers appear to have some flexibility in the way they 
combine listening and speech planning: Sometimes, they 
begin to plan a response to a preceding utterance as soon 
as the response-relevant information is available (e.g., 
Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015), 
but on other occasions, they postpone planning until 
shortly before the end of the preceding turn (Sjerps & 
Meyer, 2015).

This conclusion leads to the question which variables 
affect how speakers combine speaking and listening. 
Many social, pragmatic, and linguistic factors that might 
bias speakers towards early or late speech planning come 
to mind. The two studies that, taken together, illustrate 
the speakers’ flexibility in speech planning most clearly 
are those conducted by Bögels, Magyari, and Levinson 
(2015) and by Sjerps and Meyer (2015). They differ in 
many features. In the comparison of these studies, Bögels 
and colleagues (2018) highlight that their paradigm was 
“truly interactive” (p. 296), as the participants believed 
they interacted with a confederate and answered their 
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questions. By contrast, the paradigm used by Sjerps and 
Meyer,

deviated quite far from typical conversation interaction in that 
participants knew that they were talking to a pre-recorded 
voice and that there was no contingency between the spoken 
content of their [own] and the computer’s turns. In other 
words, participants were just alternating their speech with the 
computer’s without the computer’s speech having any bearing 
on their own speech plans and vice versa. (p. 296)

One should note that in Sjerps and Meyer’s paradigm, the 
pre-recorded utterances and the participants’ utterances 
were linked (contrary to the above claim) as the participants 
had to describe the set of objects not covered in the record-
ing and that the participants in the study by Bӧgels and col-
leagues sat in an experimental booth and could only hear the 
confederate via headphones, which also deviates quite far 
from typical conversation. Nevertheless, the utterance pairs 
were probably linked in a more natural way in the study by 
Bӧgels and colleagues. Moreover, the set-up resembled a 
party game or pub quiz, and perhaps the similarity to such 
situations encouraged participants to respond fast and plan 
their utterances early. In addition to the communicative situ-
ation, the two studies differed in the linguistic structure of 
the spoken input. Bӧgels and colleagues used questions that 
varied in length and structure from trial to trial, whereas the 
recorded utterances in Sjerps and Meyer’s study all had the 
same structure and length. This consistency of the input and 
the predictability of the end of turn may have encouraged 
the participants to align their speech planning with a particu-
lar “landmark,” such as the onset of the last noun phrase, in 
the recorded description. Finally, the participants’ responses 
in the two studies were also different; they were short 
phrases (e.g., “James Bond” or “Paris”) in the study by 
Bӧgels and colleagues and multi-phrase sentences in the 
study by Sjerps and Meyer. As Sjerps and Meyer argued, 
preparing these phrases early would probably have led to 
substantial interference between the speech input and the 
speech plan. In addition, all utterances began with the same 
two words, “zet de . . .” (“put the . . .”), which provided the 
participants with planning time for the following nouns dur-
ing the articulation of these two words. Thus, in this study, 
late planning was an effective strategy, allowing participants 
to respond quickly after the end of the interlocutors’ turn 
while minimising their memory load.

The comparison between these studies illustrates the 
multitude of variables that may affect the timing of utter-
ance planning. Further empirical work is needed to deter-
mine which variables actually have an impact on the timing 
of speech planning in dyadic settings and through which 
cognitive mechanisms they affect the speakers’ behaviour.

This study

In this study, we returned to the paradigm used in the study 
by Sjerps and Meyer and compared the participants’ speech 

planning when they responded to utterances produced 
“live” by a confederate, who set next to them and looked at 
the same screen, or to recorded utterances from the same 
speaker. Examining the effects of confederate presence 
was considered to be important for methodological rea-
sons, specifically for the design of future studies into 
speech planning in dyadic situations. As noted above, a 
number of authors have suggested that the presence or 
absence of an interlocutor may strongly impact partici-
pants’ speech planning. Investigating this variable is also 
important for theoretical reasons. If substantial effects of 
confederate presence are seen, further studies can be 
directed at understanding the bases of these effects and 
thereby help to link experimental psycholinguistics and 
social psychology and social neuroscience.

In the existing studies on the onset of speech plan-
ning, the effect of interlocutor presence or absence has 
not been assessed. In the studies by Bӧgels and col-
leagues (2018; Bögels, Magyari, & Levinson, 2015) and 
by Barthel and colleagues (2016; Barthel et al., 2017), 
participants were tested in sound-attenuated booths and 
heard input they believed to be produced live by a con-
federate seated outside of the booth. In the study by 
Magyari and colleagues (2014), Corps and colleagues 
(2018), and Sjerps and Meyer (2015), they were informed 
that they would hear and respond to recorded utterances. 
In the study by Meyer and colleagues (2018), partici-
pants answered polar (yes/no) questions, which were 
either pre-recorded or posed by another participant. 
Analyses of the speech onset latencies showed no 
marked differences between the experiments, but due to 
differences in their designs and procedures, no strong 
conclusions about the effects of the presence of an inter-
locutor could be drawn. In short, it is unknown whether 
speakers time their spoken utterances differently when 
they respond to pre-recorded utterances or utterances 
produced “live” by a confederate.

Studies using other paradigms have not provided 
directly relevant information either. In fact, surprisingly, 
little is known about the effects of the presence or absence 
of an interlocutor on speech planning and the timing of 
utterances. Earlier behavioural studies have compared the 
content of utterances produced in monologue and dialogue 
(e.g., Kantola & van Gompel, 2016; Murfitt & McAllister, 
2001; Tolins, Zeamer, & Fox Tree, 2018), and recent neu-
robiological studies have begun to explore the brain cir-
cuits specifically activated in social contexts (e.g., Kuhlen, 
Bogler, Brennan, & Haynes, 2017; Sassa et al., 2007; 
Schilbach et al., 2013), but none of these studies specifi-
cally investigated the timing of speech planning. Swets, 
Jacovina, and Gerrig (2013) directly compared utterance 
planning in the presence versus absence of a listener. In 
this study, participants described complex tangram figures. 
The authors found that participants described the figures 
more efficiently when a listener was present, that is, pro-
vided more information in about the same amount of time, 
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than in the absence of a listener. However, this study did 
not analyse gaps between turns.

As noted, Bӧgels and colleagues (2018) and Barthel 
and colleagues (2016) have argued that the (assumed) 
presence of an interlocutor may be important for eliciting 
natural turn-taking behaviour, and specifically early utter-
ance planning. One reason for this might be that in natural 
conversations, unexpectedly long pauses before a response 
may carry pragmatic meaning, for instance, signalling 
reluctance to respond (e.g., Bӧgels, Kendrick, & Levinson, 
2015; Kendrick & Torreira, 2015). If this hypothesis is 
correct, utterance preparation should begin earlier in the 
presence than in the absence of an interlocutor. The para-
digm used by Sjerps and Meyer was well-suited to test this 
hypothesis because in the original study, very late utter-
ance planning was observed while much earlier planning 
would have been possible. Thus, there is ample opportu-
nity to observe a shift from late to early planning, should it 
occur. If participants opt for earlier utterance planning in 
the presence than in the absence of a confederate, their 
speech onset latencies should be shorter than observed 
before, and one should see earlier fixations to the partici-
pants’ own objects and an earlier decline in tapping perfor-
mance relative to the baseline.

The experiments reported below were similar to the 
dual-task and eye tracking experiment (Experiment 2) by 
Sjerps and Meyer (2015). In Experiment 1, the same mate-
rials were used and participants again first heard the 
description of one row of objects and then provided a 
description of the other row. Participants either performed 
only this task (Speaking-Only condition) or also carried 
out the continuous tapping task (Tapping and Speaking 
condition). The most important difference to the earlier 
study was that the first description was now delivered by a 
confederate, who sat next to the participant and looked at 
the same screen.

As before, we determined the gap durations (i.e., the 
participants’ speech onset latencies measured from the off-
set of the confederate’s turn) and assessed the timing of the 
participants’ speech planning through analyses of their eye 
movements and tapping performance. If participants 
employ the same planning strategy as before, they should 
fixate upon the objects named by the confederate until 
about a second before the end of the confederate’s utter-
ance. In the Tapping and Speaking condition, their tapping 
performance should deteriorate around the same time. By 
contrast, if the participants initiate their utterance planning 
earlier than before, one should see earlier fixations to the 
participant’s own objects and an earlier decline in tapping 
performance. In an extreme case, utterance planning could 
begin as soon as the pictures appeared on the screen, that 
is, about 2 s earlier than observed before.

Although Experiment 1 of this study was similar to 
Experiment 2 reported by Sjerps and Meyer (2015), a 
direct comparison of the results was not appropriate 

because there were some differences in their designs. 
Specifically, in this study, we did not include the 
Listening-Only condition again, but only used the 
Speaking-Only and Tapping and Speaking conditions. 
Furthermore, we did not ask participants to evaluate the 
correctness of the utterances, which should make the task 
more similar to everyday communication tasks. Finally, 
rather than sometimes describing the top and sometimes 
the bottom row of objects, the participants now always 
described the bottom row. This change in the design was 
introduced to facilitate the interpretation of the eye move-
ments. Whereas in Sjerps and Meyer’s (2015) study looks 
to objects early in the trial could result from uncertainty 
about the row being described, now participants knew 
that the confederate would always describe the top row 
and that they would have to describe the bottom row. 
Consequently, it was now more likely that looks to the 
top row indicated attentive listening, whereas looks to the 
bottom row indicated preparation for speaking. Because 
of these differences between the present Experiment 1 
and the experiments described by Sjerps and Meyer 
(2015), this study includes a second experiment involv-
ing pre-recorded speech. In that experiment, the partici-
pants heard recordings of utterances made by the 
confederate during Experiment 1. Thus, we could directly 
compare the participants’ speech planning when they lis-
tened to utterances produced live by the confederate or to 
recorded utterances of the same speaker.

As Experiment 2 was conducted after Experiment 1 and 
participants were not randomly assigned to the two experi-
ments, it is, strictly speaking, not appropriate to treat the 
two experiments as conditions of one study. However, as 
the methods of the two experiments, the characteristics of 
the samples, and the results were very similar, we describe 
the methods, analyses, and experimental results of the two 
experiments together.

Method

Participants

The experiments were carried out with 69 paid partici-
pants. Data of 13 participants of Experiment 2 had to be 
discarded. One of these participants did not complete the 
experiments; in one session, the button box was not cor-
rectly connected to the computer and no data were 
recorded, and in the remaining sessions, the eye movement 
data were not of sufficient quality (i.e., the calibration pro-
cedure failed) in one or more blocks. This left data of 27 
participants from Experiment 1 (mean age = 21.21 years, 
SD = 1.79) and data of 29 participants from Experiment 2 
(mean age = 21.95 years, SD = 1.98) for the analyses. All 
participants were female to match the gender of the con-
federate. They were university students, native speakers of 
Dutch, and reported normal hearing and normal or cor-
rected to normal vision. Ethical approval for the study had 
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been granted by the Ethics Board of the Social Sciences 
Faculty of Radboud University, Nijmegen.

Apparatus

A remote Eyelink 1000 eye-tracker (SR Research) and the 
software packages Experiment Builder and Data Viewer 
(SR Research) were used to control the experiment and 
record and convert the participants’ eye movement data. 
The movements of the left eye were recorded with a sam-
pling frequency of 500 Hz. Finger tapping was recorded by 
means of a purpose-built four-button box attached to the 
computer. The buttons were microphones that required 
very little pressure to record a response and only produced 
a barely audible sound upon tapping. The participants’ 
speech was recorded using a Sennheiser ME 64 micro-
phone. Praat software (Boersma & Weenink, 2018) was 
used to measure the onsets and durations of the confeder-
ate’s and participants’ utterances. In Experiment 2, audi-
tory stimuli were presented using Sennheiser HD 201 
headphones.

Materials

Visual stimuli. The same visual stimuli were used as in our 
earlier study (Sjerps & Meyer, 2015). Forty black-on-
white line drawings had been selected from the picture 
database generated by Severens, Van Lommel, Ratinckx, 
and Hartsuiker (2005). The names of the selected pictures 
were monomorphemic and monosyllabic or disyllabic. 
The log frequency and the log naming latency of all pic-
ture names were within 1.5 standard deviations of the cor-
responding averages for all pictures in the database.

Using these pictures, five practice displays and 90 
experimental displays were created. Each display featured 
eight objects, randomly arranged in four pairs on two rows 
as shown in Figure 1. There were no strong semantic or 
phonological relationships between the items in a display. 
Each object appeared 18 times on experimental trials (nine 
times per condition, see below) and twice on practice trials 
(once per condition).

In each row, arrows pointing up or down appeared 
between the first and second object and between the third 
and fourth object. Each display featured two arrows of 
each type, assigned randomly to the four positions. The 
line drawings were sized to have a maximal length and 
width of 7 cm, corresponding to a visual angle of approxi-
mately 6.5° for the participant. The length of the arrow 
was 4.5 cm, corresponding to approximately 4°. The dis-
tance between the top and bottom row of objects (object 
midpoint-to-midpoint) was 10.5 cm, corresponding to 
approximately 9.8°. Thus, there was a blank space of 
approximately 3.5 cm between the top and bottom row of 
objects. With effort, participants could probably garner 
some information about objects in the bottom row while 

fixating objects in the top row (please see below for further 
discussion).

Auditory stimuli. In Experiment 1, the auditory stimuli were 
produced by the confederate (female, 24 years). Upon pres-
entation of the display, she described the top row of pic-
tures, saying, for instance, “Zet de fles onder de vork en zet 
de banaan boven de pet” (“Put the bottle below the fork and 
put the banana above the hat”). The participant then 
described the bottom row using the same utterance format. 
The confederate was trained to use a consistent moderate 
speech rate, but naturally there was some variation in her 
speech rate, and she occasionally committed speech errors. 
Offline analyses of her speech showed that the average 
onset time of her utterances was 594 ms (SD = 164), and the 
average duration of her utterances was 2.91 s (SD = 0.28). 
Naming errors occurred on 0.8% and 0.6% of the trials in 
the Tapping and Speaking and the Speaking-Only condi-
tion, respectively, and noticeable hesitations occurred on 
16.2% and 15.7% in the Tapping and Speaking and Speak-
ing-Only condition, respectively. Given that speakers in 
everyday conversations are also sometimes disfluent and 
repair themselves, these trials were not excluded from the 
analyses. 0.3% of the trials were excluded due to failure of 
the equipment.

To create the input for the participants in Experiment 2, 
we selected the confederate’s recordings from one session 
of Experiment 1. In this session, the average turn onset 
latency (631 ms, SD = 152) and duration (2.81 s, SD = 0.15) 
were very similar to the average across all sessions, and 
there were 10 hesitations and no errors. Since participants 
may expect recordings to be flawless, we replaced the 10 
trials with hesitations by recordings from another session.

Design

Within each experiment, there were two within-partici-
pants experimental conditions: Tapping and Speaking and 
Speaking Only. Each condition was tested in a separate 
block. The order of the blocks was counterbalanced across 
participants. The 90 experimental displays were randomly 
assigned to two sets of 45 displays each, and the assign-
ment of sets to conditions was counterbalanced across par-
ticipants. The experimental displays within blocks were 
presented in a random order. Each block began with five 
practice displays. Four experimental lists were created 
(two presentation orders of conditions crossed with two 
assignments of sets of pictures to conditions).

Procedure

In Experiment 1, the experimenter introduced the confeder-
ate to the participant and explained that the confederate 
would “join in with the task.” Thus, participants were not 
deceived into thinking that the confederate was another 



8 Quarterly Journal of Experimental Psychology 00(0)

naive participant. The participants were asked to study a 
booklet showing the objects used in the experiment along 
with the object names. They were asked to use these names 
in the description task. Then, they performed a tap training 
to familiarise themselves with the button box and the tap-
ping sequence. Participants tapped a complex pattern of 1 
(index finger), 3 (ring finger), 2 (middle finger), and 4 (little 
finger) with their right hand. The experimenter monitored 
the tapping rate indicated on his monitor and encouraged the 
participants to tap faster when the rate fell below three taps 
per second. The training was terminated as soon as the par-
ticipant had performed 50 consecutive correct taps. Training 
times varied across participants between 2 and 10 min.

Next, the participants received another booklet showing 
the 40 pictures, now without their names, and were asked 
to name them. Naming errors were immediately corrected 
by the experimenter. Then, the participants were instructed 
for the first block of the main experiment. They were told 
that they would carry out a description task together with 
the confederate. The experimenter showed them a screen-
shot of a visual display and explained that on every trial, 
the confederate would first describe the objects in the top 
row and the participant should then describe the objects in 
the bottom row using the same utterance format. They 
should try to complete the utterance before the end of the 
trial, which was signalled by the disappearance of the vis-
ual display. In the Speaking-Only condition, no further 
instructions were given. In the Tapping and Speaking con-
dition, participants were additionally asked to tap the 
trained pattern as quickly as possible throughout the test 
blocks. They did not tap in the breaks between blocks.

Following the instructions, the participants were seated 
in front of the eye-tracker, approximately 1 m away from 
the screen. Head movements were unrestricted but partici-
pants were asked to keep their eyes on the screen through-
out the trial. The eye-tracker was calibrated before each 
test block. Intermediate validations were performed after 
every 15 trials. The confederate sat next to the participant 
and viewed the same screen.

Each trial began with a blank interval of 4 s, followed by 
the presentation of the display. The display remained on screen 
for 8 s, followed by a 1-s blank screen. Then the next trial 
began. In Experiment 1, the confederate described the top row 
of objects and the participant the bottom row. In Experiment 2, 
the participants heard a recording of the confederate. In both 
experiments, participants were told that they would hear the 
description of the first row of objects and should provide the 
description of the second row using the same utterance format. 
Each of the two test blocks included 45 experimental trials and 
took approximately 15 min to complete.

Analyses and results

The participants’ utterances were transcribed, with errors 
and hesitations being noted, by a trained native speaker. 

Speech onsets and offsets were measured manually by 
trained native speakers of Dutch using the software pack-
age Praat (Boersma & Weenink, 2018). Statistical analyses 
were carried out by fitting models with the lmer() function 
in the lme4 package (Bates, Maechler, & Bolker, 2013) in 
R (R Core Team, 2013). The optimal model among them 
was chosen based on model comparisons with the anova() 
function, which performs a likelihood ratio test for quality 
of fit. Unless specified otherwise, categorical variables 
were sum-to-zero contrast-coded (for Experiment: 
Exp1 = 1, Exp2 = −1; for Task: Speaking Only = 1, Tapping 
and Speaking = of −1; for Task Order: Speaking Only 
First = 1, Tapping and Speaking First = −1).

Speech errors and hesitations

As expected, the participants’ speech was different in the 
Tapping and Speaking condition compared with the 
Speaking-Only condition. The differences mostly con-
sisted of noticeable hesitations. Hesitations occurred on 
24.7% of the Tapping and Speaking trials and 10.4% of the 
Speaking-Only trials of Experiment 1, and on 28.0% of the 
Tapping and Speaking and 13.0% of the Speaking-Only 
trials of Experiment 2. Occasionally, participants used 
incorrect object names. This happened on 2.0% of the 
Tapping and Speaking trials and on 1.2% of the Speaking-
Only trials in Experiment 1, and on 2.9% of Tapping and 
Speaking and 2.2% of the Speaking-Only trials in 
Experiment 2. In addition, participants sometimes failed to 
complete their description before the end of the trial (i.e., 
within 9 s after picture onset). Such timeouts were recorded 
on 3.4% of the Tapping and Speaking trials and on 0.8% of 
the Speaking-Only trials in Experiment 1, and on 0.9% of 
Tapping and Speaking trials and on 0.5% of Speaking-
Only trials in Experiment 2. Typically, timeouts arose 
because the participant was unable to retrieve the name of 
a picture (e.g., “put the euuh . . . p . . . eeuh . . . [end of 
trial]”), not because the confederate completed the utter-
ance exceptionally late. Note that several error types could 
occur on the same trial. Subjectively fluent (to the annota-
tor) and correct utterances occurred on 72.4% of the 
Tapping and Speaking trials and 87.8% of the Speaking-
Only trials of Experiment 1, and on 70.4% of the Tapping 
and Speaking and 85.7% of the Speaking-Only trials of 
Experiment 2.

A binomial model with the dependent variable Fluency 
(0: non-fluent vs 1: fluent) was used to statistically assess 
differences in fluency across conditions. The optimal model 
included the fixed effects Experiment, Task, and Task 
Order. The random effect structure of this model consisted 
of intercepts and slopes for the factor Task for Participants 
and intercepts for Displays. The model (βIntercept = 1.55, 
z = 16.32, p < .001) revealed only a significant main effect 
of Task (β = 0.49, z = 10.87, p < .001). The positive β esti-
mate for the effect of Task indicates that more fluent 
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descriptions were given in the Speaking-Only task than in 
the Tapping and Speaking task. The model also showed a 
main effect of Task Order (β = 0.24, z = 2.75, p < .01), sug-
gesting that participants who started with the Speaking-
Only task were more fluent than participants who started 
with the Tapping and Speaking task. There was no main 
effect of Experiment. Thus, the presence or absence of an 
interlocutor did not influence participants’ fluency.

Gap and turn durations

For the analysis of the gap durations (i.e., the participants’ 
speech onset latencies, measured from the offset of the 
confederate’s turns), trials that featured naming errors or 
timeouts were excluded (3.7% and 3.1% of the trials of 
Experiment 1 and 2, respectively). Figure 2a shows the 
distribution of gap durations per condition in the two 
experiments as violin plots. Time point zero is the offset of 
the confederate’s turn (the end of the final phoneme). 
Negative gap durations occurred when participants began 
to speak before the confederate had completed her utter-
ance. For the analyses, values deviating from the grand 
mean per experiment by more than 2.5 SD were consid-
ered outliers and excluded (1.5% of the trials in Experiment 
1 and 1.9% of the trials in Experiment 2).

To analyse the gap durations, a statistical model was 
used that included the fixed effects Experiment and Task 
and the interaction between these effects. Task Order was 

added as a covariate. The random effect structure consisted 
of intercepts and slopes for the effects of Task on 
Participants and intercepts for Displays. The optimal 
model (βIntercept = 0.49, t = 19.86, p < .001) included a non-
significant main effect for Experiment (β = –0.04,  
t = −1.72, p = .086), a main effect of Task (β = –0.04, 
t = −3.91, p < .001), a non-significant main effect for Task 
Order (β = 0.01, t = 0.55, p = .58), and a non-significant 
interaction between Task and Experiment (β = –0.02,  
t = −1.72, p = .086). The negative β estimate for Task shows 
that participants were overall faster to take over the turn 
when only speaking than when tapping and speaking. The 
close to significant effect of Experiment and the interac-
tion between Task and Experiment reflect a tendency for 
responses to be slower in general and the difference 
between the tasks to be smaller in Experiment 2 (using 
recorded utterances) than in Experiment 1 (using live 
utterances).

The average durations of the participants’ turns are dis-
played in Figure 2b, measured from the onset of the verb 
“Zet” to the end of the last noun. The same statistical anal-
ysis was carried out as for the gap durations. 2.3% of the 
trials of Experiment 1 and 2.6% of the trials of Experiment 
2 were excluded as outliers (durations beyond 2.5 SD away 
from the mean). The optimal model included the depend-
ent variable Duration, the fixed effects Experiment and 
Task and their interaction, and a random effect structure 
with intercepts and slopes for Task for Participants and 
intercepts for Display. Adding Task Order as a covariate 
did not improve the model fit. The optimal model 
(βIntercept = 3.10, t = 88.78, p < .001) revealed a main effect 
of Task (β = –0.12, t = –8.24, p < .001), reflecting the 
longer duration of participants’ turns when they were 
engaged in the tapping task. In addition, a significant effect 
was observed for Experiment (β = 0.07, t = 2.03, p = .043), 
reflecting the generally longer turn durations in Experiment 
1 (live confederate) than in Experiment 2 (pre-recorded 
confederate). Finally, a significant interaction was found 
between Task and Experiment (β = –0.03, t = –2.18, 
p = .029), reflecting the fact that the difference between the 
tasks was larger in Experiment 1 than in Experiment 2.

Tapping performance

The participants were asked to continuously tap through-
out the Tapping and Speaking test block. Their tapping 
performance during the linguistic task was compared with 
their baseline performance during a 2-s time window 
immediately preceding the onset of the confederate’s turn. 
Because of the high sensitivity of the microphone buttons, 
sometimes button presses as well as button releases acti-
vated the button-response trigger. Therefore, all instances 
where the same button-trigger was activated twice within 
400 ms were discarded (25.0% and 27.5% of the button-
triggers in Experiment 1 and 2, respectively). Furthermore, 

Figure 2. (a) Distributions of gap durations and (b) 
participants’ turn durations in the Tapping and Speaking 
and in the Speaking-Only conditions of Experiment 1 (live 
confederate) and Experiment 2 (pre-recorded confederate).
Boxplots indicate median and 25% and 75% quantiles per condition.
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5.1% of the trials in Experiment 1 and 3.8% of the trials in 
Experiment 2 were excluded from the analyses because the 
average tapping rate during the baseline period fell below 
one tap per second, which indicated a failure to perform 
the tapping task appropriately on that trial. For the remain-
ing data, a button press was labelled as correct if it fol-
lowed the correct predecessor. For instance, for the correct 
pattern 1−3–2−4, the predecessor for button 3 had to be 1, 
and for button 2, it had to be 3. The first tap in a block was 
always coded as correct. In Experiment 1, 15.5% of the 
valid taps, and in Experiment 2, 11.9% of the valid taps 
were discarded as incorrect. Tapping rate was calculated as 
the number of correct taps per second. Thus, it was an 
aggregated score, combining tapping speed and accuracy. 
Only trials featuring correct utterances (including non-
fluent but ultimately correct trials) were included in the 
statistical analysis of the tapping performance. Based on 
this criterion, 5.3% of correct taps were discarded in 
Experiment 1 and 3.8% in Experiment 2.

Figure 3 shows the participants’ average tapping perfor-
mance across the trials. Data are time-locked to the end of 
the confederate’s turn (time 0). The dotted line originating 
from the box labelled “base rate” indicates the average tap-
ping rate during the 2-s interval immediately prior to the 
onset of the display. Note that for the calculation of the 
base rate, the base-window was aligned to the trial onset, 
not to speech offset as was the rest of the data in Figure 3. 
As can be seen, at the beginning of the confederate’s turn, 
the tapping rate was close to the baseline in both experi-
ments, but it deteriorated across the turn and was much 
lower during the participant’s own turn.

For the statistical analyses, we first compared the tap-
ping rates for two time windows (before and after the end 
of the confederate’s turn) to the baseline. This analysis 
tested the prediction that tapping performance should be 
better at baseline (i.e., before confederate onset) than 
during listening or speaking. This analysis included main 
effects for Experiment (contrast coded) and Time 
Window, the latter being a categorical predictor with the 
levels Baseline (a 2-s window immediately preceding 
display onset; modelled on the intercept), Confederate 
Turn (from visual display onset to confederate offset), 
and Participant Turn (confederate offset to participants 
offset). The interaction between these fixed effects was 
also included. Adding Task Order did not improve the 
quality of fit. A random effects structure was included, 
involving intercepts for Participants and intercepts for 
Displays.

Confirming the visual impression, the optimal model 
(βIntercept = 3.01, t = 39.25, p < .001) included a main effect 
of Time Window. Tapping rates differed from the base-
line both during the confederate’s turn (β = –0.12, 
t = –5.61, p < .001) and during the participant’s turn 
(β = –0.53, t = –23.49, p < .001). The negative β estimates 
for these two windows demonstrate that tapping rates 

somewhat decreased, relative to the baseline, during the 
confederate’s turn and especially deteriorated during the 
participant’s own turn. The model also revealed a main 
effect of Experiment (β = –0.18, t = –2.33, p = .02), indi-
cating that participants generally tapped more slowly in 
the presence of a confederate (Experiment 1) than when 
they heard a recording of her utterances (Experiment 2). 
There was no significant interaction between Experiment 
and Time Window.

To determine when participants started preparing their 
turns, a more detailed analysis was undertaken by dividing 
the time period around the confederate’s offset (time 0) in 
0.5-s steps. The model included the main effects Experiment 
(contrast coded) and Time Step (with levels Baseline [inter-
cept] vs 18 separate steps, spanning across the trial duration 
from 4 s before confederate offset to 4.5 s after confederate 
offset). The random effects structure included intercepts for 
Participants and Displays. The model (βIntercept = 2.96, 
t = 35.21, p < .001) showed that Bonferroni-corrected tests 
(corrected alpha = 0.0028) for the different levels of the fac-
tor Time Step (i.e., the different time steps compared with 
baseline) were significant at all time points from −0.5 to 4.5 s 
from confederate offset (all at βTime[–0.5 to +4.5] ⩽ −0.21, 
t ⩽ −4.80, p < .001). Uncorrected tests were significant from 
of −1 s from confederate offset onwards. Hence, participants 
experienced significant interference of speech planning on 

Figure 3. Average tapping rates across trials in (a) Experiment 
1 (live confederate) and (b) Experiment 2 (pre-recorded 
confederate), aligned to the confederate’s turn offset.
Error bars reflect standard errors of participant means. At the top of 
the panel, markers indicate turn durations, with upwards facing vertical 
markers indicating the 95% onset ranges (for both confederate and par-
ticipant turns) and downwards facing markers indicating the 95% offset 
ranges for participant turns.
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their tapping performance from just before the offset of the 
preceding turn. A main effect of Experiment (β = 0.17, 
t = 2.31, p < .02) reflected lower tapping rates in the presence 
than in the absence of a confederate. The effect of time win-
dow was similar in both experiments, as the model showed 
no significant interactions between Experiment and any of 
the Time Steps. These results do not indicate any change in 
the timing of the participants’ utterance planning in the pres-
ence or absence of the confederate.

Eye movement analyses

The participants’ eye movements were analysed to deter-
mine how long they would preferentially attend to the 
objects mentioned by the confederate and when they would 
turn to the objects they had to describe themselves. We 
defined regions of interest (ROIs) for each of the 12 objects 
(eight line drawings and four arrows: ROIs included 0.5 cm 
around edges of the objects) and categorised the partici-
pants’ fixations as falling onto any of the objects mentioned 
by the confederate (top row), onto any of the objects men-
tioned by the participant (bottom row), or elsewhere. 
Fixations with durations below 80 ms were discarded as 
spurious (2.0% of fixations in Experiment 1 and 1.4% of 
fixations in Experiment 2). While the objects were in view, 
the majority of the fixations fell within the pre-defined 
interest areas, either on one of the confederate’s or one of 
the participant’s objects (87.7% in Experiment 1 and 89.6% 
in Experiment 2). Thus, the fixation patterns for the two 
sets of objects were largely complementary: More gazes to 
the confederate’s objects were accompanied by fewer gazes 
to the participant’s objects.

Figure 4 displays the fixation preferences across the tri-
als for each of the two sets of objects. A preference of zero 
means that participant and confederate objects were 
equally likely to be fixated. A preference of +1 means that 
only confederate objects were fixated, and a preference of 
of −1 means that only participant objects were fixated. 
Intermediate values indicate more or less pronounced pref-
erences for confederate objects (positive values) or for par-
ticipant objects (negative values). For this visualisation, 
samples during which participants fixated on neither the 
participants’ nor the confederate’s objects were coded as 0 
(before the onset of the display, the preference is thus 0; 
see, for instance, time points before −4 s when no objects 
were in view). On average, the pictures appeared on the 
screen approximately 3.5 s before confederate offset. The 
confederate’s turn began around time point −3 s, and the 
participants’ turn ended around point +4 s.

As can be observed, during the confederate’s turn, the 
participants’ gaze depended highly on the task: in the 
Speaking-Only condition, there was a preference for  
the confederate’s objects until about 1 s before the end of 
the confederate’s turn. This preference appears to be some-
what more pronounced in the absence than in the presence 

of the confederate. By contrast, in the Tapping and 
Speaking condition, the participants never displayed a 
strong preference for the confederate’s object but showed 
a preference for their own objects, which increased across 
the confederate’s turn.

A first analysis of the gaze patterns compared the fixa-
tion proportions for two windows, before and after the end 
of the confederate’s turn, respectively. This analysis tested 
the prediction that the proportion of fixations on the two 
rows of objects should change from the first to the second 
turn. The dependent variable was the proportion of fixa-
tions to confederate objects out of all fixations to the inter-
est areas defined for both rows of objects. Main effects 
were Experiment (contrast coded), Time Window (contrast 
coded: Confederate Turn [from display onset to confeder-
ate offset] = 1; Participant Turn [from confederate offset to 
participant offset] = of −1), and Task (contrast coded). The 
interactions between these fixed effects were also included. 
Adding Task Order as a covariate did not improve the 
model. A random effects structure was included, involving 
intercept and slopes for Task for Participants and intercept 
for Displays.

Confirming the visual impression, the optimal model 
(βIntercept = 0.28, t = 18.16, p < .001) included a main effect 
for Task (β = 0.08, t = 9.99, p < .001): fewer looks were 
directed at the confederate’s objects in the Tapping and 
Speaking than in the Speaking-Only condition. There was 
also a main effect of Time Window (β = 0.26, t = 125.11, 

Figure 4. Fixation preferences for the objects described by 
the confederate (top section of each panel) or the objects 
described by the participant (bottom section of each panel) in 
the Tapping and Speaking and Speaking-Only condition of (a) 
Experiment 1(live confederate) and (b) Experiment 2 (pre-
recorded confederate).
Fixation preferences are aligned to the confederate’s turn offset. 
Shaded error regions indicate the by-participant standard error of the 
mean.
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p < .001): the number of looks to the confederate’s objects 
decreased from the confederate’s to the participant’s turn. 
There was no main effect of Experiment (β = –0.01, 
t = –0.88, p = .38): the proportion of looks towards the con-
federate’s items was very similar in the two experiments 
and thus not influenced by the presence or absence of the 
confederate.

In addition to the main effects of Task and Time Window, 
there were a number of interactions. Task interacted with 
Time Window (β = 0.07, t = 33.59, p < .001): task had a 
stronger effect on the participants’ looks during the confed-
erate’s turn than during the participants’ own turn, where the 
participants almost always fixated upon their own objects. A 
second interaction involved the factors Experiment and 
Time window (β = –0.01, t = –6.19, p < .001): in the first 
time window, when the confederate’s objects were named, 
the participants looked slightly less often at these objects 
when the confederate was naming them live (Experiment 1) 
compared with when they were named in a recording 
(Experiment 2); in the second time window, that is, during 
the participants’ turn, the participants rarely looked at the 
confederate’s objects in either experiment.

There was no interaction between Experiment and Task 
(β = –0.01, t = of −1.27, p = .20). However, there was a 
three-way interaction between Task, Experiment, and 
Time Window (β = –0.02, t = –8.18, p < .001). This indi-
cates that the interaction of Experiment and Time window 
was weaker for the Tapping and Speaking than for the 
Speaking-Only condition.

In sum, these tests largely confirm the visual impres-
sion from Figure 4. In the absence of a secondary task, 
participants mostly fixated the confederate’s objects dur-
ing the confederate’s turn, and then, during their own turn, 
predominantly fixated their own objects. In addition, par-
ticipants were slightly less likely to fixate the confeder-
ate’s objects during the confederate’s turn when they were 
taking turns with the confederate than when they were lis-
tening to a recording of her utterances.

To determine more precisely when participants began 
to turn their attention from the confederate’s to their own 
objects, we fitted separate a logistic regression model to 
the gazes of individual participants in each of the two tasks 
(Speaking-Only vs Tapping and Speaking). These models 
were fitted including a window from 2 s before to 2 s after 
the offset of the confederate’s turn. The dependent variable 
was fixation preference (confederate’s object coded as 1). 
From each of these models, the regression estimates were 
extracted and used to estimate the average 50% crossover 
point for each participant in each of the two tasks. In other 
words, we estimated when each participant began to show 
a stable preference for their own, rather than the confeder-
ate’s objects. Since the crossover points were derived from 
regression estimates, they could be based on extrapolation 
beyond the 2-s window. Figure 5 displays the occurrence 
of the estimated crossover points for 0.5-s time bins around 

the offset of the confederate’s turn (for the analyses, esti-
mates were discretised as 0.1-s bins). As can be seen, in the 
Speaking-Only conditions of both experiments, most 
crossover points fell into a small time window starting 
around 1 s before the offset of the confederate’s turn. By 
contrast, in the Tapping and Speaking conditions, the dis-
tribution of crossover points was much broader, and in 
Experiment 2, it did not show a clear peak at all.

A regression model was fitted to these estimates to sta-
tistically compare the crossover points across the condi-
tions. This model included Experiment (contrast coded: 
Exp1 = 1; Exp 2 = of −1) and Task (contrast coded: SO = 1; 
TS = of −1) as predictors and Crossover Point as the 
dependent variable. The model (βIntercept = of −1.44, t = of 
−12.75, p < .001) showed a significant main effect for 
Task (β = 0.62, t = 5.53, p < .001). The positive β reflects 
the fact that the crossover point occurred, on average, later 
in the Speaking-Only condition than in the Tapping and 
Speaking condition. No significant effect was observed for 
the factor Experiment or its interaction with Task. This 
indicates that the timing of the crossover points was inde-
pendent of whether the confederate was present or absent.

Discussion

Experimental work in psycholinguistics has often used 
laboratory settings where participants carry out speaking 
or listening tasks in monologue settings, for instance, nam-
ing pictures without a listener or categorising recordings of 
spoken words or sentences in specific ways. A concern 
often raised against such studies is that speaking and lis-
tening most commonly occur in conversational settings 
and that studies not creating such settings may generate 
results that have little relevance for speaking and listening 
in everyday contexts. This concern cannot be addressed in 
general terms, since the mere presence of another person 

Figure 5. Distribution of crossover points (shift from fixation 
preference for confederate’s to participants’ own objects in (a) 
Experiment 1 (live confederate) and (b) Experiment 2 (pre-
recorded confederate).
Time point 0 is the offset of the confederate’s turn.
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or the interaction with them may have a stronger impact on 
performance in some tasks than in others. In this study, we 
returned to a paradigm used in an earlier study (Sjerps & 
Meyer, 2015) and asked how the speakers’ speech plan-
ning strategies would differ when they responded to a con-
federate, who sat next to them in lab, or to pre-recorded 
utterances from the same speaker. In the earlier study, par-
ticipants responded to recorded utterances. The results 
indicated that the speakers began to plan their utterances 
during the preceding turn, but not as early as predicted by 
Levinson and Torreira’s (2015) Early Planning hypothesis. 
In discussions of these results, it has been suggested that 
speakers may plan their utterances earlier when they 
respond to another person rather than a recording (Barthel 
et al., 2017; Barthel et al., 2016; Bögels et al., 2018; 
Bögels, Magyari, & Levinson, 2015). This hypothesis was 
assessed in this study. The results demonstrated that the 
participants’ planning strategies were strongly affected by 
whether or not they had to carry out a tapping task while 
preparing their utterances. In contrast, only modest effects 
of the presence or absence of the confederate were seen. In 
the remainder of this discussion, we first discuss the par-
ticipants’ speech output and then their tapping perfor-
mance and their eye gaze pattern before turning to the 
broader implications of the findings.

Characteristics of participants’ speech

The analyses of the participants’ utterances, that is, the 
rates of hesitations, utterance onset latencies, and dura-
tions all showed significant interference from the concur-
rent tapping task. These results are not surprising. Speech 
planning requires cognitive capacity and is therefore ham-
pered when combined with a secondary task, such as tap-
ping or driving, which also requires cognitive capacity 
(e.g., Becic et al., 2010; Boiteau et al., 2014; Kubose et al., 
2006). In addition, both tapping and speaking require the 
selection and initiation of motor responses, and these pro-
cesses may have interfered with each other (e.g., Hegarty 
et al., 2000; Serrien, 2009). Finally, participants may have 
kept the instructions for the tapping task active in verbal 
working memory, which would have interfered with the 
retrieval of lexical items and their combination into phrases 
and with self-monitoring processes of the speech output 
(Klaus, Mädebach, Oppermann, & Jescheniak, 2017; 
MacDonald, 2016; Martin & Schnur, 2019; see also Larsen 
& Baddeley, 2003). An interesting question for further 
work concerns the precise origin of the performance decre-
ment occurring during tapping. This line of work could 
have important implications for the choice of appropriate 
task combinations in further dual-task studies into speak-
ing and listening.

In contrast to the marked effects of Task, Experiment 
(i.e., confederate presence or absence) only had a modest 
effect on the participant’s speech output: there was no 

effect on the speech onset latencies or the fluency of the 
utterances. In other words, the prediction that speakers 
might begin to speak earlier in the presence than in the 
absence of the confederate was not borne out. There was 
an effect of Experiment on the durations of the utterances: 
in Experiment 1, when the confederate was present, the 
durations were longer and more strongly affected by the 
tapping task than in Experiment 2, where recordings were 
used. This interaction suggests that the presence of the 
confederate in some way increased the cognitive load of 
the task.

Tapping performance

The participants’ performance in the tapping task was 
poorer in the presence than in the absence of the confeder-
ate. This supports the suggestion that confederate presence 
increased the cognitive load. How this increase in cogni-
tive load arose is unclear. One possibility is that it was 
caused by the awareness of the presence of another person 
in the lab; participants may, for instance, have simulated 
their behaviour, which has been shown to cause interfer-
ence (for discussion, see Gambi, Cop, & Pickering, 2015; 
Gambi, van de Cavey, & Pickering, 2015; Hoedemaker & 
Meyer, 2019). Another option is that the increase in cogni-
tive load was related to properties of the utterances the par-
ticipants heard. As described in the Auditory Stimuli 
section, the utterances presented in Experiments 1 and 2 
stemmed from the same speaker and were well-matched 
for onset latencies and durations. The error rate in the con-
federate’s speech was very low (no errors in the record-
ings, below 1% errors in the live descriptions), but there 
were some hesitations (on 10% of the trials) in the live 
descriptions but none in the recordings. This may have 
made listening to the descriptions slightly harder when the 
confederate was present than when they were absent. Note, 
however, that the tapping rate was lower in Experiment 1 
than in Experiment 2 during both the confederate’s and the 
participants’ own turns. This suggests that the decrement 
was due to confederate presence per se, rather than proper-
ties of the speech input.

Importantly, the development of the tapping perfor-
mance within the trials was not affected by confederate 
presence. Regardless of whether or not the confederate 
was present, the tapping rate was close to baseline at the 
beginning of the confederate’s turn, then gradually 
decreased, and was significantly below baseline from 
about 1 s before the end of confederate’s turn. This pat-
tern replicates our earlier findings (Sjerps & Meyer, 
2015) and indicates, first, that speech planning and 
speaking required more processing capacity and there-
fore interfered more with tapping than listening (see also 
Becic et al., 2010; Boiteau et al., 2014; Kubose et al., 
2006) and, second, that speech planning began during the 
preceding turn. The gradual decrease in tapping scores 
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indicates that over the course of the confederate’s turn, 
the participants became more and more likely to begin to 
plan their own utterance.

Eye movements

The analysis of the participants’ eye movements showed 
that during their own turn, they almost exclusively looked 
at their own objects, regardless of whether or not they were 
tapping and regardless of the presence or absence of the 
confederate. This finding adds to a large body of findings 
from multiple-object naming studies demonstrating that 
speakers typically look at the objects they name or 
describe, most likely because this facilitates the recogni-
tion of the objects and the retrieval of their names (e.g., 
Hintz & Meyer, 2015; Meyer et al., 1998; Schotter, 
Ferreira, & Rayner, 2013; see also Coco & Keller, 2015; 
Henderson, Hayes, Rehrig, & Ferreira, 2018).

During the confederate’s turn, the participants’ gaze pat-
tern depended strongly on the task, but very little on the 
presence or absence of the confederate. When the task was 
Speaking Only, the participants initially showed a strong 
preference for the confederate’s objects and about a second 
before the end of the confederate’s turn shifted their atten-
tion to their own objects. The preferences for the two sets of 
objects are shown in Figure 4. Figure 5 shows that in the 
Speaking-Only condition, the crossover points, that is, the 
time points when participants began to show a consistent 
preference for their own objects, fell into a narrow time win-
dow close to the end of the confederate’s turn. Given the 
size of the objects and their spacing, the participants may 
have gleaned some information about the objects in the bot-
tom row, their own objects, while fixating the confederate’s 
objects in the top row. Yet, many studies have shown that 
speakers usually fixate upon the objects they have to name, 
even when they know the objects and can identify them 
extrafoveally (e.g., Malpass & Meyer, 2010; Meyer et al., 
2012). As explained in the Introduction, directing one’s vis-
ual attention at the relevant objects likely facilitates their 
recognition and the retrieval of the associated lexical infor-
mation. Consequently, the viewing pattern in the Speaking-
Only condition indicates that the participants initially 
focused their visual attention on the confederate’s object 
and then, shortly before the end of the confederate’s utter-
ance, began to focus on their objects, and, most likely, began 
to plan their utterance about them. Confederate presence 
modulated the strength of the preference for confederate’s 
objects: participants were slightly less likely to look at the 
confederate’s objects and, conversely, more likely to look at 
their own objects, when the confederate was present in the 
lab than when they heard a recording. Nevertheless, during 
the confederate’s turn, participants were far more likely to 
look at the confederate’s than their own objects.

The gaze pattern in the Tapping and Speaking condition 
was different. The participants never showed a strong 

preference for the confederate’s objects. Instead, they were 
initially about equally likely to look at the confederate’s 
and their own objects and then, during the confederate’s 
turn became more and more likely to look at their own 
objects. This can be seen in Figure 4 and in the absence of 
a clear peak in the crossover points in Figure 5. In contrast 
to the Speaking-Only condition, where participants quite 
uniformly turned to their own objects towards the end of 
the confederate’s turn, the participants did not adopt a uni-
form processing strategy when they had to combine speak-
ing and tapping. The gaze pattern does not reveal how the 
participants processed their own objects during the con-
federate’s trial. For instance, participants may sometimes 
have briefly looked at one or several of their own objects 
and then returned their gaze to the confederate’s objects, or 
they may have focused on one or two of their own objects 
and generated an utterance plan, to be launched after the 
end of the confederate’s turn. The latter strategy would be 
most consistent with Levinson and Torreira’s (2015) Early 
Planning hypothesis (see also Corps et al. (2018) for a rel-
evant discussion of the distinction between utterance plan-
ning and launching).

In our earlier study (Sjerps & Meyer, 2015), we had 
observed a similar pattern, with speakers also being less 
likely to look at the objects mentioned in the recorded 
description in the Tapping and Speaking than in the 
Speaking-Only condition. However, the difference 
between the conditions was less pronounced than in this 
study. Most likely, this was because participants in the ear-
lier study were encouraged more strongly to listen care-
fully to the descriptions they heard. This was because in 
addition to the conditions that were also included in this 
study, the earlier study included the Listening-Only condi-
tion, where participants listened to descriptions of both 
rows of objects but did not speak themselves. Moreover, in 
all conditions, they had to evaluate the correctness of the 
second turn of each trial, which they either heard or pro-
duced themselves. Although this judgement task did not 
apply to the first turn of the trial, the instructions may have 
encouraged the participants to pay close attention to all 
utterances and to look at most of the objects being men-
tioned. By contrast, in this study, paying close attention the 
confederate’s utterances was not required. Taken together, 
the results of the two studies indicate that the cognitive 
load and the importance of paying attention to the confed-
erate’s utterances affected when the participants fixated 
upon the confederate’s objects and when they turned to 
their own objects.

Differences in cognitive load and in the importance of lis-
tening carefully to the interlocutor undoubtedly also arise in 
the everyday conversations. Our results suggest that speak-
ers respond to such demands by adjusting their processing 
priorities. In other words, it seems unlikely that there are 
default strategies for the allocation of attention to the inter-
locutor’s or one own speech and for the coordination of 
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listening and speech planning; instead, there are probably 
many strategies speakers can employ as they see fit. Future 
work could aim to determine the variables that most strongly 
affect how people distribute their attention in linguistic dual-
tasking, that is, when concurrent listening and speech plan-
ning are required.

Given that it has often been argued that early planning is 
crucial for smooth turn-taking in everyday conversation, 
one may ask how smooth turn-taking can be achieved if, as 
we argue, speakers do not necessarily plan their utterances 
early during their partner’s turn. This is an important issue 
for further research, but we can offer some initial specula-
tions. First, it is worth remembering that the gaps between 
turns are not uniformly short but vary considerably in dura-
tion. This has been shown for informal conversation (e.g., 
Heldner & Edlund, 2010). In other contexts (teaching, 
patient–doctor interactions, and scientific debates), there 
may be even more variability in gap durations. Thus, con-
versation might not always be as smooth as commonly 
assumed. Second, in conversations, speakers are not only 
free to decide when to begin to plan their utterances and 
when to launch them but also to determine what to say, both 
in terms of content and linguistic form. This is an important 
difference to laboratory situations where participants are 
asked to produce specific types of utterances at specific 
times. In everyday conversations, speakers must sometimes 
give precise answers to specific questions (“When is the 
next train to Amsterdam?”—“At 14:32”); but often a wide 
range of responses, from non-verbal and verbal back-chan-
nelling (head nod, “hm”), to questions for more informa-
tion (“Really?”), comments (“How awful!”), and lengthy 
narratives (“The same happened to me when . . .”) counts as 
relevant contributions. In addition, speakers can choose 
between multiple linguistic means (different referring 
expressions, syntactic structures) to express themselves. 
Such flexibility facilitates utterances formulation (e.g., 
Konopka & Meyer, 2014). Furthermore, utterance planning 
may be facilitated by various types of priming from the pre-
ceding context (e.g., Pickering & Garrod, 2004, 2013). Last 
but not least, speakers can plan their utterances incremen-
tally and initiate them as soon as they have generated the 
first few words (e.g., Wheeldon & Lahiri, 1997).

Although the systematic changes of the planning strat-
egy depending on the cognitive load and the importance of 
the listening task are novel and in our view interesting 
findings of this study, the main goal was to determine how 
the participants’ planning strategies would be affected by 
the presence or absence of a confederate. We found subtle 
effects of confederate presence, but no evidence that par-
ticipants adopted dramatically different planning strategies 
in the presence or absence of the confederate. These results 
were obtained in one specific paradigm. We do not suggest 
that experiments using speech recordings, enlisting the 
help of confederates, or testing pairs of naive participants 
will necessarily yield equivalent results. There is ample 

evidence to the contrary. For instance, Kuhlen and Brennan 
(2013) discuss how participants’ behaviour may be affected 
by the presence of a confederate or a second naive partici-
pant, and several recent studies have demonstrated subtle 
but reliable effects of the presence or absence of a task 
partner on performance in speech production tasks (e.g., 
Gambi, Van de Cavey, & Pickering, 2018; Hoedemaker, 
Ernst, Meyer, & Belke, 2017; Hoedemaker & Meyer, 
2019; Kuhlen & Abdel Rahman, 2017). An important task 
for future research is to determine exactly how social and 
linguistic variables jointly affect how language is compre-
hended and produced. As has been pointed out before (de 
Ruiter & Albert, 2017; Meyer et al., 2018), this can best be 
accomplished by combining observational data from anal-
yses of spontaneous conversations with experimental work 
targeting specific aspects of comprehension or speech 
planning. Meanwhile, researchers planning studies of 
speaking or listening can only be advised to consider care-
fully how the presence or absence of an interlocutor might 
affect their participants’ behaviour and choose their para-
digm accordingly.
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