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ABSTRACT
Surfaces and interfaces play important roles in many processes and reactions and are therefore intensively studied, often with the aim of
obtaining molecular-level information from just the interfacial layer. Generally, only the first few molecular layers next to the interface are
relevant for the surface processes. In the past decades, 2nd-order nonlinear spectroscopies including sum-frequency generation and sec-
ond harmonic generation have developed into powerful tools for obtaining molecularly specific insights into the interfacial region. These
approaches have contributed substantially to our understanding of a wide range of physical phenomena. However, along with their wide-
ranging applications, it has been realized that the implied surface-specificity of these approaches may not always be warranted. Specifically, the
bulk quadrupole contribution beyond the electric dipole-approximation for a system with a weak nonlinear interface signal, as well as the dif-
fuse layer contribution at charged interfaces, could mask the surface information. In this perspective paper, we discuss the surface-specificity
of 2nd-order nonlinear spectroscopy, especially considering these two contributions.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5129108., s

I. INTRODUCTION

Interfacial phenomena are relevant for many atmospheric, geo-
chemical, and electrocatalytic processes. Molecular-level insight into
such interfaces is important not only for a basic understanding of
interfacial processes and their effect on macroscopic scales but also
for engineering, for example, new catalyst surfaces. Spectroscopy
provides a direct and potentially chemically selective probe of molec-
ular properties. In particular, vibrational spectroscopy techniques
are extensively used not only because of their chemical selectivity
but also for their potential to report on the structure and dynam-
ics of molecules within their chemical environment. For studying
interfaces, various spectroscopic techniques have been adapted to
suppress the bulk response and only retrieve the interfacial infor-
mation. Besides Attenuated Total Reflection (ATR), tip- or surface-
enhanced Raman spectroscopy (TERS/SERS), and Electron Spin
Resonance (ESR), 2nd-order nonlinear techniques are increasingly
used to study interfacial systems. ATR, a well-established tech-
nique since the early 1960s, provides interfacial sensitivity on the
micrometer range that is limited by the length scale of the

evanescent wave of the reflected light. For molecules preferentially
oriented at an interface, IR-based polarization modulation tech-
niques have also been applied.1 Plasmon-enhanced Raman and non-
linear techniques may reach up to nanometer spatial resolution and
are complementary in terms of their applicability. Enhanced Raman
spectroscopies require the presence of a metal in the form of a coated
surface, nanoparticles, or tip, and the surface sensitivity is limited by
the field associated with plasmonic resonances of the corresponding
metals. This is beneficial for studying topological and electrochem-
ical properties of surface nanostructures down to length scales of
single molecules as relevant for engineering new electrode mate-
rials.2–5 ESR relies on the presence of a probe molecule contain-
ing an unpaired electron; the use of probe molecules always raises
the question as to what extent these affect the interfacial molecular
structure.

2nd-order nonlinear techniques such as sum-frequency gen-
eration (SFG) and second harmonic generation (SHG) provide
an intrinsic surface selectivity under the electric dipole (ED)
approximation for a centrosymmetric medium and have been
widely used for studying surfaces and interfaces.6–8 Under the ED
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approximation, 2nd-order nonlinear processes are only allowed for
the region where the symmetry is broken, which is, per definition,
the case at the interface due to its anisotropic environment. Con-
versely, 2nd-order nonlinear processes are symmetry-forbidden in
bulk. As a consequence, SFG/SHG is generated only at the interfaces
and molecular information of the interface can be obtained. How-
ever, the interfacial sensitivity of 2nd-order nonlinear techniques
depends on the physical properties of the investigated system. In the
development of SFG/SHG, it has been recognized that there are two
main effects that may limit the surface specificity of the approaches:
(1) Beyond the electric dipole approximation, higher-order terms
such as quadrupoles may give rise to contributions to the nonlinear
response.6,9–12 Since contributions from electric quadrupole transi-
tions are not constrained by the above-mentioned symmetry selec-
tion rule, these can contribute to the overall 2nd-order signal from
a centrosymmetric bulk medium. Depending on the relative mag-
nitudes of dipole and quadrupole contributions, the surface infor-
mation could be washed out by the overwhelming bulk response.
(2) For charged interfaces, the intrinsic symmetry breaking at the
interface can exceed the typical 1–2 monolayers as found for neu-
tral interfaces.13–16 This is related to the formation of the so-called
electric double layer (EDL) at charged interfaces, associated with the
long-ranging surface potential. Interactions with this electric field
may also cause reorientation and/or polarization of water molecules
not directly at, but in the proximity of, the surface, which both
give rise to symmetry-breaking that allows a 2nd-order nonlinear
response. As a consequence, the probing depth may vary, depending
on the interfacial charge distribution, which determines the thick-
ness of the EDL. In this work, we will discuss how the surface speci-
ficity of 2nd-nonlinear spectroscopy is affected by each of those two
aspects.

II. QUADRUPOLE CONTRIBUTION
When interacting with matter, a plane electromagnetic wave

does so not only through its electric and magnetic field components
but also through the space- and time-derivatives of these fields.17 For
example, the electric field of a wave is not uniform along the path
through an object, due to its finite wavelength. Thus, for the light-
matter interaction, not just the fields but also the associated field
gradients and their time derivatives may play a role. From pertur-
bation theory, up to the first derivatives of the fields, the effective
2nd-order polarization can be expressed as10

P(2)eff (z) = χ
(2)
d (z) : Eω1Eω2 + χ(2)q,ω1(z) : ∇Eω1Eω2

+ χ(2)q,ω2(z) : Eω1∇Eω2 −∇ ⋅ (χ(2)q,ω3(z) : Eω1Eω2), (1)

where the last three terms represent the quadrupole contribution,
χ(2)q,ωi, which includes both the electric quadrupole and magnetic
dipole parts.18 Under the ED approximation, only the first term
of Eq. (1) is considered, and the last three quadrupole terms are
neglected. This is often valid, considering that, at any given moment
in time, the typical length scale over which the field amplitude (λ)
varies is large compared with typical molecular dimensions (a). One
can show that χ(2)q ∼ χ(2)d ⋅ a and the interaction of the quadrupole

and the field gradient can be roughly approximated by χ(2)q k (with

k ∝ 1/λ being the wave-vector of the electromagnetic wave) so that
χ(2)q k ∼ χ(2)d

a
λ ≪ χ(2)d .19,20 On the other hand, quadrupole contri-

butions may become significant in the case of a dramatic change
of the electric field amplitude across the interface and due to the
large volume over which the induced quadrupole moment is inte-
grated. Indeed, the quadrupole in bulk contributes to SFG/SHG
over the coherence length (typically ranging from tens of nanome-
ters to micrometers), which is usually much larger than the typical
subnanometer thickness of the interface. Moreover, for centrosym-
metric molecules with a negligible dipole, such as benzene, the 2nd-
order nonlinear response may be dominated by quadrupole terms.
Thus, for a centrosymmetric medium, without any prior knowl-
edge of the investigated system, the assumption that SFG/SHG signal
originates from the near-top-monolayer is not necessarily valid.9,10,21

For identifying the surface-specificity of nonlinear spec-
troscopy, it is fundamentally important to evaluate the bulk and
surface contributions to the overall response. The challenge is that
there is no simple theory that can be used to disentangle those com-
ponents properly. To determine the physical origin of the nonlinear
response and quantitatively evaluate surface and bulk contributions,
a comprehensive theory of dipole and quadrupole contributions and
the formalism of the effective 2nd-order nonlinear susceptibility are
needed.

In the past 50 years, there has been much theoretical work on
dipole and quadrupole contributions, leading to a unified unam-
biguous formalism of the effective susceptibility.6,12,22 Let us con-
sider a surface system as shown in Fig. 1; the interface thickness is
d = 0+ − 0−. For z < 0−, the material properties are bulklike.
Considering the dipole and quadrupole contributions, the effective
nonlinear susceptibility is given by

χ(2)eff = χ
(2)
D + χ(2)IQ + χ(2)q,ω3 +

χ(2)BB

iΔkz
, (2)

where Δkz = kω1,z + kω2,z − kω3,z is the mismatch of the wavevectors
along the surface normal in the bulk. More details of the derivation
can be found in textbooks.6,23 χ(2)eff is obtained by integrating P(2)eff (z)
in Eq. (1) over the region from −∞ to 0+. The first term (χ(2)D ) stems

FIG. 1. Schematic of the liquid/air interface, with the interface defined as the region
between z = 0− and z = 0+.
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from the integration of χ(2)d (z) only over the interface region, as
χ(2)d (z) vanishes in the bulk. One should note that the spatial deriva-
tive of the electric field contains two parts: one is the dramatic ampli-
tude change across the interface and the other is more slowly varying
due to the change in the phase along the propagation in the bulk.
Correspondingly, one can distinguish an interfacial quadrupole term

χ(2)IQ and a “true” bulk term χ(2)
BB

iΔkz
, associated, respectively, with the

integration of the electric field gradient over the interface and over
the bulk. χ(2)q,ω3 originates from the integration by parts of the last

term in Eq. (1). As χ(2)q,ω3(z) is discontinuous across the interface, the

integration of the derivative of χ(2)q,ω3(z) can be simply treated as the

difference between χ(2)q,ω3 of the upper and lower media. Here, the
nonlinear susceptibility of the upper medium is assumed to be zero;
thus, χ(2)q,ω3 entirely reflects the properties of the bulk and contains no
information about the surface.

Equation (2) shows that the effective 2nd-order nonlinear sus-
ceptibility consists of four distinct physical components. From an
experimental point of view, one can readily separate the last term,
χ(2)
BB

iΔkz
, from the first three components because its contribution is

beam geometry-dependent. The contribution of χ(2)
BB

iΔkz
has been dis-

cussed in previous works, where it was demonstrated to be negligible
in reflection SFG configuration.20,21,24 However, in the transmit-

ted configuration, the SFG signal can be dominated by χ(2)
BB

iΔkz
as the

coherence length Δkz−1 in transmission is much larger than in the
reflected configuration. The other two quadrupole terms χ(2)IQ and
χ(2)q,ω3 always appear together with the surface dipole contribution,
and thus, they are called inseparable terms. Therefore, it is essen-
tial to evaluate the contribution of χ(2)IQ and χ(2)q,ω3 to χ(2)eff explicitly
before one can deduce if the SFG/SHG spectrum reports on the sur-
face structure. Tahara and co-workers have studied the potential
quadrupole contribution to the nonresonant SFG signal by measur-
ing eight different liquid surfaces, including water, through hetero-
dyne measurements with different polarization combinations, with
the incoming lights being off-resonant with molecular transitions.25

They concluded that quadrupole terms (χ(2)IQ and χ(2)q,ω3) dominate the
nonresonant SFG signal, and the sign of the imaginary spectrum has
no relation to the up vs down alignment of interfacial molecules.
Computational analyses of the water/air interface have confirmed
the above conclusion. For ssp and sps polarization combinations, the
simulation shows that the χ(2)q,ω3-term is roughly 4 times larger than

χ(2)D for the nonresonant SFG/SHG signal.26

Especially, for a centrosymmetric molecule, the quadrupole
contribution at resonance could dominate the SFG signal as the
dipole response is inherently suppressed. As such, the air/benzene
interface has been studied with 2nd-order nonlinear optical meth-
ods by several groups.24,27–30 Tahara and co-workers have stud-
ied this system using different polarization combinations and
assigned all the resonances to the quadrupole contribution,29,30

which is inconsistent with simulation results predicting both dipole
and quadrupole contributions.28 Tian and co-workers performed
another set of experimental measurements. Using heterodyne SFG

measurements in reflection and special transmission beam geome-
tries to determine the contribution of χ(2)q,ω3 independently, they ver-
ified that quadrupole contributions cannot be neglected.24 In par-
ticular, the quadrupole contribution is dominant in sps polarization
combination, while in ssp polarization, their data shows that both
dipole and quadrupole contribute to the measured SFG signal.24 The
method used by Tian offers a general guideline to quantitatively eval-
uate the quadrupole contribution for a nonpolar medium. To further
resolve the debate on the physical origin of the SF response of ben-
zene, direct measurements of the imaginary part of the response of
benzene on modified surfaces is needed, e.g., silica/benzene and sil-
ica/OTS/benzene interfaces. In case the quadrupole contribution is
dominant, the spectra should be very similar for the different sur-
faces. However, if the dipole term also plays a role, the spectral shape
is expected to be different.

The most important and the most investigated systems by
SFG/SHG are water interfaces. Unfortunately, there is no feasible
experimental method to quantitatively separate its quadrupole con-
tribution from the effective SFG/SHG spectrum. Generally, it is
assumed that the surface dipole contribution is dominant in the ssp
polarization combination for the O–H stretching resonance. Many
experiments employing differently modified surfaces support this
notion. Moreover, simulation results can well reproduce the SFG
spectrum of the air/water interface without taking any quadrupole
contribution into account.31–33 Although the O–H stretch resonance
is typically surface dipole-dominated, substantial controversy exists
in interpreting the signal from the H–O–H bending mode of water.
Tahara and co-workers have concluded that the SFG signal of the
bending mode is dominated by the quadrupole contribution with the
calculation results of Im χ(2)D : Im χ(2)q,ω3 ∼ 1 : 8.7,34 while more recent
experimental results can be rationalized by the assumption that the
SFG signal of the bending mode originates primarily from the dipole
contribution.35–37 In addition, simulation results have indicated that
the surface dipole contribution is not weak.37–39 Recently, a study by
Nagata and co-workers showed that the dipole contribution dom-
inates χ(2) for the bending mode both for the air/water interface
and the charged lipid/water interface.40 To resolve the discrepancy
between different experimental results in the bending mode region,
further efforts are surely needed.

Generally, the 2nd-order nonlinear spectroscopy in reflection
geometry is a surface-specific technique for most surfaces with a
polar-oriented layer. For nonpolar media, one can follow the guide-
line provided in Ref. 24 to separate surface and bulk contributions.
As no experimental method is capable of quantitatively separating
surface and bulk contributions, to be certain whether SFG/SHG is
surface specific for certain interfacial systems, one might have to
perform additional measurements such as modifying the surface or
to rely on independent MD simulations.19 Overall, care must be
taken by studying unknown systems without any prior knowledge,
especially for those with a weak 2nd-order nonlinear response.

III. LIQUIDS AT CHARGED SURFACES
Many surfaces in contact with liquids, and specifically water,

are known to be charged, including biological membranes, electro-
chemical electrodes, and mineral surfaces. The presence of charge
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gives rise to physical phenomena such as the surface potential. As a
consequence of the surface charge, the composition and the struc-
ture of the aqueous solution in close proximity to the surface dif-
fer from that of bulk water. This interfacial region is referred to as
the Electric Double Layer (EDL). Several models exist to describe
the EDL,41–45 with the Gouy-Chapman-Stern model being the com-
monly used, which is schematically presented in Fig. 2 for the
negatively charged silica surface in contact with water.

The nature of the EDL not only determines the physical prop-
erties of the surface but also controls its reactivity. Therefore, micro-
scopic insights are required to get a fundamental understanding of
the microscopic and molecular physical and chemical phenomena
that also determine the behavior on macroscopic scales. The advan-
tage of employing nonlinear spectroscopy compared to traditional
methods such as the potentiometric titration is its ability to access
molecular-level information of the EDL. Based on the traditional
picture (the Gouy-Chapman model), the following discussion elab-
orates on the molecular composition of EDLs, the resulting physical
properties, and how they are reflected by nonlinear spectroscopy.

For the example of silica (Fig. 2), its charge results from the
deprotonation of silanol groups (O–H groups terminating the SiO2

FIG. 2. (a) Ion and water distribution of an aqueous electrolyte in front of a nega-
tively charged silica surface. (b) The associated surface potential decay predicted
by the Gouy-Chapman-Stern model of the electric double layer for such a system.
Figures are adapted from Ref. 45.

lattice) upon contact with water. The water molecules interacting
with the surface charges or their associated electric field E0 differ
from bulk water and represent the EDL. The decay of the corre-
sponding surface potential [ϕ(z)] reports on two regions of the EDL,
namely, the near-surface region, in which the potential drops lin-
early, similar to what is known for parallel plate capacitors, and
the more distant region that shows a more gradual decay of the
potential [Fig. 2(b)]. The near-surface part is often referred to as
the Stern layer (SL)46 or also the Bonded Interfacial Layer (BIL),47

depending on the definition. The outer region is called the Diffuse
Layer (DL).

Symmetry breaking that gives rise to a finite nonlinear optical
response from the charged interface region can occur for two rea-
sons: first of all, in the region close to the surface where the molecules
experiencing an anisotropic environment, the symmetry is natu-
rally broken. Second, the electrostatic field induced by the surface
charge can reorient or polarize water molecules in the region of EDL
and thus lifts the centrosymmetry.15,48 Both effects give rise to an
effective breaking of the centrosymmetry which is required for the
2nd-order nonlinear activity. For the second mechanism, the decay
of the surface electric field, i.e., the thickness of the EDL, determines
the SFG/SHG probing depth and intensity for a charged interface.
To take the potentially long-ranging surface electric field E0 into
account, the description of 2nd-order nonlinear spectroscopy has
to be extended: an additional 3rd-order term has been invoked to
describe the decay of E0 away from the surface.46,47,49–54

The pioneering work in this field has been presented by Eisen-
thal and co-workers,49 in which they deduced surface potentials (ϕ0)
of the silica/water interface from SHG intensities at different bulk
pH conditions. For this purpose, they expressed the 2nd-order non-
linear response (Iω3 ∝ |Eω3|2) of a charged surface as a sum of a
2nd-(surface close) term and a 3rd-order (distant) term,

Eω3 ∝ Pω3 = χ(2)Eω1Eω2 + ∫
0

−∞

χ(3)E0Eω1Eω2dz. (3)

In this expression, the integrated term can be written as
−χ(3)ϕ0Eω1Eω2 by assuming an isotropic field being zero far away
from the surface,

− ϕ0 = ∫
0

−∞

E0(z)dz = ∫
0

−∞

(− d
dz

ϕ(z))dz. (4)

In this framework, the neat interfacial response χ(2) results from
the near-surface water layers which are reoriented by the surface
charges, accounting for the SL. An additional third-order term
χ(3) accounts for the more outer water layers (DL) that are orien-
tated and/or polarized due to the interaction with the longer-ranged
charge-induced surface-electric field E0.

Hore and co-workers have previously presented an experimen-
tal effort to disentangle those two contributions to the SFG response
of water in front of a silica surface. In their experiments, they made
use of the fact that the surface field can be effectively screened by ions
in the solution. By varying the ionic strength and thereby tuning the
decay length of E0, they were able to deduce the relative χ(2) and χ(3)

contributions to the total SFG signal.52 A breakthrough in the sep-
aration of the χ(2) and χ(3) contributions for a charged surface was
made by Tian and co-workers. They were the first to experimentally
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obtain the χ(3) spectrum of water by heterodyne sum-frequency gen-
eration measurements by considering the modulation of the Debye
length and the coherence length in the sum-frequency spectra anal-
ysis for a charged surface. With increasing probing depth, the gen-
erated SFG light is increasingly poorly phase-matched, which affects
the shape and intensity of the resulting spectrum.47 Mathematically,
this phase mismatch for SFG photons generated at different probing
depths (z) is accounted for by considering the difference between the
z-components of the corresponding wave vectors, Δkz .

Using the above scheme, Gonella et al. discussed the second-
order nonlinear response of an aqueous solution with varying ionic
strength in front of a charged surface.46 In the model, the approx-
imate solution of the Debye-Hückel theory is used to describe the
decay of the electric potential that is associated with the electric
field E0,

ϕ(z) = ϕ0eκz (z ≤ 0) (5)

with κ−1 being the ionic-strength-dependent Debye length. As a
consequence, κ−1 can be used to relate the ionic strength to the
resulting SFG/SHG probing depth. In combination with the z-
dependent phase mismatch introduced above, their proposed model
predicts the variation of the nonlinear response as a function of ionic
strength,

Iω3 ∝ ∣χ(2) + χ(3) ∫
0

−∞

(− d
dz

ϕ(z))eiΔkzzdz∣
2

= ∣χ(2) − χ(3)ϕ0
κ

κ + iΔkz
∣
2
. (6)

The result is presented schematically in Fig. 3(a), showing the
total SFG/SHG intensity (Iω3, red) along with the underlying varia-
tion of the screening effect (|χ(2) − χ(3)ϕ0|2, green) and the optical
interference term (∣ κ

κ+iΔkz
∣, blue). The associated Debye screening

lengths are presented on the upper axis. It predicts that at a given
surface charge, the nonlinear response increases with increasing
screening length, i.e., decreasing ionic strength. However, at very low
(submillimolar) ionic strengths, the overall signal decreases again
due to increasing destructive interference of the emitted SFG/SHG
light for Debye lengths exceeding 10s of nanometers. Experimen-
tal evidence for the applicability of this model has been presented,
among others, in detail in Refs. 55 and 56. Figure 3(b) shows the
experimental SHG/SFG results on the fused silica/water interface
with varying NaCl concentrations. The increasing-decreasing trend
is in good agreement with the theoretical prediction. The signal
enhancement factor at the ion concentration of 10−4–10−3M is dif-
ferent between the SHG and SFG intensities, which is likely due to
the different values of the ratio, χ(3)/χ(2), for the nonresonant and
resonant contributions, at the silica/water interface.

In total, interfacial layer sensitivity is reached not only at high
ion concentration (∼1M), where the Debye length is very short
and the surface charge is sufficiently screened, but also for very
dilute solutions (<micromolar), where the Debye length is on the
order of, or larger than, the wavelength of the SFG light, and as a
result, destructive interference from the different regions across the
diffuse layer can occur. In the intermediate concentration regime
(∼millimolar), the diffuse layer contribution to the total response is

FIG. 3. (a) Theoretical SFG/SHG response of a charged mineral surface in contact
with varying ion concentration.46,47 (a) is adapted from Ref. 55. (b) Experimental
SHG56 and SFG55 results obtained at the silica/water interface with varying bulk
NaCl concentrations.

the largest, where the Debye length is comparable with the coherence
length in reflection corresponding to 10s of nanometers. A rough
estimation of the χ(3) contribution in experiments employing ssp
polarization combination results in |Imχ(2)| ∼ 1 × 10−21 m2/V (pure
water)57,58 and |Imχ(3)| ∼ 4 × 10−20 m2/V2.47 For ϕ0 ∼ 0.02 V, the
|Imχ(3)ϕ0| contribution to the SFG signal is comparable to that of
the surface contribution |Imχ(2)|. A simulation study is consistent
with estimations based on experimental results.15

IV. CONCLUSION
2nd-order nonlinear spectroscopies have been widely applied

in surface or interface studies. However, their surface specificity is
not always clear. In this paper, we discussed the surface specificity
of 2nd-order nonlinear spectroscopy from two aspects that might
mask the surface information: quadrupole contribution and χ(3)
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contribution. For a system with a weak SFG signal, bulk quadrupole
contributions can dominate; for a charged interface, the contribu-
tion from the diffuse layer cannot be neglected except in the limits
of very low (<micromolar) and very high (>1M) electrolyte con-
centrations. Therefore, care must be taken to interpret SFG/SHG
spectra as reflecting the surface properties since the technique is
not always surface specific. While previous experimental approaches
(e.g., comparing reflected to transmitted SFG signals24) have shed
some light on disentangling bulk and surface contributions, this
remains challenging. One way forward may be to utilize hetero-
dyne measurements because, in the imaginary spectrum, each (i.e.,
bulk and surface) contribution is simply the sum of the individ-
ual contributions, simplifying the spectral analysis. However, even
with additive contributions to the overall signals, excluding or eval-
uating the bulk contributions will remain challenging in many
cases from only experimental SFG results since the bulk and sur-
face responses are generally quite similar in their spectral shape.
It, therefore, seems that only clever experiments combined with
high-quality simulations (including spectral response calculations)
will be able to quantify surface and bulk contributions and to
obtain the real surface information using nonlinear spectroscopy.
Currently, quantitative discrepancies remain between the experi-
ment and simulation for several interfacial systems. With improved
accuracy and dependability of both experiments and simulations,
and their productive interplay, disentangling the different contri-
butions to surface spectroscopic signals will become increasingly
straightforward.
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