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A sentence uttered makes a world appear 
Where all things happen as it says they do […] 

W. H. Auden 
 
1.1. Introduction 

Most living creatures have a code of communication. Still, human communi-
cation code uniquely differs from that of any other living entity. Why? While most 
animals communicate continuously and effortlessly, human communication facul-
ty, which we call language, is the only faculty that is virtually infinite in its capacity 

of expression. Humans are able to create entire worlds with words. How come? 
The ability of the human brain to flexibly combine a finite amount of words into 
an infinite set of sentences is a crucial, still unanswered issue.  

Language is a high-level cognitive faculty, and as such it relies on many low-
level faculties like audition, vision and memory. Accordingly, the language net-
work is distributed within the brain, and engages multiple areas specialized in dif-
ferent subcomponents. The way these areas interact to generate language is not 
well understood.  

Within language processing, one can distinguish between single word and 

sentence processing. As most neuroscience research in the last decades focused 
on the single word level, little is known on how the brain processes language at 
the sentence level. Developing a neurobiologically plausible account of language 
processing beyond single words remains one of the foundational challenges for 
cognitive neuroscience. In the course of my thesis, I investigated which brain 
mechanisms allow us to disentangle sentence and single word processing.  

 
1.2. The Memory, Unification and Control (MUC) model 

How is language implemented in the brain? The Memory, Unification and 
Control (MUC) model (Hagoort, 2005, 2013, 2017) aims to provide a neurobiologi-

cally plausible account of the language faculty, both at the sentence and single 
word level. First, the MUC model intends to overcome the classical Wernicke-
Lichtheim-Geschwind (WLG) model (Figure 1.1). According to this traditional 
framework, the language network is located in the perisylvian cortex. Within the 
perisylvian cortex, the main anatomical components are Broca’s area in the left 
inferior frontal cortex (LIFC) and Wernicke’s area in the left superior temporal cor-
tex, connected by the arcuate fasciculus. Broca’s and Wernicke’s areas are re-
sponsible for language production and comprehension, respectively. Although this 
traditional model still has a certain impact, it is now considered as too simplistic 
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(Hagoort, 2005; Hickok & Poeppel, 2007). Indeed, it does not accurately describe 
all processes that take place within the brain during language comprehension.  

During language comprehension, we process the input incrementally. When 
we read or listen to a sentence, we retrieve from long-term memory the meaning 
and syntactic properties of the words that are part of the utterance. This lexical 
information has to be maintained in short-term memory while we perceive the 
following words, in order to combine all word pieces in a coherent interpretation 
of the whole utterance. In parallel, other processes, e.g. attention or prediction 
processes, take place, so that based on the context (i.e. earlier words in the sen-

tence) we are able to constrain our expectations of what the next word will be.  
Within the MUC framework, language processing is divided among three main 

components: Memory, Unification and Control (Hagoort, 2005). The Memory 
component refers to the lexical retrieval of the linguistic information stored in 
long-term memory. This information includes the word’s form, its syntactic prop-
erties and its meaning (in psycholinguistic terms, this is defined as the mental lexi-
con – cf. for example Levelt, 1992). The Unification component refers to the com-
bination of words into multiword utterances and sentences. Note that, in this 
work, we will employ the terms “unification”, “combinatorial processing” and 

“sentence processing” as synonyms. The Control component is responsible for the 
executive control operations that are involved in selecting the right language, or in 
turn-taking during a conversation, etc. This tripartite distinction applies to both 
language production and comprehension, and to both the visual and auditory 
domains.   
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Figure 1.1: The classical Wernicke-Lichtheim-Geschwind (WLG) language model. 
Language network is located in the perisylvian cortex. Within the perisylvian cor-
tex, the main anatomical components are Broca’s area in the left inferior frontal 
cortex (LIFC) and Wernicke’s area in the left superior temporal cortex (LSTC), con-
nected by the arcuate fasciculus. Broca’s and Wernicke’s area are responsible for 
language production and comprehension, respectively. Reprinted with permission 
from Hagoort (2014). 

 
1.2.1. Semantic unification 

Semantic unification is defined as “the integration of word meaning into an 
unfolding representation of the preceding context” (Hagoort, Baggio, & Willems, 
2009). This definition points to the expressive power of language, and to the fact 
that the meaning of a sentence (or of a multiple-word utterance) is more than the 
mere concatenation of single word meanings. Consider, for example, the expres-
sions flat beer, flat note and flat tire1: the adjective flat is semantically ambiguous, 
as it conveys very different meanings across the three utterances. Taking this into 
account, studies on semantic unification usually compare either sentences with 
and without semantic ambiguities, or sentences with and without semantic 

anomalies2. The assumption behind this approach is that ambiguous (or anoma-
lous) sentences should increase the processing load, and therefore the activation, 
of brain areas devoted to semantic processing.  

Evidence from functional magnetic resonance imaging (fMRI) literature de-
scribes the semantic unification network as including (at least) the left inferior 
frontal, left superior/middle temporal, and left inferior parietal cortex and, to a 
lesser extent, their right-hemispheric homologues (Davis et al., 2007; Friederici, 
Rueschemeyer, Hahne, & Fiebach, 2003; Kiehl, Laurens, & Liddle, 2002; Rodd, 
Davis, & Johnsrude, 2005; Snijders et al., 2009; Willems, Özyürek, & Hagoort, 
2007). Within this network, the LIFC is thought to subserve semantic unification, 

while the left posterior temporal cortex (LPTC) is more involved in the retrieval of 
lexical-semantic information (single word processing) (Hagoort, 2017; Willems et 
al., 2007). 

   
1.2.2. Syntactic unification 

Syntactic unification refers to the combination of lexical items (words or 
chunks of structures, e.g. adjective+noun) retrieved from memory into larger 

                                                           
1
 Example taken from Keenan (1979) and cited by Hagoort et al. (2009) and Hagoort (2017). 

2
 Example of semantically plausible vs. anomalous sentence: “The shirt was ironed” vs. “The thun-

derstorm was ironed” (taken from Friederici et al., 2003). 
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structures (e.g. noun or verb phrases). This implies checking that agreement fea-
tures (e.g. number, gender, person) of different lexical items match with each 
other.  

Following the same logic of semantic unification studies, work on syntactic 
unification compared syntactically ambiguous and non-ambiguous sentences. For 
example, in an fMRI study by Snijders et al. (2009), participants read sentences 
and strings of words containing word category (noun-verb) ambiguous words (e.g. 
copy) at critical positions, i.e. in a position in which it may be interpreted as either 
a noun or a verb (Snijders et al., 2009). The LIFC showed enhanced activation for 

sentences compared to words, and within sentences increased activation for am-
biguous compared to unambiguous conditions. The LPTC was more activated for 
ambiguous than unambiguous conditions, in both sentence and strings of word 
sequences. This was interpreted as evidence for a distribution of labor between 
LIFC and LPTC for syntactic unification and lexical retrieval, respectively.  

 
1.2.3. The interplay between semantic and syntactic unification 

In a large meta-analysis of studies on sentence processing, Hagoort & Inde-
frey (2014) found that the LIFC is the region most reliably activated during unifica-

tion operations (Hagoort & Indefrey, 2014). Within this region, there may be a 
gradient for semantic and syntactic operations. Indeed, syntactic unification relies 
on more dorsal parts of the LIFG (BA 44/45), whereas semantic unification acti-
vates more ventral parts (BA 45/47). Syntactic and semantic networks are partially 
overlapping, which fits with the idea that syntactic and semantic unification pro-
cesses cannot be fully separated and should, therefore, be investigated separate-
ly.  

Overall, fMRI (e.g. Snijders et al., 2009), connectivity (Catani et al., 2007; 
Xiang, Fonteijn, Norris, & Hagoort, 2010) and lesion studies (Tyler et al., 2011) 
suggest that LIFC plays a crucial role in language unification. However, given their 

scarce temporal resolution, hemodynamic and diffusion techniques cannot fully 
account for the speed at which language occurs. Electrophysiological measure-
ments3, having much higher temporal resolution, add crucial insights to a plausi-
ble functional interpretation of the language network.  

 

                                                           
3
 Typical electrophysiological techniques are electroencephalography (EEG), which records event 

related potentials (ERPs) and magnetoencephalography (MEG), which records event related fields 
(ERFs).  
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1.3. The role of feedback processing in language unification 
Language comprehension is an incredibly fast process. Even if pronouncing a 

few words can take hundreds of milliseconds, the first language-related electro-
physiological signal (i.e. the ELAN, see Box 1) already occurs 100-150 ms after 
word onset. Therefore, it is thought that first language processes are only mediat-
ed by feedforward connections, which involve spread of activation from low-level 
to high-level areas and proceed very rapidly. On the contrary, later language pro-
cesses may also rely on slower, re-entrant feedback connections (Hagoort, 2017). 
Accordingly, only late language-related ERP effects (e.g. the P600, cf. Box 1) are 

thought to rely on feedback connections. The case of the N400 (cf. Box 1) is con-
troversial. On the one hand, the N400 may rely on feedback processing, since re-
sponses occurring later than 200 ms are thought to be mediated by feedback con-
nections (Garrido, Kilner, Kiebel, & Friston, 2007). On the other hand, the onset of 
the N400 follows the onset of word recognition closely in time (Hagoort, 2017), 
which suggests that the N400 effect is partially based on predictive processing, 
and potentially on feedforward connections4.  

When we read (or hear) a sentence, the cascade of feedforward connections 
(feedforward sweep) proceeds from early sensory areas (pre-lexical processing) to 

temporal cortex, where memory retrieval and semantic interpretation of single 
words occur (Salmelin, 2007). Unification processes involve higher-level semantic 
areas for combinatorial processes that, as explained above, probably include the 
LIFC. According to the MUC framework, after the signal from temporal cortex 
reaches the LIFC, frontal neurons send the signal back to adjacent regions within 
temporal cortex (Figure 1.2). Thanks to feedback processing from LIFC to temporal 
regions, lexical information is actively maintained, which is crucial for combining 
words into a sentence over time. For this reason, long-range feedback processing 
is hypothesized as crucial for language unification (Hagoort, 2017), in contrast 
with purely feedforward language models (e.g. Cutler & Clifton, 1999).  

Evidence for this claim was found by a recent magnetoencephalography 
(MEG) study by Hultén and colleagues, who investigated the correlation between 
distant cortical areas during word-by-word sentence reading by means of inter-
areal co-modulation within an individual (Hultén, Schoffelen, Uddén, Lam, & 
Hagoort, 2019). They found a co-modulation between LIFC and LPTC occurring 400 
ms after the onset of each word, across the progression of a sentence. In a previ-
ous study, the authors showed that posterior temporal and frontal regions display 
bidirectional Granger Causal interactions in direction-specific frequency bands 
(Schoffelen et al., 2017). Taken together, these results suggest that language uni-

                                                           
4
 For a more extensive analysis of the nature of the N400 effect, cf. Box 2. 
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fication is realized in a dynamic interplay between LIFC and LPTC. However, it re-
mains unknown whether feedback from LIFC to LPTC is necessarily required for 
language unification, as predicted by the MUC model.  

In the course of my thesis, I explored the role of feedback processing in unifi-
cation and lexical retrieval, as a small window into the organization of the lan-
guage network. To approach this question, I investigated which language process-
es are preserved when disrupting long-range feedback connections by means of 
visual masking. Therefore, I now turn to review existing evidence on visual mask-
ing and the effects of such a technique.  

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Figure 1.2: Schematic overview of language unification processes within the left 
hemisphere. During sentence comprehension, the input proceeds from early sen-
sory areas (pre-lexical treatment) to temporal cortex (arrow 1), where it is pro-
cessed at the lexical level. Next, the input is sent to left inferior frontal areas (ar-

row 2), which subserve unification mechanisms. Finally, frontal neurons send the 
signal back to temporal regions from which forward input originated (arrow 3). 
Thanks to feedback processing from frontal to temporal regions, context is creat-
ed and lexical information is actively maintained, which is crucial for combining 
words into a sentence over time. Figure adapted from Hagoort (2017). Graphical 
re-adaptation: René Terporten. 
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Box 1: ERP markers of language processing  
 
Early Left Anterior Negativity/Left Anterior Negativity (ELAN/LAN) 

The ELAN (or LAN, depending of its latency of occurrence) is a frontally dis-
tributed negative event-related potential (ERP), usually left-lateralized (Friederici 
et al., 1993). Its latency ranges between 150 and 400 ms. ELAN/LAN has been as-
sociated with - among others - morphological (e.g. *The parquet was polish) and 
syntactic (e.g. *The friend was in the visited) violations. Note that in linguistics, 
the star is used to mark an utterance considered as ungrammatical. 

 
N400 

N400 is a negative ERP deflection, starting around 250 ms after the onset of 
the critical word, with a peak around 400 ms. It was first described as a difference 
in amplitude between sentences with a semantic anomalous ending (e.g. I drink 
socks), compared to semantically plausible sentences (e.g. I drink coffee) (Kutas & 
Hillyard, 1980). Since then, N400 has been extensively studied and it is now asso-
ciated with a broad range of linguistic and non-linguistic phenomena (Kutas & 
Federmeier, 2010; Lau et al., 2008). A paradigm that is typically employed to 

study the N400 effect is semantic priming. Semantic priming is the phenomenon 
for which when a target word, e.g. cat, is preceded by a related prime word, e.g. 
dog, this results in shorter reaction times (RTs) and less response errors com-
pared to an unrelated word (e.g. lamp). On the neural level, unrelated prime-
target pairs trigger a larger N400 than related pairs. 

 
P600 

P600 is a centroparietal distributed positivity, usually peaking around 600 ms 
(Hagoort et al., 1993; Osterhaut & Holcomb, 1992). It has been associated with 

morphological and syntactic violations (cf. examples above), and more complex 
syntactic processes of reanalysis and repair, for example in response to the so-
called garden path sentences (i.e. sentences in which, at critical points, the reader 
has to revise the structure initially followed – e.g. The horse raced past the barn 
fell).  

 
ERP effect vs. ERP component 

In the context of this work, it is worth noticing the difference between ERP 
component and ERP effect. For example, the N400 component is evoked by every 
content word, independently of the sensory modality in which it is presented. The 

N400 effect is the difference in amplitude between the N400 components evoked 
by two words in two different experimental conditions (e.g. anomalous vs. plau-
sible, as in the seminal study by Kutas & Hillyard 1980). For the difference be-
tween N400 component and N400 effect, cf. Baggio & Hagoort (2011). 
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  Box 2: The nature of the N400 effect  
Two opposing theories aim to explain the N400 effect: the integration theory 

and the lexical theory (Kutas & Federmeier, 2010; Lau et al., 2008). Within the 
integration theory, the N400 effect results from semantic integration of the criti-
cal word within the current context. Accordingly, the N400 effect is combinatori-
al, that is reflects post-lexical, controlled processes (Baggio & Hagoort, 2011. For 
the difference between automatic and controlled memory processes, cf. Shiffrin 
& Schneider, 1977). This view is supported by the observation that the N400 ef-
fect occurs too late to reflect lexical access, and explains the N400 effect being 

larger in semantically anomalous, compared to plausible sentences (Kutas & 
Hillyard, 1980): when expectations are not attended, integration is more costly. 
The same logic holds for semantic priming studies. According to the integration 
theory, the N400 effect reflects the degree of difficulty of integrating a word with 
the preceding context, where context can be a single word or a whole sentence. 

Within the lexical theory, the N400 is a non-combinatorial, automatic effect, 
reflecting lexical access (Deacon, Dynowska, Ritter, & Grose-Fifer, 2004). Given 
that every lexical item is linked to a long-term memory representation, the N400 
effect reflects the facilitated activation of features of this representation. Accord-

ingly, the difference between anomalous and plausible sentences (or related vs. 
unrelated prime-target pairs) is due to easier memory access of predictable, 
compared to unpredictable words.  

Overall, evidence in favor of one theory or the other is mixed (Baggio & 
Hagoort, 2011; Kutas & Federmeier, 2010; Lau et al., 2008). Since the N400 effect 
is driven by many different factors, and reflects a considerable amount of lan-
guage and memory-related processes, the integration/lexical dichotomy may also 
be too simplistic. A revised theoretical account of the N400 effect should aim to 
provide a coherent explanation of these mixed findings.   
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1.5. Reducing visual awareness: Historical and empirical background 
of research on masked processing 

Visual masking is one technique to manipulate the level of conscious access to 
sensory inputs (cf. Box 3). Since the beginning of 20th century, visual masking has 
been employed to investigate unconscious processing (Breitmeyer & Ogmen, 
2000). Masking is known to significantly reduce stimulus awareness, even if the 
extent to which awareness is reduced (i.e. absent or partially absent awareness) is 
debated and depends on several experimental factors (e.g. masking strength, task 
settings, etc.) (Kouider & Dehaene, 2007). 

Since the pioneering work of Anthony Marcel (Marcel, 1980), masking has 
been used to study the possibility of language to be treated outside of conscious 
perception. One of the main methods to investigate this issue is masked semantic 
priming. In a typical masked priming paradigm, related prime-target pairs (e.g. 
cat-dog) are compared to unrelated pairs (e.g. cat-lamp), as in traditional seman-
tic priming5. However, in this case the prime is masked from awareness by a 
backward mask and/or a forward mask. This masked condition is usually com-
pared with an unmasked condition, in which both prime and target are fully visi-
ble. When fully invisible, masked primes are also defined as “unconscious” or 

“subliminal”.  
There is a considerable amount of work showing that masked primes trigger 

behavioral and neural signatures of semantic processing, similarly to fully visible 
primes (for an extensive review, cf. Kouider & Dehaene, 2007). On the neural lev-
el, it has been found that unrelated masked prime-target pairs trigger a larger 
N400 effect than related pairs (Kiefer, 2002). Masked syntactic priming6 has been 
much less investigated. There are only a few studies finding behavioral (Berkovitch 
& Dehaene, 2019) and neural (Iijima & Sakai, 2014) effects of masked syntactic 
processing.  

It should be noted that masked semantic and syntactic priming effects have 

not always been replicated (Batterink, Karns, Yamada, & Neville, 2010; Brown & 
Hagoort, 1993). In general, masked priming effects are weak, short-lived and 
much smaller compared to fully visible conditions. Moreover, they are strongly 
affected by experimental and task settings (Kouider & Dehaene, 2007; Van den 
Bussche, Van den Noortgate, & Reynvoet, 2009).  

Research on masked semantic/syntactic priming cited above has mostly been 
done on single word processing. There is a recent body of work exploring the lim-

                                                           
5
 For an explanation of traditional semantic priming cf. Box 1. 

6
 As an example, syntactic priming can be induced by words of the same grammatical category 

(e.g. Noun-Noun), compared to words of different categories (e.g. Noun-Verb). 
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its of language processing under reduced levels of awareness, and results are 
mixed (for a comment, cf. Rohaut & Naccache, 2018). It has been found that 
masked priming effects may occur for multiple words (Armstrong & Dienes, 2013; 
van Gaal et al., 2014), and even for entire sentences (Armstrong & Dienes, 2014; 
Nakamura et al., 2018; Sklar et al., 2012). However, effects are strongly depend-
ent on experimental factors such as subjects’ training (van Gaal et al., 2014). 
Moreover, some of these results failed replication (Rabagliati, Robertson, & 
Carmel, 2018; Yang, Tien, Yang, & Yeh, 2017)7.  

So far, I have explained how visual masking is employed to reduce stimulus 

awareness. This leaves unanswered the question of how masking affects brain 
mechanisms of visual processing, to which I now turn.  
 
1.6. Visual masking disrupts feedback processing in the brain 

There are a number of theories that aim to explain the mysteries of con-
sciousness, both at the theoretical and the empirical level. Among those, the 
Global Workspace Theory (GWT, Baars, 1988; Dehaene & Changeux, 2011), the 
Integrated Information Theory (IIT, Tononi & Koch, 2008), and the Recurrent Pro-
cessing Theory (Lamme, 2006) are some of the dominant frameworks. These the-

ories obviously differ on many aspects, but agree on the fact that conscious expe-
rience relies on a more extended, integrated and complex brain network com-
pared to unconscious experience.  

When a stimulus is consciously perceived, there is intense activation extend-
ing to high-level areas (parieto-frontal network), and information can be durably 
maintained in working memory (Dehaene, Changeux, Naccache, Sackur, & 
Sergent, 2006). Recurrent processing is established between high-level and low-
level areas (Lamme, 2006). On the contrary, when a stimulus does not reach con-
scious access, activation is weak and only confined to posterior sensory areas. Lo-
cal recurrent processing between low-level areas may be present, but only when 

the bottom-up input is strong enough (preconscious processing, Dehaene et al., 
2006). In this case, the stimulus may reach high-level areas, but only in a feedfor-
ward sweep (Lamme, 2006). 

                                                           
7
 Only the study by Rabagliati et al. (2018) is a direct failed replication of Sklar et al. (2012). The 

study by Yang et al. (2017) independently showed missing evidence for unconscious sentence pro-
cessing. Moreover, note that these studies employed different masking techniques. Van Gaal et al. 
(2014), Nakamura et al. (2018), Armstrong & Dienes (2013) and Armstrong & Dienes (2014) em-
ployed visual masking, while Sklar et al. (2012), Rabagliati et al. (2018) and Yang et al. (2017) em-
ployed continuous flash suppression (CFS). For an explanation of visual masking and CFS, see Box 
3.  
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Box 3: Methods to study consciousness  
In decades of scientific work on consciousness, neuroscientists have employed 

many techniques to experimentally manipulate the level of conscious access to sen-
sory inputs. Here, I only mention the techniques that are relevant in the context of 
this thesis. 

 
Visual masking 

In a visual masking experiment, a target image is preceded and followed (or in 
the case of backward masking, only followed) closely in time by a mask. The mask 

can be a flash of light, an image sharing many structural features with the target, 
random-dot noise, strings of letters and/or symbols (Breitmeyer & Ogmen, 2000). 
The target presenting time is very short, usually between 16 and 20 ms. The mask 
has a longer presenting time, which varies from 50 ms up to hundreds of millisec-
onds. The time from mask onset to target onset can be experimentally manipulated, 
and is defined as stimulus onset asynchrony (SOA).  

 
Continuous Flash Suppression (CFS) 

This masking technique (Tsuchiya & Koch, 2005) works by continuously flashing 

different images rapidly into one eye, while the input to the corresponding location 
in the other eye remains the same. This method has the advantage that stimuli can 
be presented for a longer time compared to visual masking. However, CFS has been 
criticized, and it is currently debated whether it can be considered as a valid tech-
nique to compare conscious and unconscious stimuli (Stein et al., 2011).  

 
Attentional Blink (AB) 

A typical AB paradigm (Raymond, Shapiro, & Arnell, 1992) employs Rapid Serial 
Visual Presentation (RSVP), in which two targets are presented within a fast visual 

stream of other stimuli (e.g. letters, pictures or digits). The visual consciousness of 
the second target is diminished, due to attentional capture of the first target.  

 
Direct vs. Indirect measures of consciousness 

Measures of perception without consciousness usually rely on the dissociation 
between two indices of perceptual processing (Reingold & Merikle, 1988). One in-
dex indicates the availability of stimulus information to consciousness (direct meas-
ure, e.g. discrimination trials), while the other indicates the availability of stimulus 
information independently of consciousness (indirect measure, e.g. ERPs or RTs). 
Evidence of information processing requires that stimulus information unavailable 

to consciousness, as indicated by direct measures (in which performance is at 
chance level), is still perceived and capable of influencing perceptual, cognitive and 
semantic processes, as indicated by indirect measures (in which performance is 
above chance level). 
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Previous research on visual perception showed that masking interferes with 
visual awareness by disrupting feedback processing from higher to lower visual 
areas, whereas feedforward processing is substantially preserved (Fahrenfort, 
Scholte, & Lamme, 2007; Fahrenfort, van Leeuwen, Olivers, & Hogendoorn, 2017; 
Kovacs, Vogels, Orban, & Sprague, 1995). Other studies showed that masking also 
disrupts long-distance feedback processing from frontal areas to higher visual are-
as (Del Cul, Dehaene, Reyes, Bravo, & Slachevsky, 2009). Taken together, these 
findings suggest that masking interferes with feedback processing between frontal 
and temporal areas, while leaving feedforward processing relatively intact.  

 
1.7. Main research aim and thesis outline 

In this thesis, I tested a crucial prediction of the MUC model, i.e. that feed-
back processing, likely involving frontal and temporal areas, is required for lan-
guage unification (sentence processing), but not for lexical retrieval (single word 
processing). To this aim, I employed visual masking to disrupt feedback processing 
and investigated whether, under these conditions, unification processes were pre-
served. In a series of four experiments distributed across four experimental chap-
ters, I investigated semantic and syntactic unification separately through four 

electroencephalography (EEG) experiments. 
In Chapter 2 and 3, I asked whether feedback processing is necessary for se-

mantic unification. In Chapter 2, I compared masked and unmasked processing of 
sequentially presented sentences and single words. Since I found that ERP neural 
signatures of semantic processing in the masked condition were short-lived, in 
Chapter 3 I compared simultaneously presented sentences and single words. In 
Chapter 4 and 5, I addressed the question whether feedback processing is neces-
sary for syntactic unification. In Chapter 4, I found task-related effects on both 
masked and unmasked unification and lexical retrieval processes. I conducted a 
follow-up experiment, reported in Chapter 5, in order to further investigate these 

task-related effects. In Chapter 6, I discussed the main conclusions that can be 
drawn from this work, the implications for language and consciousness theories, 
and suggested directions for future research.  
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2  
Is feedback processing necessary for semantic 

unification? How awareness affects sequentially 

presented sentences 

This chapter appeared in: Mongelli, V., Meijs, E. L., van Gaal, S., & Hagoort, P. 
(2019). No language unification without neural feedback: How awareness affects 
sentence processing. NeuroImage, 202, 1–12. (Experiment 1) 
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Abstract  
How does the human brain combine a finite number of word meanings to 

form infinite sentences? According to the Memory, Unification and Control (MUC) 
model, semantic unification requires long-range feedback from the left inferior 
frontal cortex (LIFC) to left posterior temporal cortex (LPTC). Single word pro-
cessing however may only require feedforward propagation of semantic infor-
mation from sensory regions to LPTC. Here we tested the claim that long-range 
feedback is required for semantic unification by reducing visual awareness of 
words using a masking technique. Masking disrupts feedback processing while 

leaving feedforward processing relatively intact. Previous electroencephalography 
(EEG) studies have shown that masked single words still elicit an N400 effect, a 
neural signature of semantic incongruency. However, whether multiple words can 
be combined to form a sentence under reduced levels of awareness is controver-
sial. To investigate this issue, we performed one EEG experiment in which 40 sub-
jects performed a masked priming task. Words were presented sequentially, 
thereby forming a short sentence that could be congruent or incongruent with a 
target picture. This sentence condition was compared with a single word condi-
tion, in which either a noun (e.g. man) or a verb (e.g. pushes) was followed by 

congruent/incongruent pictures. Importantly, single words occurred in the first, 
second or third prime position. In the unmasked condition, ERPs time-locked to 
the picture onset showed a classical N400 effect for both sentences and single 
words. On the contrary, in the masked condition an N400 effect was only found 
for single words occurring just before picture onset (i.e. in the third prime posi-
tion). Overall, our findings suggest that (i) semantic unification requires long-range 
feedback, at least when words are sequentially presented; and (ii) masked word 
processing is fleeting, i.e. dependent on stimulus onset asynchrony. 
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2.1. Introduction  
Language processing involves single word and sentence processing. In both 

production and comprehension, single word processing is based on lexical retriev-
al from memory, whereas sentence processing also requires concatenation of re-
trieved lexical items and the combination of these items into novel meanings. 
Within the Memory, Unification and Control (MUC) model, the combinatorial as-
pect of language has been referred to as unification (Hagoort, 2005, 2013, 2017). 
Describing the neural network subserving unification, and what differentiates this 
network from related lexical retrieval mechanisms, is a major challenge in brain 

research (Dehaene, Meyniel, Wacongne, Wang, & Pallier, 2015; Hagoort, 2017). 
As described in the Introduction, unification takes place both at the semantic and 
the syntactic level. Semantic unification has been defined as “the integration of 
word meaning into an unfolding representation of the preceding context” 
(Hagoort et al., 2009).  

There is some evidence for a distribution of labor between left posterior tem-
poral and left inferior frontal regions for lexical retrieval and semantic unification, 
respectively (Snijders et al., 2009). According to the MUC model, lexical retrieval 
may be mainly dependent on feedforward propagation of semantic information 

from sensory regions to the left posterior temporal cortex (LPTC), whereas seman-
tic unification is thought to require feedback from the left inferior frontal cortex 
(LIFC), which includes Broca’s area, and the LPTC (Hagoort, 2013, 2017; Hultén et 
al., 2019; Schoffelen et al., 2017).   

Here we tested the claim that feedback processing is required for semantic 
unification. To this aim, we reduced visual awareness of words using a visual 
masking technique. Although still a matter of investigation, it seems that masking 
may disrupt both local feedback mechanisms in visual cortex (Fahrenfort et al., 
2007), as well as more long-range feedback mechanisms (e.g. from frontal cortex, 
Del Cul et al., 2009), while leaving feedforward processing relatively intact 

(Fahrenfort et al., 2007, 2017; Kovacs et al., 1995; Lamme & Roelfsema, 2000). 
Previous studies have shown that masked single words still trigger behavioral and 
neural signatures of semantic processing (see Kouider & Dehaene, 2007 for a 
review). For example, when a visible target (e.g. cat) is preceded by an unrelated 
masked prime (e.g. bottle), this results in longer reaction times and more re-
sponse errors compared to prime-target pairs that are related (e.g. dog-cat) 
(Brown & Hagoort, 1993; Greenwald, Draine, & Abrams, 1996; Marcel, 1980). In 
electroencephalography (EEG), unrelated vs. related prime-target pairs trigger a 
larger N400 (Kiefer, 2002), a negative event-related potential (ERP) effect often 

associated with semantic violations (Kutas & Hillyard, 1980). However, whether 
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semantic unification can also be achieved under reduced levels of awareness is 
highly controversial. There is evidence showing that simple combinatorial opera-
tions, like the negation of valence (e.g. not good), can be performed under 
masked processing (Armstrong & Dienes, 2013; van Gaal et al., 2014), although 
only after considerable training of the negation process (van Gaal et al., 2014). 
Some authors have suggested that semantic unification occurs for entire sentenc-
es (Armstrong & Dienes, 2013; Nakamura et al., 2018; Sklar et al., 2012), even 
though evidence is mixed (Rabagliati et al., 2018; Yang et al., 2017). 

In this study, we tested the prediction that long-range feedback is necessary 

for semantic unification, but not (or less so) for lexical retrieval. We addressed this 
issue by interfering with neural feedback by means of visual masking and investi-
gated whether, under these conditions, semantic unification could still occur. To 
this aim, we designed a new experimental paradigm carefully disentangling sen-
tence and single word processes. Using EEG, we measured brain responses to se-
quentially presented masked and unmasked short sentences (e.g. man-pushes-
woman). Sentences were followed by a picture, which was either congruent or 
incongruent with the previous sentence. This sentence condition was compared 
with a single word condition, in which either masked/unmasked nouns (e.g. man) 

or verbs (e.g. pushes) were followed by congruent/incongruent pictures. Im-
portantly, single words could occur in the first, second or third prime position, i.e. 
at different stimulus onset asynchronies (SOAs)8.  

In the unmasked condition, for both sentences and single words, we expected 
an N400 effect. In the masked condition, we also expected an N400 effect for sin-
gle words,  replicating previous findings (Deacon, Hewitt, Yang, & Nagata, 2000; 
Kiefer, 2002; Kiefer & Brendel, 2006; Kiefer & Spitzer, 2000). For masked sentenc-
es, there were two possible scenarios. If masked sentences triggered an N400 ef-
fect, similarly to masked single words, this would suggest that feedback pro-
cessing (likely from frontal to temporal regions) is not required for semantic unifi-

cation. However, if no N400 effect was present for masked sentences, we may 
conclude that long-range feedback is required for semantic unification to occur. 

 
2.2 Material and methods 
 

2.2.1 Participants 
44 subjects (34 females) participated in this study. 4 subjects did not com-

plete the experiment, hence were excluded from the analyses. All subjects were 
right-handed native Dutch speakers, aged between 18 and 35, had normal or cor-

                                                           
8
 SOA is the time from mask onset to target onset. 
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rected-to-normal vision, no neurological history and were naive to the purpose of 
the experiment. Subjects all gave written informed consent prior to participation, 
according to the Declaration of Helsinki. They received 36 euros for their partici-
pation. 

 
2.2.2. Stimuli 

In the sentence condition, we employed three-word sentences composed of 
an agent, an action and a patient (e.g. man pushes woman, in Dutch man duwt 
vrouw). Importantly, sentences were obtained by combining words that are not 

lexically related. The nouns employed to fill the agent/patient roles were the fol-
lowing: man, woman, boy, girl (in Dutch: man, vrouw, jongen, meisje). The verbs 
employed to fill the action role were the following: pushes, measures, drags, finds 
(in Dutch: duwt, meet, sleept, vindt). Sentences were presented sequentially, i.e. 
word by word. Each sentence was followed by a picture, either congruent or in-
congruent with the previous sentence (Figure 2.1A). Pictures were selected from a 
previously tested database (Menenti, Gierhan, Segaert, & Hagoort, 2011). They 
depicted transitive events such as pushing or dragging and the agent/patient of 
this action. Each picture included one male and one female actor (either adults or 

children), with one of the two actors (either the male or the female) playing the 
agent role. The position of the agent (left or right) was randomized. The database 
was tested by Menenti et al. (2011) to check whether the actions depicted in the 
pictures were clear. Then, the verb that was most commonly used to describe 
each action was selected to create the word-picture pairs.  

In the noun and verb condition, we employed respectively the same four 
nouns and four verbs that were used in the sentence condition. Importantly, both 
nouns and verbs occurred in the first, second or third prime position. The other 
positions were filled by hashtags, e.g.: 1. man #### ####; 2. #### man ####; 3. 
#### #### man. In the noun condition, words were followed by a picture depict-

ing a man, a woman, a boy or a girl. In the verb condition, pictures were the same 
as employed in the sentence condition. As in the sentence condition, pictures 
were either congruent or incongruent with the previous noun/verb. In all condi-
tions, pictures were in greyscale and had a size of 400x300 pixels.  

The masks consisted of seven randomly chosen uppercase letters, which were 
slightly overlapping to increase the density of the mask. The space between the 
center of each letter was 10 pixels. Words and masks were presented in Arial low-
ercase font with a size of 20. Linguistic stimuli were presented in white against a 
black background. Participants were seated at a distance of approximately 110 cm 

from the computer screen. 
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2.2.3. Experimental design 
The experiment was programmed using Presentation software (Neurobehav-

ioral Systems, Albany, NY, USA). We employed a 2 (primes semantic complexity: 
sentence or single word) x 2 (target congruency: congruent or incongruent) x 2 
(masking strength: masked or unmasked) factorial design. In the sentence condi-
tion, incongruency was equally divided across three subcases: (1) incongruent ac-
tors/congruent action (e.g. sentence: man pushes woman, followed by a picture 
of a woman pushing a man); (2) congruent actors/incongruent action (e.g. man 
pushes woman, followed by a picture of a man measuring a woman); (3) incon-

gruent actors/incongruent action (e.g. man pushes woman, followed by a picture 
of a woman measuring a man). Each sentence block included 112 trials and lasted 
approximately 5 minutes, whereas each noun/verb block included 96 trials and 
lasted approximately 4 minutes. In total, there were 448 trials per subject in the 
sentence condition and 384 trials in each single word condition (therefore 768 tri-
als in total in the single word condition). In both sentence and single word condi-
tions, each block included 50% masked and 50% unmasked trials, randomly mixed 
within blocks.  

In masked trials, we presented a fixation cross (300 ms), a blank screen (200 

ms), a first mask (67 ms), a first prime (33 ms), a second mask (67 ms), a second 
prime (33 ms), a third mask (67 ms), a third prime (33 ms), a fourth mask (67 ms) 
and a target picture (1000 ms). After the picture, a fixation cross appeared on the 
screen until an answer was given (see Figure 2.1A and 2.1C for examples of the 
trial structure). After the answer, the fixation cross turned green and a new trial 
started. In unmasked trials, we presented a fixation cross (300 ms), a blank screen 
(200 ms), a first blank (67 ms), a first prime (67 ms), a second blank (33 ms), a sec-
ond prime (67 ms), a third blank (33 ms), a third prime (67 ms), a fourth blank (33 
ms) and a target picture (1000 ms), followed by a fixation cross. Unmasked primes 
had a longer duration than the masked primes in order to increase the visibility of 

the middle word, which otherwise would have been partially masked by the first 
and third words. In order to keep the duration of a trial constant (i.e. 1867 ms) 
across masking strength conditions, the duration of blanks in the unmasked condi-
tion was adjusted accordingly.  

Participants were instructed to respond to the target picture only after the 
fixation cross appeared on screen. They had to indicate whether the picture 
matched or did not match with the previous sentence/word by pressing either a 
left or a right key on the keyboard with their left or right hand, respectively. Cru-
cially, in the sentence condition, participants needed to combine the three words 

into a sentence in order to perform the task correctly. 
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In order to make the task meaningful in the masked condition, participants 
were told that each block included “easy” and “difficult” trials. In the difficult tri-
als, words were “hidden”, which made them very hard to be read. However, they 
had to try their best to respond correctly. Therefore, participants were aware that 
words were present in the masked condition, but they were not able to perceive 
them clearly. There was no speed stress on the response. Each block included 50% 
congruent and 50% incongruent trials, randomly mixed within blocks. The interval 
between trials varied between 750 and 1250 ms, drawn from a random distribu-
tion. From now on, we will refer to these word-picture trials as "picture trials". 

In order to assess prime visibility, participants performed a forced-choice dis-
crimination task in approximately 15% of the masked trials (i.e. 16 for the sen-
tence blocks and 12 for the noun/verb blocks). Here, instead of a picture, a four-
option screen occurred after masked primes. Participants were asked to decide 
which sentence or word they had just seen, and pick the correct option among the 
four presented. The four choices were presented in lowercase letters and around 
fixation, in a squarewise configuration. The correct choice was presented equally 
across the four possible positions around fixation (up-left, up-right, low-left, low-
right). In the sentence condition, incorrect choices were equally divided across 

three incongruency subcases, as in the picture trials (incongruent ac-
tors/congruent action; congruent actors/incongruent action; incongruent ac-
tors/incongruent action). From now on, we will refer to these trials as “discrimina-
tion trials”. Note that, in the main task, participants also needed to discriminate 
words in order to perform the match/no match task correctly. Therefore, the main 
task could also be employed to evaluate prime visibility. The forced-choice dis-
crimination task was added as a more traditional and supplementary visibility 
check. At the end of each block, performance feedback was provided on partici-
pants’ accuracy, for both masked and unmasked trials. 

 

2.2.4. Procedure 
The experiment consisted of two separate sessions on separate days. In the 

first session, participants performed a short version of the task for 6 blocks (2 sen-
tence, 2 noun and 2 verb blocks), with no EEG recording, in order to familiarize 
themselves with the task. They were introduced to both task and stimuli before 
starting the measurement. During the second session (1-7 days after the first), 
participants performed the main task (12 blocks: 4 sentence, 4 nouns and 4 verb 
blocks) and EEG was recorded. Before starting the EEG recording, participants 
were briefly reminded both task and stimuli and performed one practice block, 
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randomly selected across block types. In both sessions, block order was random-
ized across participants.  

 
2.2.5. Electroencephalographic measurements   

The electroencephalogram was recorded continuously from 61 active 
Ag/AgCL electrodes using an actiCap system (Brain Products GmbH). 59 of these 
electrodes were mounted on a cap with equidistant electrode montage. Two sep-
arate electrodes were placed on the left and right mastoid, respectively. Blinks 
were monitored through a separate electrode placed below the left eye and the 

closest frontal electrodes to the left eye. Horizontal eye movements were moni-
tored through two electrodes placed on the lateral canthi next to the left and right 
eye. The ground electrode was placed on the forehead. EEG and EOG recordings 
were amplified through BrainAmp DC amplifiers. The EEG signal was recorded 
with a sampling rate of 500 Hz and filtered offline with a high-pass filter of 0.1 Hz 
and a low-pass filter of 40 Hz. All electrode sites were re-referenced offline to the 
average of left and right mastoids and epoched from -0.867 (i.e. the beginning of a 
trial) to +1 s surrounding each trial. All ERPs were time-locked to target, i.e. pic-
ture, presentation. Next, trials were visually inspected and those containing arte-

facts not related to blinks were manually removed. Note that visual inspection 
was blind to the conditions of the experiment. Deleted channels were recon-
structed based on a nearest neighbor approach. Independent component analysis 
(ICA) was computed and components containing blink/oculomotor artefacts were 
removed from the data. The pre-target interval between 567 and 367 ms before 
target (i.e. the duration of the blank before the first mask) was employed as a 
baseline.  

 
2.2.6. Statistical analyses 

Behavioral analyses (repeated measures ANOVAs and paired t-tests) were 

performed with in-house MATLAB (The Mathworks, Natick, MA, USA) scripts. For 
our ERP analyses, all preprocessing steps were conducted with Fieldtrip 
(Oostenveld, Fries, Maris, & Schoffelen, 2011). ERP statistical analyses were per-
formed using a combination of Fieldtrip and in-house MATLAB scripts. We focused 
on the N400 effect, defined as a difference in amplitude between two N400 com-
ponents, i.e. negative event-related potentials (ERPs) evoked by meaningful 
stimuli (Baggio & Hagoort, 2011). Since its discovery, the N400 effect has been 
consistently observed in response to semantic violations (Kutas & Hillyard, 1980), 
although it is also known to be evoked by violations of context, expectancies and 

world knowledge (Baggio & Hagoort, 2011; Kutas & Federmeier, 2010; Lau, 
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Phillips, & Poeppel, 2008). Previous studies showed that N400 usually peaks at 
centroparietal electrodes, although sometimes more anteriorly (Kutas & 
Federmeier, 2010; Lau et al., 2008). The typical N400 time window is 250-550 ms, 
although this may vary as well (Kutas & Federmeier, 2010; Lau et al., 2008). Thus, 
our strongest hypothesis was formulated around the polarity of the N400 effect, 
in that we expected a negative difference between incongruent and congruent 
trials.  

As a first step, we performed cluster-based permutation tests (Maris & 
Oostenveld, 2007) on the time window 0-1 s from target (i.e. picture) onset to iso-

late significant ERP effects related to semantic incongruency (contrast incongru-
ent vs. congruent, all conditions collapsed). A minimum of two neighboring elec-
trodes had to pass the threshold of p<0.05 to form a cluster. Cluster-based proce-
dure was repeated 10000 times. This Monte-Carlo method generated a nonpara-
metric estimate of the p-value representing the statistical significance of the origi-
nally identified cluster. This analysis isolated significant effects as clusters in time 
and space (in our case, the N400 effect). To visualize the evolution of significant 
clusters, we divided the time period (0-1 s) in 10 equal bins and plotted for each 
bin (i.e. 0-100, 100-200, etc.) all electrodes that were significant at least 50% of 

the time (as an example, cf. Figure 2.2A). Subsequently, for follow-up analyses we 
isolated the exact time window and channels where the N400 effect was signifi-
cant. To do so, the onset and offset of a cluster were defined as the time period 
around the maximum difference where the difference did not drop below 50% of 
this maximum and where at least one channel showed a significant effect. We 
then selected the 10 channels within the cluster that showed the largest effect in 
this time window (for a similar procedure, cf. Meijs et al., 2018). The resulting re-
gion of interest (ROI) and time window were used for subsequent analyses includ-
ing all the relevant factors. Note that, as a “sanity check”, all analyses were also 
performed on a central ROI, defined based on previous literature on the N400 

(Kutas & Federmeier, 2010). These supplementary analyses led to the same con-
clusions.  

 
2.3. Results  

Our goal was to investigate whether semantic unification requires neural 
feedback between distant brain areas. We addressed this issue by interfering with 
feedback processing by means of visual masking, and comparing masked and un-
masked processing of sentences and single words.  

 

2.3.1. Behavior 
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2.3.1.1. Day 1 (behavioral training) 
In these analyses, 36 out of the 40 participants were included, because the 

first four participants passed a slightly different version of the task in the training 
session. Overall, we observed that masking strength affected participants’ accura-
cy (main effect of masking strength: F1,35>1000, p<0.001), and that this effect was 
modulated by the semantic complexity of the primes (sentences vs. single words) 
(interaction masking strength x semantic complexity: F1,35=4.24, p=0.047). Follow-
up analyses revealed that performance was higher in the unmasked than in the 
masked condition (sentences: t35=23.35, p<0.001; single words: t35=45.37, 

p<0.001). In the unmasked condition, performances were very high and strongly 
above chance (sentences: t35=31.70, p<0.001, 90% correct; single words: 
t35=120.43, p<0.001, 98% correct). Although performance was poor in the masked 
condition, it was also above chance level (sentences: t35=3.66, p<0.001, 54% cor-
rect; single words: t35=10.21, p<0.001, 58% correct).  

In forced-choice discrimination trials, masked words were also poorly discrim-
inated (sentences: 29% correct; single words: 35% correct), although subjects 
scored significantly above chance level (sentences: t35=3.12, p=0.003; single 
words: t35=6.9, p<0.001). Note that chance level was 25% in this case, given that 

the task required a choice among four response options.  
 

2.3.1.2. Day 2 (EEG recording)  
Participants performed similarly on day 1 and day 2 on the main task (all p-

values>0.063). Further, as on day 1, we observed that masking strength affected 
participants’ accuracy (main effect of masking strength: F1,39>1000, p<0.001) and 
performance was modulated by semantic complexity (interaction masking 
strength x semantic complexity: F1,39=10.1, p=0.003). Again, performance was 
higher in the unmasked than in the masked condition (sentences: t39=37.77, 
p<0.001; single words: t39=54.31, p<0.001. Figure 2.1B and 2.1D). In the unmasked 

condition, subjects scored very high and strongly above chance (sentences: 
t35=38.44, p<0.001, 92% correct; single words: t35=195.33, p<0.001, 98% correct. 
Figure 2.1B and 2.1D). Although performance was poor in the masked condition, 
it was above chance level (sentences: t39=5.63, p<0.001, 54% correct; single 
words: t39=9.06, p<0.001, 57% correct. Figure 2.1B and 2.1D). Moreover, we 
found that in single word trials, prime position affected participants’ accuracy 
(main effect of prime position: F2,78=6.25, p=0.003) and was modulated by mask-
ing strength (interaction prime position x masking strength: F2,78=5.42, p=0.006). 
In the unmasked condition performance was equal in all prime positions (~98% 
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correct in all positions, F2,78=0.22, p=0.790), whereas in the masked condition it 
was lower when the prime was presented later in the trial (prime  
position 1: 60% correct, prime position 2: 56% correct, prime position 3: 54% cor-
rect, F2,78=5.93, p=0.004), despite being above chance in all cases (all p’s<0.001).  

In forced-choice discrimination trials, there was no significant difference be-
tween day 1 and day 2 (p=0.853). As in the main task, masked words were poorly 
perceived (sentences: 29% correct; single words: 34% correct), although again 
subjects scored significantly above-chance level (sentences: t39=4.63, p<0.001; 
single words: t39=6.59, p<0.001). 

Overall, the behavioral results revealed that participants perceived masked 
and unmasked trials very differently, as revealed by the fact that accuracy was 
much lower in the masked than in the unmasked condition (although accuracy 
was above chance in the main task as well as in the discrimination task for masked 
trials). This suggested that participants may have been partially aware of masked 
primes, most likely due to the nature of the task (they were told that in some tri-
als words were present, but very difficult to be seen – see the Methods section for 
further details). Therefore, masking led to a quantitative difference in visibility 
(“matter of degree”) rather than a qualitative difference.  
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Figure 2.1: Paradigm and behavioral results. (A) Left panel: trial structure in the 
masked sentence condition. Three masked words forming a sentence were se-
quentially presented and followed by a target picture, which could be congruent 
or incongruent with the previous sentence. In the figure, a congruent trial is rep-

resented. When the fixation cross appeared after the picture, participants per-
formed a match/no match task. Right panel: example of target pictures employed 
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in the sentence condition. (B) Participants’ accuracy in the sentence condition, for 
unmasked (black) and masked (grey) trials separately. Results are presented for 
Day 2 only. Error bars represent between-subject SEM. (C) Left panel: trial struc-
ture in the masked single word condition. One word occurring in the first, second 
or third prime position was presented and followed by a picture, either congruent 
or incongruent with the previous word. In the figure a congruent, third-position 
trial is represented. Right panel: example of target pictures employed in the single 
word condition. (D) Participants’ accuracy in the single word condition, for un-
masked (black) and masked (grey) trials separately. Results are presented for Day 

2 only. Error bars represent between-subject SEM. 

2.3.2. ERP analyses 
Next, we investigated whether neural signatures of semantic processing, re-

flected in the N400 effect, could be found for masked/unmasked sentences and 
single words. To this end, we contrasted congruent and incongruent trials using 
cluster-based permutation testing, correcting for multiple comparisons across 
both time (0-1 s) and (electrode) space (see Figure 2.2A and Methods, Maris & 
Oostenveld, 2007). When isolating significant effects as clusters in time and space 
(see Methods), we found a significant difference over centro-parietal electrodes 

from 336-598 ms after target onset and peaking at 490 ms (see Figure 2.2A), con-
sistently with a typical N400 time window and topography (p-value of the cluster 
between 336-598 ms: p<0.001).  

Within this cluster, we performed repeated measures ANOVAs on the N400 
time window with three factors: masking strength (masked/unmasked), 
prime/target congruency (congruent/incongruent), and semantic complexity (sen-
tence/single word) to test how, and if, the N400 effect was modulated by masking 
strength and semantic complexity. This ANOVA revealed that the N400 effect 
(main effect of congruency: F1,39=104.06, p<0.001) was larger for unmasked than 

masked trials (interaction masking strength x congruency: F1,39=66.80, p<0.001). 
Additionally, we found that the overall ERP amplitude was larger for unmasked 
than masked trials (main effect of masking strength: F1,39=13.76, p<0.001). No 
other main effects or interactions were significant (all p-values>0.234). Overall, 
these results show that the N400 effect was modulated by prime visibility. There-
fore, in further planned post-hoc analyses we tested the N400 effect for masked 
and unmasked trials separately.  

In the unmasked condition, a clear N400 effect was observed (main effect of 
congruency: F1,39=94.42, p<0.001), which was not modulated by semantic com-

plexity (interaction of congruency x semantic complexity: F1,39=1.77, p=0.190). In 
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both unmasked semantic complexity conditions, an N400 effect was observed 
(sentences: t39=6.73, p<0.001; single words: t39=9.49, p<0.001, see Figure 2.2B).  

In contrast, in the masked condition we did not find a significant N400 effect 
regardless of semantic complexity (main effect of congruency: F1,39=2.21, p=0.145; 
interaction of congruency x semantic complexity: F1,39=0.002, p=0.961). Given our 
hypotheses, we tested the congruency effect for sentences and single words sepa-
rately, but no N400 effect was present in either condition (sentences: t39=0.78, 
p=0.439; single words: t39=1.21, p=0.232). 

Still, in our paradigm, single words could occur in different prime positions. 

Previous studies have shown that the SOA between prime and target affects the 
strength of semantic priming (Greenwald et al., 1996; Kiefer, 2002; Kiefer & 
Brendel, 2006; Nakamura et al., 2018). Therefore, we investigated whether prime 
position affected N400 amplitude. To do so, we split the trials according to the 
prime position, i.e. first, second and third, and used this as additional factor in an 
ANOVA. We found that prime position affected the N400 effect for single words in 
the masked condition (interaction congruency x position: F2,78=3.40, p=0.038), but 
not in the unmasked condition (interaction congruency x position: F2,78=0.51, 
p=0.603). Interestingly, post-hoc t-tests revealed that an N400 effect for masked 

single words was only present when the prime was presented in the third posi-
tion, i.e. immediately before target presentation (t39=2.48, p=0.017, see Figure 
2.2C). In the other prime positions no significant N400 effect was observed (sec-
ond prime position: t39=1.10, p=0.274; first prime position: t39=1.13, p=0.261). 

In summary, our results for the unmasked condition revealed an N400 effect 
for both sentences and single words, whereas in the masked condition we only 
found an N400 effect for single words occurring in the third prime position, i.e. 
just before picture presentation. 
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Figure 2.2: N400 ERP effect. (A) Topographic maps of the difference between in-
congruent and congruent trials over time (0 = target, i.e. picture onset). Cluster-
based permutation tests were used to isolate the significant effects, while correct-
ing for multiple comparisons across time and (electrode) space. On each head 

map, channels with a significant effect for at least 50% of its time window are 
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highlighted. (B) ERPs for a central region of interest (see inset) for congruent 
(blue) and incongruent (red) unmasked trials, in the sentence (i) and single word 
(ii) condition. (C) ERPs for congruent (blue) and incongruent (red) masked trials, 
for sentences (i) and single words occurring in the third prime position (ii). Inset 
represents the channels within the cluster that showed the largest effect in the 
time window 336-598 ms. In all figures shaded blue and red areas around the 
wave form indicate between-subject SEM. Time 0 represents the onset of the tar-
get picture. Shaded grey areas highlight the time window of interest for the N400 
effect (336-598 ms). All headmaps are scaled from -1 to 1 microvolts. 

 
2.4. Discussion 

In this study, we investigated the neural mechanisms underpinning sentence 
and single word processing, focusing on the difference between semantic unifica-
tion and lexical retrieval processes under varying levels of awareness. According 
to the Memory, Unification and Control (MUC) model, feedback from the left infe-
rior frontal cortex (LIFC) to the left posterior temporal cortex (LPTC) is crucial for 
semantic unification, i.e. the process in which words meanings are flexibly com-
bined into a sentence (Hagoort, 2005, 2013, 2017). On the contrary, lexical re-

trieval (i.e. single word processing) is thought to rely on a feedforward infor-
mation flow from sensory regions to the LPTC. Here we tested the general claim 
that long-range feedback is required for semantic unification, but not for lexical 
retrieval. To this aim, we reduced stimulus awareness with visual masking, which 
is thought to disrupt long-range connectivity within the brain (Del Cul, Baillet, & 
Dehaene, 2007; Del Cul et al., 2009). We investigated whether, when disrupting 
long-range feedback with masking, semantic unification could still occur. To do so, 
we designed a novel experimental paradigm in which we directly compared se-
mantic unification and lexical retrieval mechanisms.  

Using EEG, we measured brain responses to sequentially presented words 

forming a sentence and single words in a masked priming task. Three 
masked/unmasked words composing a short sentence (e.g. man-pushes-woman) 
were followed by a picture, either congruent or incongruent with the previous 
sentence. This sentence condition was compared with a single word condition, in 
which either a noun (e.g. man) or a verb (e.g. pushes) was followed by congru-
ent/incongruent pictures. Importantly, single words occurred in the first, second 
or third prime position, i.e. at different stimulus onset asynchronies (SOAs). 

Behaviorally, performance on the word(s)-picture matching task was higher in 
the unmasked than in the masked condition. Therefore, masking strongly reduced 

prime visibility. In EEG, in the unmasked condition we found an N400 effect for 
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both unmasked sentences and single words. On the contrary, in the masked con-
dition we did not observe any N400 effect for sentences. In the single word condi-
tion, we only found an N400 effect for single words occurring in the third prime 
position (i.e. just before picture presentation), which supports the claim that 
masked word processing is dependent on the SOA between prime and target 
(Greenwald et al., 1996; Kiefer, 2002; Kiefer & Brendel, 2006; Nakamura et al., 
2018) and that, more generally, masked visual information is fleeting. It is unlikely 
that this effect was driven by prime visibility, because our behavioral results 
showed that performance (visibility) for third-position primes was actually lower 

than in the other two prime positions. 
The absence of the N400 effect for masked sentences may mean that seman-

tic unification cannot be performed when disrupting feedback processing with 
masking. However, in this experimental paradigm, sentences were presented se-
quentially, i.e. word by word. Given that, in the single word condition, we only 
found an effect for words presented at a short SOA, this null result could stem 
from the sequential presentation of the primes. If in the sentence condition the 
information conveyed by the first two words decayed very quickly, combining the 
three words into a sentence would not be possible.  

Moreover, a recent study by van Gaal et al. (2014) found that two masked 
words (negation+ adjective, e.g. not good) can be integrated under reduced 
awareness, although only after subjects were extensively trained on the task (van 
Gaal et al., 2014). The paradigm employed by van Gaal et al. is comparable to our 
paradigm, in terms of both masking technique and timing of stimulus presenta-
tion, although the target was a picture in our study and a word in van Gaal et al.’s 
study. One may thus argue that, in contrast to this study, they found an effect be-
cause two-word integration is easier than three-word integration, which may be 
too effortful under reduced awareness. Indeed, processing under reduced aware-
ness is very limited compared to fully conscious processing, both in terms of at-

tentional allocation and working memory load (Dehaene et al., 2006; Lamme, 
2006).  

Finally, in this study we employed target pictures with one character in the 
noun trials, whereas in the sentences and verb trials we employed pictures with 
two characters. Therefore, it may be that prime-target match in the noun case 
was easier compared to the other two cases. This could lead to task-related dif-
ferences between the noun and sentence/verb conditions.  

To overcome these limitations, we performed an additional experiment in 
which two words (instead of three) were presented simultaneously and at a short 

SOA. In order to minimize task-related differences, we employed the same two-
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character pictures in all conditions. We reasoned that, if we replicated our previ-
ous findings, this would suggest a true difference between sentence and single 
word processing, not biased by task-related effects or by the fleeting nature of 
masked word processing. Issues related to both this study and its follow-up will be 
jointly discussed in the Discussion section of the following chapter. 
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3  
Is feedback processing necessary for semantic 

unification? How awareness affects 

simultaneously presented sentences 

This chapter appeared in: Mongelli, V., Meijs, E. L., van Gaal, S., & Hagoort, P. 
(2019). No language unification without neural feedback: How awareness affects 
sentence processing. NeuroImage, 202, 1–12. (Experiment 2) 
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Abstract 
According to the Memory, Unification and Control (MUC) framework, seman-

tic unification is realized in a dynamic interplay between the left inferior frontal 
cortex (LIFC) and the left posterior temporal cortex (LPTC), whereas lexical re-
trieval (single word processing) relies on feedforward mechanisms within the 
LPTC. In previous work, we tested the claim that feedback processing is required 
for semantic unification but not for lexical retrieval. To do so, we disrupted feed-
back processing through visual masking, which impairs long-range feedback pro-
cessing while preserving feedforward processing. In an electroencephalography 

(EEG) experiment, subjects performed a priming task in which masked/unmasked 
sentences or single words were judged as congruent or incongruent with respect 
to a target picture. Importantly, single words occurred at different stimulus onset 
asynchronies (SOAs). We focused on the N400 effect as a typical neural signature 
of semantic incongruency. Our findings showed an N400 effect for both sentences 
and single words in the unmasked condition, and only for single words occurring 
at the shortest SOA in the masked condition. Since in the sentence condition 
words were presented sequentially, the absence of an effect could be due to the 
fleeting nature of masked visual processing. To overcome this limitation, we per-

formed a follow-up EEG experiment in which 40 subjects performed a similar 
masked priming task, in which words in the sentence condition were simultane-
ously presented. We found an N400 effect for masked single words and not for 
sentences, replicating our previous findings. Overall, our results suggest that long-
range feedback processing is required for semantic unification, but not for lexical 
retrieval. 
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3.1. Introduction  
Language comprehension is more than retrieving single word meanings from 

memory and concatenating them. It also requires putting these meanings into 
context and unifying them in order to form a novel meaning at the sentence level. 
Combinatorial processing, here defined as unification (Hagoort, 2005, 2013, 
2017), is a landmark of language processing across all representational domains 
(Jackendoff, 2002). According to the Memory, Unification and Control (MUC) 
model, semantic unification is performed in a dynamic interplay between the left 
inferior frontal cortex (LIFC) and the left posterior temporal cortex (LPTC), where-

as lexical retrieval (single word processing) relies on feedforward processing with-
in the LPTC (Hagoort, 2017; Hultén et al., 2019).  

In previous work, reported in Chapter 2, we tested the claim that long-range 
feedback processing, likely involving frontal and temporal areas, is required for 
semantic unification, but not for lexical retrieval. We employed visual masking to 
disrupt feedback and investigated whether, under these conditions, semantic uni-
fication processes were spared. Masking is thought to impair feedback between 
distant brain areas, while preserving feedforward processing (Del Cul et al., 2009; 
Fahrenfort et al., 2007, 2017; Lamme & Roelfsema, 2000). In an electroenceph-

alography (EEG) masked priming experiment, we compared sentence and single 
word processing focusing on the N400 effect, a typical signature of semantic in-
congruency (Kutas & Federmeier, 2010; Kutas & Hillyard, 1980). It has been shown 
that, at least under certain conditions, masked single words still trigger an N400 
effect (Kouider & Dehaene, 2007), while the possibility of masked combinatorial 
processing is more controversial (Rabagliati et al., 2018; Rohaut & Naccache, 
2018). In the sentence condition, masked/unmasked words forming a short sen-
tence (e.g. man-pushes-woman) were presented sequentially (i.e. word by word) 
and followed by a target picture, which could be either congruent or incongruent 
with the previous sentence. In the single word condition, masked/unmasked 

words (nouns and verbs) appearing at different stimulus onset asynchronies 
(SOAs)9 were also followed by congruent/incongruent pictures.  

Our results showed that both unmasked sentences and single words triggered 
a robust N400 effect. On the contrary, in the masked condition an N400 effect was 
only found for masked single words occurring at the shortest SOA, i.e. just before 
picture presentation. The absence of an effect in the masked sentence condition 
may suggest that masking impairs semantic unification, which may therefore rely 
on feedback processing. However, since in our paradigm words composing the 
sentence were sequentially presented, this null result may also be caused by the 

                                                           
9
 SOA is the time from mask onset to target onset. 
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fleeting nature of masked visual processing. Indeed, previous studies have shown 
that masked semantic priming is more likely to occur at short SOAs (Greenwald et 
al., 1996; Kiefer, 2002; Kiefer & Brendel, 2006; Nakamura et al., 2018).  

A second limitation of the previous experiment is that we employed different 
target pictures in the noun and sentence/verb conditions. This may have intro-
duced task-driven effects in our results. Finally, in a study with very similar exper-
imental settings, van Gaal et al. (2014) found that two masked words (nega-
tion+adjective, e.g. not good) may trigger an N400 effect (van Gaal et al., 2014). 
Since processing capacities under reduced levels of awareness are very limited 

(Dehaene et al., 2006; Lamme, 2006), it may be that they found an effect simply 
because they employed two words, whereas we employed three words in the sen-
tence condition. In this case, the null result of the previous study would not be 
caused by specific differences between semantic unification and lexical retrieval. 
Employing two-word sentences instead of three-word sentences would rule out 
this alternative explanation. 

To overcome these limitations, we ran a follow-up experiment in similar ex-
perimental settings. The main differences were in the sentence condition, in 
which we simultaneously presented two-word combinations at a short SOA. 

Moreover, we aimed to minimize task-related differences by employing the same 
target pictures across all conditions. We reasoned that, if we replicated our previ-
ous findings, the null result in the sentence condition would confirm that feedback 
disruption selectively impairs semantic unification processes.  

 
3.2. Material and Methods 
 

3.2.1. Participants 
40 subjects (25 females) participated in this study. All subjects were right-

handed native Dutch speakers, aged between 18 and 35, had normal or corrected-

to-normal vision, no neurological history and were naive to the purpose of the ex-
periment. Subjects gave written informed consent prior to participation, according 
to the Declaration of Helsinki. They received 56 euros for their participation. 

 
3.2.2. Stimuli 

In the sentence condition, we employed two-word combinations composed 
by either agent/action pairs (e.g. man pushes, in Dutch man duwt) or pa-
tient/action pairs (e.g. man is pushed, in Dutch man geduwd). We will refer to 
these combinations as sentences. As in the previous experiment, sentences were 

obtained by combining words that are not lexically related with each other. Con-
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trary to the previous experiment, the two words forming the sentences were pre-
sented one above the other. In the noun and verb conditions, we employed re-
spectively the same four nouns and four active/passive verbs that were used in 
the sentence condition. The nouns employed to fill the agent/patient roles were 
the following: man, woman, boy, girl (in Dutch: man, vrouw, jongen, meisje). The 
verbs employed to fill the action role were the following: (i) active verbs: pushes, 
measures, drags, finds (in Dutch: duwt, meet, sleept, vindt); (ii) passive verbs: is 
pushed, is measured, is dragged, is found (in Dutch: geduwd, gemeten, gesleept, 
gevonden). Nouns and active verbs were the same as in the previous experiment.  

As in the previous experiment, sentences and single words were followed by a 
picture, either congruent or incongruent with the previous sentence/word (Figure 
3.1A). We employed the same, previously tested picture database (Menenti et al., 
2011). Pictures portrayed transitive events like pushing or dragging, together with 
the agent and patient of the event. Within each picture there were two actors 
(one male and one female, either both children or both adults). One of the two 
actors (the male or the female) played the agent role. The agent position (right or 
left) was randomized. Menenti et al. (2011) tested the database to verify whether 
the events described were informative enough. Next, they selected the verb that 

was most frequently used to describe each action in order to form the verb-
picture pair. 

Pictures had a size of 400x300 pixels. Masks were created in the same way as 
in the previous experiment, i.e. randomly presenting strings of uppercase letters, 
which were slightly overlapping in order to augment mask density. However, since 
in the case of passive verbs masked words were slightly longer than active verbs, 
we increased the number of letters composing each mask (ten letters instead of 
seven). As in the previous experiment, the space between the center of each let-
ter was 10 pixels. Both words and masks were presented in Arial lowercase font 
with a size of 20. Word(s) stimuli were presented in white against a black back-

ground. Participants’ distance from the monitor was approximately 110 cm. 
 

3.2.3. Experimental design 
The experiment was programmed using Presentation software (Neurobehav-

ioral Systems, Albany, NY, USA). As in the previous experiment, we employed a 2 
(primes semantic complexity: sentence or single word) x 2 (target congruency: 
congruent or incongruent) x 2 (masking strength: masked or unmasked) factorial 
design. In the sentence condition, we built incongruency by reversing the actors’ 
roles in the picture (e.g. if the prime was man pushes, then the picture depicted a 

woman pushing a man; if the prime was man is pushed, then the picture depicted 
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a man pushing a woman). In both sentence and single word blocks, each block in-
cluded 96 trials and lasted approximately 5 minutes. Each block included 50% 
masked and 50% unmasked trials, randomly mixed within blocks.  

In masked trials, stimuli presentation was the following: a fixation cross (300 
ms), a blank screen (200 ms), a first mask (67 ms), a prime (33 ms), a second mask 
(67 ms), a target picture (1000 ms) and a fixation cross (200 ms). After the fixation 
cross, an answer screen with the options match/no match (in Dutch: wel 
match/geen match) appeared (see Figure 3.1A and 3.1C for examples of the trial 
structure). The position of the match answer (left or right) was randomized. In 

unmasked trials, we presented a fixation cross (300 ms), a blank screen (200 ms), 
a first blank (67 ms), a prime (67 ms), a second blank (33 ms), a target picture 
(1000 ms) and a fixation cross (200 ms). The unmasked prime had a longer dura-
tion than the masked prime in order to increase its visibility. To keep the duration 
of a trial constant (i.e. 1867 ms) across visibility conditions, the duration of blanks 
in the unmasked condition was adjusted accordingly. Due to a programming error, 
in the noun/verb main EEG session the duration of the second mask in the masked 
trials was 33 ms, whereas the duration of the second blank in the unmasked trials 
was 67 ms. However, this did not influence our results, as performances did not 

differ between the training session and the main EEG session (see the Results sec-
tion for further details). 

Contrary to the experiment reported in Chapter 2, in which pictures in the 
noun condition only included one character, we employed the same two-
character pictures as in the sentence and verb condition, in order to minimize task 
differences between the sentence and the single word condition. Since the noun 
primes referred to a single person (man, woman, boy or girl), and pictures depict-
ed either a man and a woman or a boy and a girl, we employed a color-coded ver-
sion of the pictures, instead of the greyscale version previously used. The agent 
was depicted in green and the patient was depicted in red. In the noun condition, 

participants had to indicate if the green character matched with the prime by 
pressing a key on the keyboard with their left or right hand (depending on the lo-
cation of the match/no match answer). In the sentence and verb conditions, par-
ticipants had to indicate whether the picture matched or did not match the previ-
ous sentence/verb. They were instructed to respond to the target picture only af-
ter the answer screen appeared. As in the previous experiment, in the sentence 
condition participants needed to combine the two words into a sentence in order 
to perform the task correctly.  

As in the previous experiment, participants were told that each block included 

“easy” and “difficult” trials (the unmasked and masked trials, respectively). Alt-
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hough in the difficult trials words were difficult to read, they had to try to answer 
correctly anyway. There was no speed stress on the discrimination response. In 
each block there were 50% congruent and 50% incongruent trials, which were 
randomly mixed within blocks. The between-trial interval was 750-1250 ms, 
drawn from a random distribution. We will name these trials "picture trials".  

Prime visibility was assessed with a forced-choice discrimination task (16 
masked trials out of 48 for each block), as in the previous experiment. We will 
name these trials “discrimination trials”. In this case, masked primes were fol-
lowed by a four-option screen instead of a picture. Participants were required to 

select among four options the word(s) they had just seen. The four options were 
presented in lowercase letters and around a fixation cross, in a square configura-
tion. The correct option occurred in equal percentage across the four possible po-
sitions around the fixation cross (up-left, up-right, low-left, low-right). As in the 
previous study, this forced-choice discrimination task was added as a supplemen-
tary visibility check, given that in the main task participants also had to discrimi-
nate the prime(s) in order to respond correctly. After every block, participants re-
ceived feedback on their performance, for masked and unmasked trials together. 

 

3.2.4. Procedure 
In this experiment, we increased the number of trials per condition compared 

to the experiment reported in Chapter 2. A single EEG session would have been 
too long, hence we split the EEG recording in two sessions. Therefore, in total the 
experiment consisted of three separate sessions on separate days. In the first ses-
sion, participants performed a short version of the task for 6 blocks (2 sentence, 2 
noun and 2 verb blocks), with no EEG recording, in order to familiarize themselves 
with the task. They were introduced to both task and stimuli before starting the 
measurement. During the second session, participants performed 12 sentence 
blocks while EEG was recorded. During the third session, participants performed 6 

noun blocks and 6 verb blocks while EEG was recorded. The second and third ses-
sions were both completed within 1-7 days after the first and their order was 
counterbalanced across subjects. In the EEG recording sessions, there were 1152 
trials in the sentence condition and 576 trials in each single word condition (there-
fore 1152 trials in total). Before starting the EEG recordings, participants were 
briefly reminded of task and stimuli and performed one practice block (in the 
noun/verb session, this was randomly selected across block types). In all sessions, 
block order was randomized across participants.  
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3.2.5. Electroencephalographic measurements   
Electroencephalographic measurements and parameters, which were the 

same as in the previous experiment, are reported below. The electroencephalo-
gram was recorded continuously from 61 active Ag/AgCL electrodes with an acti-
Cap system (Brain Products GmbH). 59 of these electrodes were mounted on a 
cap with equidistant electrode montage. Two separate electrodes were placed on 
the left and right mastoid, respectively. Blinks were monitored through a separate 
electrode placed below the left eye and the closest frontal electrodes to the left 
eye. Horizontal eye movements were monitored through two electrodes placed 

on the lateral canthi next to the left and right eye. The ground electrode was 
placed on the forehead. EEG and EOG recordings were amplified through Brain-
Amp DC amplifiers. The EEG signal was recorded with a sampling rate of 500 Hz 
and filtered offline with a high-pass filter of 0.1 Hz and a low-pass filter of 40 Hz. 
Electrode sites were re-referenced offline to the average of left and right mas-
toids. The only difference with respect to the previous experiment was data 
epoching, which in this case was performed from -2 to 2.5 s surrounding each tri-
al. All event-related potentials (ERPs) were time-locked to target (picture) presen-
tation. Visual inspection was then performed on trials, and trials containing arti-

facts not related to blinks were removed manually. Note that visual inspection 
was blind with respect to experimental conditions. Channel reconstruction was 
performed based on the nearest neighbor approach. Next, we computed inde-
pendent component analysis (ICA) and removed components containing 
blink/oculomotor artefacts. We performed a baseline correction with the pre-
target interval between 367 and 167 ms before target (i.e. the duration of the 
blank before the first mask).   

 
3.2.6. Statistical analyses 

We performed behavioral analyses (repeated measures ANOVAs and paired t-

tests) in MATLAB (The Mathworks, Natick, MA, USA). For ERP analyses, prepro-
cessing steps were performed in Fieldtrip (Oostenveld et al., 2011). ERP statistical 
analyses were performed using a combination of Fieldtrip and MATLAB scripts. As 
in the previous experiment, we focused on the N400 effect as a neural signature 
of semantic incongruency (Kutas & Hillyard, 1980)10. 

For the ERP analyses, first we performed cluster-based permutation tests 
(Maris & Oostenveld, 2007) on the time window 0-1 s from target (i.e. picture) 
onset, in order to isolate significant ERP effects related to semantic incongruency 

                                                           
10

 For a more detailed description of N400 timing and topography, see the Methods section of 
Chapter 2. 
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(contrast incongruent vs. congruent, all conditions collapsed). A minimum of two 
neighboring electrodes had to pass the threshold of p<0.05 to form a cluster. We 
repeated the cluster-based procedure 10000 times. This Monte-Carlo method 
generated a nonparametric estimate of the p-value representing the statistical 
significance of the originally identified cluster. This analysis isolated significant ef-
fects as clusters in time and space (in this case, the N400 effect). In order to see 
the evolution of significant clusters, we divided the time period (0-1 s) in 10 equal 
bins and plotted for each bin (i.e. 0-100, 100-200, etc.) all electrodes that were 
significant at least 50% of the time (as an example, cf. Figure 3.2A). Next, we iso-

lated the time window and channels in which the N400 effect was significant. To 
do so, we defined the onset and offset of a cluster as the time period around the 
maximum difference in which the difference did not drop below 50% of this max-
imum, and in which at least one channel showed a significant effect. Subsequent-
ly, we selected the 10 channels within the cluster that showed the largest effect 
within this time window (cf. Meijs et al., 2018 for a similar procedure). The result-
ing region of interest (ROI) and time window were used for subsequent analyses 
including all the relevant factors. As in the previous experiment, we also per-
formed all analyses on a central ROI, defined based on previous literature on the 

N400 (Kutas & Federmeier, 2010), as a “sanity check”. These additional analyses 
led to the same results.  

 
3.3. Results  

In this experiment, we compared EEG responses to simultaneously presented 
words forming a sentence with responses induced by single words (nouns and 
verbs). We reasoned that if we replicated findings of the previous experiment, i.e. 
if we found an N400 effect for masked single words and not for masked sentenc-
es, we could conclude that semantic unification cannot be performed under re-
duced awareness. On the contrary, finding an N400 effect for both masked sen-

tences and single words would mean that the null result in Chapter 2 could be ex-
plained by primes sequential presentation in the sentence condition.   

  
3.3.1. Behavior 
 
3.3.1.1. Day 1 (behavioral training)  

Overall, we observed that masking strength affected participants’ accuracy 
(main effect of masking strength: F1,39>1000, p<0.001), and that this effect was 
influenced by semantic complexity (sentences vs. single words) (interaction mask-

ing strength x semantic complexity: F1,39= 12.62, p=0.001).  In follow-up analyses, 
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we found that performance was higher in the unmasked than the masked condi-
tion (sentences: t39=23.04, p<0.001; single words: t39=46.46, p<0.001). For both 
sentences and single words, performance was poor in the masked condition, alt-
hough it was at chance level for sentences (t39=1.42, p=0.160, 50% correct) and 
above chance for single words (t39=5.64, p=<0.001, 53% correct).  

In forced-choice discrimination trials, in which chance level was at 25%, 
masked words were also poorly perceived (sentences: 28% correct; single words: 
32% correct), although subjects performed significantly above chance level for 
both sentences and single words (sentences: t39=2.67, p=0.011; single words: 

t39=6.97, p<0.001). 
 

3.3.1.2. Day 2 (EEG recording)  
Given that the second and third EEG sessions were counterbalanced across 

subjects, they were both considered as day 2. First, we compared participants’ 
accuracy between the training session and the main session. In unmasked trials, 
we found a training effect for sentences (t39 = 3.62, p<0.001), but not for single 
words (t39=1.49, p=0.140). In masked trials, as well in the forced-choice discrimi-
nation trials, participants performed similarly on day 1 and day 2 (all p-

values>0.070). Next, we observed that overall masking strength affected partici-
pants’ accuracy (main effect of masking strength: F1,39>1000, p<0.001), but was 
not modulated by semantic complexity (interaction masking strength x semantic 
complexity: F1,39=0.06, p=0.80). For both sentences and single words, the masked 
and unmasked conditions differed significantly, accuracy being significantly lower 
in the masked condition than in the unmasked condition (sentences: t39=34.64, 
p<0.001; single words: t39=47.23, p<0.001. Figure 3.1B and 3.1D). In the unmasked 
condition, subjects scored very high and strongly above chance (sentences: 
t35=36.46, p<0.001, 90% correct; single words: t35=66.58, p<0.001, 95% correct. 
Figure 3.1B and 3.1D). Performance was poor in the masked condition for both 

sentences and single words, but it was at chance level for sentences (t39=0.41, 
p=0.68, 50% correct) and above chance for single words (t39=7.18, p<0.001, 54% 
correct. Figure 3.1B and 3.1D).  

In forced-choice discrimination trials, masked words were again poorly per-
ceived (sentences: 27% correct; single words: 31% correct), although subjects 
scored significantly above chance level for both sentences and single words (sen-
tences: t39=2.24, p=0.031; single words: t39=6.07, p<0.001). 

In summary, behavioral results in this experiment revealed that performance 
was significantly worse in the masked than in the unmasked condition. Still, one 

may ask why in masked sentence trials performance was above chance in the pre-
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vious experiment (reported in Chapter 2) and at chance in this experiment. This 
may be explained by the fact that sentence words were presented simultaneously 
and, as a consequence, participants had less time to perceive and integrate them. 
Overall, behavioral results in this experiment confirmed our main findings in the 
previous experiment. 
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Figure 3.1: Paradigm and behavioral results. (A) Left panel: trial structure in the 
masked sentence condition. Two masked words forming a sentence were simulta-
neously presented and followed by a target picture, which could be congruent or 
incongruent with the previous sentence. In the figure, a congruent trial is repre-
sented. Participants performed a match/no match task. Right panel: example of 
target pictures employed in the sentence condition. (B) Participants’ accuracy in 
the sentence condition, for unmasked (black) and masked (grey) trials separately. 
Results are presented for Day 2 only. Error bars represent between-subject SEM. 
(C) Left panel: trial structure in the masked single word condition. One word was 

presented and followed by a picture, either congruent or incongruent with the 
previous word. In the figure a congruent trial is represented. Right panel: example 
of target pictures employed in the single word condition. Contrary to the previous 
experiment, target pictures are the same for sentence and single word conditions. 
(D) Participants’ accuracy in the single word condition, for unmasked (black) and 
masked (grey) trials separately. Results are presented for Day 2 only. Error bars 
represent between-subject SEM. 

 
3.3.2. ERP analyses 

Following up on the previous experiment, we investigated whether the N400 
effect was modulated for masked/unmasked simultaneously presented sentences 
and single words. To this end, we performed analyses similarly to the previous ex-
periment. First, we contrasted incongruent and congruent trials employing clus-
ter-based permutation testing, correcting for multiple comparisons across both 
time (0-1 s) and (electrode) space (see Figure 3.2A and Methods section) (Maris & 
Oostenveld, 2007). When we isolated significant effects as clusters in time and 
space (see Methods), we found a significant difference over centro-frontal elec-
trodes from 438-708 ms after target onset and peaking at 544 ms (see Figure 
3.2A; p-value of the cluster between 438-708 ms: p<0.001). 

Next, we investigated how the N400 effect was modulated by masking 
strength and semantic complexity. To do so, we performed repeated measures 
ANOVAs on the N400 time window with three factors: masking strength 
(masked/unmasked), prime/target congruency (congruent/incongruent) and se-
mantic complexity (sentence/single word). We found that the N400 effect (main 
effect of congruency: F1,39=64.76, p<0.001) was larger for unmasked than for 
masked trials (interaction masking strength x congruency: F1,39=48.46, p<0.001). 
This N400 effect was modulated by semantic complexity (interaction congruency x 
semantic complexity: F1,39=14.10, p<0.001), as the N400 effect was larger for sin-

gle words than for sentences. Moreover, there was a marginally significant effect 



55 
 

of semantic complexity, suggesting that the overall ERP amplitude may have been 
slightly higher for sentences than single words (main effect of semantic complexi-
ty: F1,39=3.69, p=0.062). No other main effects or interactions were significant (all 
p-values>0.232). Next, in planned post-hoc analyses, we tested the N400 effect 
for masked and unmasked trials separately, investigating how it was modulated 
by semantic complexity.  

In the unmasked condition, we observed a clear N400 effect (main effect of 
congruency: F1,39=70.48, p<0.001) that was modulated by semantic complexity, 
being larger for single words than for sentences (interaction of congruency x se-

mantic complexity: F1,39=11.45, p=0.001). In both semantic complexity conditions, 
unmasked incongruent trials triggered a larger N400 effect compared to congru-
ent trials (sentences: t39=4.81, p<0.001; single words: t39=9.46, p<0.001. Figure 
3.2B).  

Although the N400 effect was not significant in the masked condition (main 
effect of congruency: F1,39=0.06, p=0.798), we found that the N400 effect was 
modulated by semantic complexity (interaction of congruency x semantic com-
plexity: F1,39=5.88, p=0.020). This effect was driven by the fact that a significant 
N400 effect was observed in the single word condition (t39=2.26, p=0.028), but not 

in the sentence condition (t39=-1.71, p=0.093; if anything the effect was observed 
in the opposite direction, Figure 3.2C).  

In summary, in this experiment we replicated the main findings of the previ-
ous experiment. In the unmasked condition, we found robust neural signatures of 
semantic processing, as reflected by N400 effects for both sentences and single 
words. On the contrary, in the masked condition the N400 effect was only present 
for single words.  
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Figure 3.2: N400 ERP effect. (A) Topographic maps of the difference between in-
congruent and congruent trials over time (0 = target, i.e. picture onset). Cluster-
based permutation tests were used to isolate the significant events, while correct-
ing for multiple comparisons across time and (electrode) space. On each head 

map, channels with a significant effect for at least 50% of its time window are 
highlighted. (B) ERPs for a central region of interest (see inset) for congruent 
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(blue) and incongruent (red) unmasked trials, in the sentence (i) and single word 
(ii) condition. (C) ERPs for congruent (blue) and incongruent (red) masked trials, 
for sentences (i) and single words (ii). Inset represents the channels within the 
cluster that showed the largest effect in the time window 438-708 ms. In all fig-
ures shaded blue and red areas around the wave form indicate between-subject 
SEM. Time 0 represents the onset of the target picture. Shaded grey areas high-
light the time window of interest for the N400 effect (438-708 ms). All headmaps 
are scaled from -1 to 1 microvolts. 

 
3.4. Discussion 

In this study, we investigated semantic unification and lexical retrieval under 
varying levels of awareness. Within the Memory, Unification and Control (MUC) 
model, feedback from the left inferior frontal cortex (LIFC) to the left posterior 
temporal cortex (LPTC) is thought to be required for semantic unification, but not 
for lexical retrieval, which may instead uniquely rely on feedforward processing. 
To do so, we disrupted long-range feedback with visual masking (Del Cul et al., 
2007, 2009; Fahrenfort et al., 2007, 2017; Lamme & Roelfsema, 2000) and investi-
gated whether, under these conditions, semantic unification could still occur.  

In previous work, reported in Chapter 2, we measured ERPs in response to 
sentences and single words in a masked priming task. Three masked/unmasked 
words forming a short sentence (e.g. man-pushes-woman) were sequentially pre-
sented and followed by a picture, which was congruent or incongruent with the 
previous sentence. We compared this sentence condition with a single word con-
dition, with single words occurring at different stimulus onset asynchronies 
(SOAs). In the unmasked condition, we found a strong N400 effect for both sen-
tences and single words, whereas in the masked condition we only found an N400 
effect for single words occurring at the shortest SOA. We reasoned that the ab-

sence of an effect in the sentence condition may be due to the fleeting nature of 
visual processing under reduced awareness (Greenwald et al., 1996; Kiefer, 2002; 
Kiefer & Brendel, 2006; Nakamura et al., 2018). Moreover, in the previous study 
we employed different target pictures for noun and sentence/verb stimuli, which 
could induce task-related differences in the ERP effects. Finally, since a previous 
study by van Gaal et al. (2014) found ERP effects for two-word masked combina-
torial processing (negation+adjective, van Gaal et al., 2014), and given poor and 
short-living capacities of masked processing (Dehaene et al., 2006), it may be that 
we did not find any effect because we employed three words (instead of two) in 

the sentence condition. To clarify these issues, we ran a follow-up experiment in 
which we compared EEG responses to simultaneously presented two-word sen-
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tences and single words, both presented at a short SOA. We minimized task-
related differences by employing the same target pictures across all conditions. 

Overall, as in the previous experiment, behavioral performance on the 
word(s)-picture matching task was higher in the unmasked than in the masked 
condition, suggesting that masking strongly reduced prime visibility. In EEG, in-
congruent word(s)-picture pairs triggered an N400 effect in both unmasked sen-
tence and single word trials. This is in line with previous work, showing that ma-
nipulating semantic congruency within word-picture pairs elicits N400 effects 
(Coco, Araujo, & Petersson, 2017; Federmeier & Kutas, 2001; Willems, Özyürek, & 

Hagoort, 2008). On the contrary, in the masked condition, an N400 effect was only 
observed for single words and not for sentences, confirming previous results.  

In summary, we replicated the findings reported in Chapter 2. Taken together, 
the two experiments suggest that feedback processing may be required for se-
mantic unification, but not for lexical retrieval, which may instead rely on feed-
forward spreading of activation. We will now discuss issues related to both exper-
iments. 

 
3.4.1. The role of awareness in semantic unification 

Our results are consistent with previous work, in which no evidence for se-
mantic unification under reduced awareness was found (Rabagliati et al., 2018; 
Yang et al., 2017). However, our findings contrast with other work, which suggests 
that semantic unification under reduced levels of awareness may be possible, to 
some extent and under certain conditions (Armstrong & Dienes, 2013; Axelrod et 
al., 2015; Nakamura et al., 2018; Sklar et al., 2012). Nevertheless, these previous 
findings are either controversial or may be explained by other factors than seman-
tic unification processes.  

Axelrod et al. (2015) used continuous flash suppression (CFS) to reduce sen-
tence awareness in functional magnetic resonance imaging (fMRI), and found se-

lective responses in the left frontal cortex to masked sentences compared to un-
pronounceable nonwords. However, this effect may not be specifically related to 
semantic unification as sentences and chains of nonwords differ substantially on 
many low-level semantic aspects, nonwords not involving any word-meaning 
mapping.  

Nakamura et al. (2018) measured the N400 effect triggered by congruent (e.g. 
dog-runs) and incongruent (e.g. dog-opens) masked subject/verb pairs within a 
sentence, while varying the distance between subject and verb across sentences. 
They found that incongruent pairs triggered an N400 effect only when subject and 

verb were separated by 0 or 1 word. Although intriguing, these results may reflect 
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simple differences in lexical associations between congruent (dog-runs) and in-
congruent (dog-opens) pairs, instead of true unification processes.  

A similar criticism can be formulated against Sklar et al. (2012), who used CFS 
to show that masked sentences containing semantic anomalies (e.g. “I ironed cof-
fee”) break through interocular suppression quicker than masked control sen-
tences (e.g. “I drank coffee”), which they have interpreted as evidence for uncon-
scious integration of different words into a sentence. As in the previous study, 
their results could be due to lexical differences between related (drink-coffee) and 
unrelated (iron-coffee) items, instead of unification mechanisms. Moreover, re-

cently Sklar et al.’s findings failed to replicate (Rabagliati et al., 2018), and have 
been criticized based on methodological grounds as well (Shanks, 2017).  

Overall, it is not clear whether previous work on semantic unification under 
reduced levels of awareness properly disentangled semantic unification and lexi-
cal retrieval effects. To the best of our knowledge, this is the first work that may 
control for this confound, as (i) in our study, we used sentences obtained by com-
bining words that are not lexically related, and (ii) we directly compared masked 
sentences and single words within one experimental paradigm.  

The claim that sentence processing is impaired under reduced awareness is 

also supported by studies performed when subjects were asleep and studies in 
patients with disorders of consciousness (DOC). Here, N400 effects are described 
as weaker, partial and delayed compared to wakefulness (Bastuji, Perrin, & 
Garcia-Larrea, 2002; Brualla, Romero, Serrano, & Valdizan, 1998; Daltrozzo, 
Claude, Tillmann, Bastuji, & Perrin, 2012; Davis et al., 2007; Ibáñez, López, & 
Cornejo, 2006; Rohaut et al., 2015; Steppacher, Kaps, & Kissler, 2016; Strauss & 
Dehaene, 2019). It has been argued that during sleep, there is decreased long-
distance connectivity between brain regions (Boly et al., 2012; Massimini et al., 
2005; Spoormaker, Gleiser, & Czisch, 2012; Tagliazucchi et al., 2013), and that the 
sleeping brain may still process semantic information, but in a purely feedforward 

manner (Strauss & Dehaene, 2019). In the vegetative state (no conscious aware-
ness), it has been found that long-distance connectivity between frontal and tem-
poral regions is disrupted (Boly et al., 2011). These findings are compatible with 
our hypothesis that long-distance feedback processing may play an important role 
in some sentence-level processes. 

 
3.4.2. Visual masking as a tool to investigate feedback processing 

One important assumption of this work is that visual masking selectively dis-
rupts feedback processing between distant brain areas, while preserving feedfor-

ward processing. In many influential theories of consciousness, unconscious in-
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formation seems to be processed mainly in a feedforward manner (Lamme & 
Roelfsema, 2000), while conscious processing is thought to be uniquely marked by 
dynamic recurrent interactions between distant brain regions (Dehaene & 
Changeux, 2011; Lamme, 2006). A highly-distributed fronto-temporo-parietal acti-
vation was found to be a correlate of conscious reportability (Del Cul et al., 2007), 
and long-distance feedback processing from frontal to temporal cortices was ob-
served to be diminished in patients with disorders of consciousness (Boly et al., 
2011). Further, previous research on visual perception showed that masking inter-
feres with visual awareness by disrupting feedback processing from higher to low-

er visual areas, whereas feedforward processing is substantially preserved 
(Fahrenfort et al., 2007, 2017; Kovacs et al., 1995; Lamme, Zipser, & Spekreijse, 
2002). Other studies showed that masking also disrupts long-distance feedback 
processing from frontal areas to higher visual areas (Del Cul et al., 2009).  

Although these studies do not provide direct proof that masking impairs 
feedback processing between frontal and temporal areas, as predicted by the 
MUC model (Hagoort, 2017; Hultén et al., 2019), they strongly suggest that mask-
ing impairs long-distance feedback processing between many distant brain regions 
(potentially including frontal and temporal areas), while preserving feedforward 

processing. Therefore, an impairment of feedback between frontal and temporal 
areas due to masking seems a plausible consequence, although this should be 
confirmed by future studies. 

Within this theoretical framework, when information is consciously processed 
in a global, recurrent network, it can also be maintained ad libitum in working 
memory (Baars & Franklin, 2003; Dehaene et al., 2006). Therefore, when feedback 
processing is impaired, working memory may also be impaired. Interestingly, pre-
vious studies have also shown that masking impairs working memory without di-
rectly affecting awareness of stimulus material (Blalock, 2013; Ricker & Sandry, 
2018). The extent to which working memory and consciousness can be dissociated 

is debated (Soto & Silvanto, 2014). Future studies should address the question 
whether, and if so to what extent, working memory and awareness differentially 
affect unification processes. At the same time, the MUC model implements work-
ing memory, in the service of multi-word integration processes (Hagoort, 2017). 

 
3.4.3. Residual levels of awareness in visual masking 

Our behavioral results revealed that performance on masked single words, 
despite being poor, was above chance level, and thus participants may have been 
partially aware of the masked primes (possibly due to the fact that task instruc-

tions explicitly stated that in the masked conditions words were present). This is 
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compatible with previous findings, showing that the N400 effect is absent when 
single words are presented in a fully unconscious fashion (Kang, Blake, & 
Woodman, 2011). Therefore, we do not claim that in our paradigm masked primes 
were unconscious. Still, visibility of masked and unmasked trials differed strongly, 
as revealed by accuracy in both the main and the discrimination task. Moreover, 
importantly, our results suggest that masked processing of sentences and single 
words may differ on a qualitative point of view. Namely, the N400 effect was pre-
sent for masked single words, but not for masked sentences. If confirmed by fu-
ture work, these qualitative differences would suggest that reducing stimulus visi-

bility has a stronger effect on unification processes (fully abolishing it) compared 
to lexical retrieval processes (leaving it partly intact).  

 
3.4.4. Differences between unification, multiple word processing and 
single word processing 

One may argue that the differences between masked sentence and single 
word processing in our results are not truly qualitative, but only reflect higher dif-
ficulty of sentence processing compared to single word processing. Indeed, in the 
experiment reported in this chapter (compared to the experiment reported in 

Chapter 2) the N400 effects in the single word condition were stronger compared 
to the sentence condition (for both masking conditions). In our experimental par-
adigm, we aimed to minimize task differences between sentences and single 
words, for example by employing the same two-actor pictures in all conditions in 
the experiment reported in this chapter. However, one intrinsic limitation of our 
study (but potentially of all studies investigating sentence and single word pro-
cessing) is that sentence and single word processing are hardly comparable, be-
cause task difficulty at the sentence level may be harder with respect to the single 
word level. In fact, the same holds for the factor masking: since the N400 effect is 
much larger for masked and unmasked stimuli, there is also more room for exper-

imental modulations. 
Our findings speak to a broad literature aiming to link ERP effects as the N400 

and the P600 to lexical and/or unification processes. Whether the N400 effect re-
flects lexical or unification mechanisms is still a matter of debate (Baggio & 
Hagoort, 2011; Kutas & Federmeier, 2010; Lau et al., 2008). Recently, it has been 
proposed that the N400 effect indexes lexical retrieval, while the P600 (a centro-
parietal distributed positivity often associated with syntactic violations, Hagoort et 
al., 1993), reflects unification (Brouwer, Crocker, Venhuizen, & Hoeks, 2017). In 
our results, we did not find any P600 effect in the sentence condition (not even in 

further uncorrected exploratory analyses, data not reported). Therefore, at least 
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in our experimental paradigm, the N400 effect seems to reflect both unification 
and lexical retrieval processes.  

It has been found that combinatorial operations simpler than sentence pro-
cessing may occur under reduced levels of awareness (Armstrong & Dienes, 2013; 
Scott et al., 2018; van Gaal et al., 2014). Van Gaal et al. (2014) investigated the 
negation of valence by presenting masked negation-adjective pairs (e.g. not-bad), 
which formed incongruent combinations with a visible target (e.g. murder). They 
compared this condition with a congruent condition (e.g. not-good murder) and 
found an N400 effect . The paradigm employed by van Gaal et al. is comparable to 

our paradigm, in terms of both masking technique and timing of stimulus presen-
tation, although the target was a picture in our study and a word in van Gaal et 
al.’s study. One may thus wonder why, in contrast to our studies, they did find an 
effect of masked multiple words processing. There may be two reasons for that, 
one methodological and one theoretical.  

First, in the study by van Gaal et al. (2014) participants underwent a negation 
training in an experimental session before the main session (that took place on a 
different day), in which subjects were actively trained to either categorize the 
modifier-adjective combination as positive (e.g. not-bad, very-good), or negative 

(e.g. not-good, very-bad). This training likely increased the automaticity of the ne-
gation process, and established a lexical association between the negation and the 
adjective. Therefore, the likelihood of observing N400 effects in the following EEG 
session was also increased.  

A second, theoretical, explanation comes from recent psycholinguistic theo-
ries, in which word retrieval and the application of simple syntactic rules are 
thought to share some neural resources (Jackendoff, 2007). Accordingly, chunks of 
syntactic structures (like negation+adjective or negation+noun combinations) are 
assembled in memory retrieval regions (LPTC), exploiting local processing within 
these areas, and stored there along with words. Later, these pre-assembled 

chunks are retrieved for unification operations and combined with other chunks in 
order to form larger structures, i.e. sentences (Hagoort, 2017). In this framework, 
the negation-adjective combinations investigated by van Gaal et al. (2014) differ 
from the sentence structures we focused on, which are higher in the syntactic hi-
erarchy and may exploit different neural resources. The same is true for the find-
ings of Armstrong & Dienes (2013), who investigated subliminal processing of ne-
gation using subjective threshold measurements.  

Given the findings by van Gaal et al. (2014), it is unlikely that results of the 
masked sentence condition in the experiment reported in this chapter are fully 

explained by difficulties allocating attention to two words presented simultane-
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ously, or by easier visibility of one prime word compared to multiple prime words. 
Taken together, our results and van Gaal et al.’s results suggest that masking may 
specifically disrupt sentence processing (unification), but not multiple word pro-
cessing, although this is of course only indirect proof. The way awareness differen-
tially modulates structures on different levels of the semantic and syntactic hier-
archy should be further explored in future work. 

 
3.4.5. Conclusion 

In summary, our findings suggest that disrupting long-range feedback by 

means of visual masking may impair semantic unification, but not lexical retrieval. 
Since masking reduces visual awareness, this implies that single words may be 
processed under reduced awareness, whereas full awareness is required for se-
mantic unification. If confirmed by future studies, our results may show that long-
range feedback processing, potentially implying frontal and temporal areas, may 
be an important prerequisite of semantic unification, supporting a core prediction 
of the MUC model (Hagoort, 2017; Hultén et al., 2019; Snijders et al., 2009).  
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4  
Is feedback processing necessary for syntactic 

unification?  
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Abstract 
Language combinatorial operations, here referred to as unification, take place 

in parallel at both the semantic and the syntactic level. Within the MUC (Memory, 
Unification and Control) model, semantic and syntactic unification are thought to 
require recurrent processing between the left inferior frontal cortex (LIFC) and the 
left posterior temporal cortex (LPTC). In previous work, we found that long-
distance feedback processing, possibly involving frontal and temporal areas, may 
be crucial for semantic unification. Here, we investigate whether feedback pro-
cessing is also required for syntactic unification. We employed a visual masking 

paradigm, by which we disrupted long-distance feedback processing, and investi-
gated whether, under these conditions, syntactic unification mechanisms were 
preserved. We recorded event-related potentials (ERPs) while 40 participants per-
formed a masked priming task, in which masked/unmasked primes (e.g. he) were 
followed by unmasked targets (e.g. drives), forming syntactically correct or incor-
rect combinations (he drives vs. *he drive). This syntactic condition was compared 
with a semantic priming task, in which masked/unmasked primes and unmasked 
targets formed congruent or incongruent pairs (e.g. winter-summer vs. winter-
core). In the unmasked condition, both semantic and syntactic stimuli triggered an 

N400 effect that, for semantic stimuli, was also followed by a late positivity. In the 
masked condition, no ERP effects were found. These results suggest that (i) long-
distance feedback processing may be required for syntactic unification, although 
future studies should provide more direct and conclusive proof of this claim; (ii) 
task settings may strongly influence masked semantic priming at the single word 
level. 
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4.1. Introduction  
Unification, according to the MUC (Memory, Unification and Control) model 

(Hagoort, 2005, 2013, 2017), refers to the combinatorial aspect of language. Unifi-
cation is a hallmark of language processing across all representational domains, 
hence it is thought to take place in parallel at the syntactic, semantic and phono-
logical level (Jackendoff, 2002, 2007). Semantic unification is defined as “the inte-
gration of word meaning into an unfolding representation of the preceding con-
text” (Hagoort et al., 2009). Syntactic unification is defined as the combination of 
lexical items (words or chunks of structures, e.g. adjective+noun) retrieved from 

memory into larger structures (e.g. noun or verb phrases). This usually involves 
checking that agreement features (e.g. number, gender, person) of different lexi-
cal items match with each other11. Within the MUC framework, syntactic unifica-
tion is realized in a dynamic interplay between the left inferior frontal cortex 
(LIFC) and the left posterior temporal cortex (LPTC, Snijders et al., 2009; Tyler et 
al., 2011), similarly to its semantic counterpart. Accordingly, syntactic unification 
may require feedback processing from LIFC to LPTC. 

As noticed above, unification also occurs at the syntactic level. However, syn-
tax and semantics cannot be reduced to each other (Adger, 2018; Chomsky, 1957), 

and semantic and syntactic processes are thought to be subserved by partially dif-
ferent brain mechanisms (Ferreira & Clifton, 1986; Friederici et al., 2000; Newman 
et al., 2003). It has been argued that semantic and syntactic unification rely on 
different regions within the LIFC, with dorsal and ventral areas that are specialized 
in syntactic and semantic unification, respectively (Hagoort & Indefrey, 2014). This 
suggests that semantic and syntactic unification should be tested separately. 

In two electroencephalography (EEG) experiments (Mongelli, Meijs, van Gaal, 
& Hagoort, 2019), we tested the role of feedback processing in semantic unifica-
tion and compared it to lexical retrieval, i.e. single word processing. We disrupted 
feedback mechanisms through visual masking and investigated whether, under 

these conditions, semantic unification mechanisms were preserved. Previous 
studies have shown that visual masking disrupts feedback processing between 
(distant) brain areas, while mostly preserving feedforward processing (Del Cul et 
al., 2009; Fahrenfort et al., 2007, 2017; Lamme & Roelfsema, 2000)12. We found 
that long-range feedback processing, potentially involving LIFC, is required for se-
mantic unification, but not for lexical retrieval processes.  

                                                           
11

 For a more detailed account of semantic and syntactic unification, cf. Section 1.3.1 and 1.3.2 of 
the Introduction, respectively. 
12

 For a more extensive discussion of this claim, cf. section 1.6 of the Introduction and the Discus-
sion (section 3.4.2) of Chapter 3. 
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As argued above, semantic and syntactic unification are thought to be sub-
served by partially different mechanisms, hence they should be tested separately. 
Here, following up from our work on semantic unification, we investigated wheth-
er long-range feedback is involved in syntactic unification, similarly to semantic 
unification mechanisms. Unlike semantic priming, which has been extensively 
studied under different visibility conditions (Kouider & Dehaene, 2007), only a few 
studies specifically tackled syntactic processing under reduced levels of aware-
ness. A few behavioral studies investigated masked syntactic priming at the single 
word level, for example comparing words of the same grammatical category with 

words of different grammatical categories (e.g. noun-noun vs. noun-verb), and 
these studies have observed that the repetition of the same grammatical category 
results in faster reaction times (RTs) compared to alternations in grammatical cat-
egory (Ansorge et al., 2013; Berkovitch & Dehaene, 2019; Deutsch et al., 1998).  

There is behavioral and neuroimaging evidence that syntactic processing un-
der reduced levels of awareness may also be realized at the multiple word level 
(Batterink & Neville, 2013; Hung & Hsieh, 2015; Iijima & Sakai, 2014; Jiménez-
Ortega, Espuny, de Tejada, Vargas-Rivero, & Martín-Loeches, 2017; Jiménez-
Ortega et al., 2014; Pulvermüller & Shtyrov, 2003), even though evidence is mixed 

(Batterink et al., 2010). Some authors found that syntactic processing under re-
duced levels of awareness triggers an early left lateralized anterior negativity 
(ELAN/LAN) effect, while fully conscious syntactic processing uniquely evokes a 
P600 effect (Batterink & Neville, 2013; Jiménez-Ortega et al., 2014). Both 
ELAN/LAN and P600 have been observed in response to syntactic anomalies 
(Friederici, Pfeifer, & Hahne, 1993; Hagoort et al., 1993; Osterhaut & Holcomb, 
1992). ELAN/LAN is thought to reflect automatic mechanisms mediating syntactic 
processing, whereas the P600 is elicited by more controlled mechanisms 
(Friederici, 2002), for example in response to the so-called garden path sentences 
(i.e. sentences in which, at critical points, the reader has to revise the structure 

initially followed – e.g. The horse raced past the barn fell). However, as we already 
noticed for masked semantic priming, experimental paradigms and techniques for 
reducing stimulus awareness strongly differ across studies.  

In this study, we investigated whether long-range feedback is required for 
syntactic unification. As in the experiments described in Chapter 2 and 3, we dis-
rupted feedback through visual masking and investigated whether, under these 
conditions, syntactic unification was preserved. To do so, we combined syntactic 
combinatorial processing and single word processing within the same paradigm. In 
an EEG experiment, masked/unmasked primes (e.g. he or one) were followed by 

unmasked targets (e.g. drives or hat), forming syntactically correct or incorrect 
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combinations (he drives vs. *he drive13 or one hat vs. *one hats). We compared 
these syntactically correct/incorrect combinations with single word pairs in a se-
mantic priming task, in which masked/unmasked primes and unmasked targets 
formed congruent or incongruent combinations (e.g. winter-summer vs. winter-
core). 

In the unmasked condition, in which all words were clearly perceivable, we 
hypothesized that syntactic combinations would trigger a P600 effect, while se-
mantic combinations would trigger an N400 effect. In the masked conditions, se-
mantic combinations may also trigger an N400 effect, replicating previous findings 

(Deacon et al., 2000; Kiefer, 2002; Kiefer & Brendel, 2006; Kiefer & Spitzer, 2000). 
For masked syntactic combinations, there were two possibilities. If masked syn-
tactic combinations would trigger an event-related potential (ERP) effect, for ex-
ample the ELAN/LAN (Batterink & Neville, 2013; Jiménez-Ortega et al., 2014), this 
would suggest that long-range feedback processing is not required for syntactic 
unification. However, if no effects would be observed for masked syntactic com-
binations, we may conclude that long-range feedback is necessary for syntactic 
unification mechanisms, confirming our previous findings on semantic unification. 

 

4.2. Material and Methods 
 

4.2.1. Participants 
48 subjects (28 females) participated in this study. Eight subjects presented 

drifts in the EEG signal due to hot weather conditions and hence a high tempera-
ture in the EEG lab. These eight participants were excluded from all analyses, be-
fore further hypothesis-driven inspection of their data. All subjects were right-
handed native Dutch speakers, aged between 18 and 35, had normal or corrected-
to-normal vision, no neurological history and were naive to the purpose of the ex-
periment. Subjects gave written informed consent prior to participation, according 

to the Declaration of Helsinki. They received 25 euros or 2.5 research credits for 
their participation. 

 
4.2.2. Stimuli 

In the syntactic trials, we employed subject/verb pairs (e.g. he drives, in Dutch 
hij rijdt; see Table 2 for a complete list of the verbs) and numeral/noun pairs (e.g. 
one hat, in Dutch een muts; see Table 2 for a complete list of the nouns), forming 
syntactically correct or incorrect combinations (e.g. he drives or one hat vs. *he 
drive or *one hats, in Dutch hij rijdt or een muts vs. *hij rijden or *een mutsen). 

                                                           
13

 In linguistics, the star is used to mark an utterance considered as ungrammatical. 
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From now on, we will refer to these combinations as “syntactic-verb” and “syntac-
tic-noun” pairs, respectively. In the syntactic-verb pairs, the subject was either the 
singular third-person pronoun he (in Dutch hij) or the plural first-person pronoun 
we (in Dutch wij). There were 30 verbs in total. In the syntactic-noun pairs, the 
numeral was either one (in Dutch een) or two (in Dutch twee). There were 30 
nouns in total.   

In the semantic trials, we employed prime/target pairs, either related or unre-
lated (e.g. winter-summer vs. winter-core, in Dutch winter-zomer vs. winter-kern; 
see Table 1 for a complete list of the words). The lexical material included 30 

nouns, divided as follows: 10 nouns were employed as targets and combined with 
10 primes, either related or unrelated, thus forming 10 related and 10 unrelated 
prime/target pairs. Therefore, different word lists were employed for related 
primes, unrelated primes and targets. This means that target words never ap-
peared as primes, and vice versa. On the contrary, the same words appeared as 
both masked and unmasked primes. 

All nouns and verbs were 4-8 letters long, and matched for length and fre-
quency within stimulus type (i.e. within semantic and syntactic trials) and across 
stimulus type (i.e. semantic vs. syntactic trials). Frequencies were extracted from 

SUBTLEX-NL, a database of Dutch word frequencies based on film and television 
subtitles (Keuleers, Brysbaert, & New, 2010)14. In all conditions, the two words 
were presented sequentially, i.e. one after the other.  

The masks consisted of ten randomly chosen uppercase letters, which were 
slightly overlapping to increase the density of the mask. The space between the 
center of each letter was 10 pixels. Words and masks were presented in Arial low-
ercase font with a size of 20. Stimuli were presented in white against a black back-
ground. Participants were seated at a distance of approximately 70 cm from the 
computer screen. 

 

4.2.3. Experimental design 
The experiment was programmed using Presentation software (Neurobehav-

ioral Systems, Albany, NY, USA). We employed a 2 (masking strength: masked or 
unmasked) x 2 (target congruency: congruent or incongruent) factorial design, 
separating syntactic and semantic stimuli. Note that the term “target congruency” 
includes both syntactic correctness (syntactic trials) and semantic relatedness 
(semantic trials). In both syntactic and semantic blocks, each block included 120 
trials and lasted approximately 5 minutes. In total, there were 480 trials in the 

                                                           
14

 For further details about the measure employed to calculate word frequencies, as well as for 
statistical comparisons, cf. Table 1 and 2. 
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semantic trials and 960 trials in the syntactic trials, equally divided across syntac-
tic-verb and syntactic-noun trials (so 480 trials in each condition). Each block in-
cluded 50% masked and 50% unmasked trials, randomly mixed within blocks.  

In masked trials, we presented a fixation cross (300 ms), a blank screen (200 
ms), a first mask (67 ms), a prime (33 ms), a second mask (67 ms), a target (500 
ms) and a fixation cross (700 ms). After the fixation cross, an answer screen with 
the options match/no match (in Dutch: wel match/geen match) appeared (see 
Figure 4.1A and 4.1C for examples of the trial structure). The position of the 
match answer (left or right) was randomized across trials. In unmasked trials, we 

presented a fixation cross (300 ms), a blank screen (200 ms), a first blank (67 ms), 
a prime (33 ms), a second blank (67 ms), a target (500 ms) and a fixation cross 
(700 ms). Trials had a duration of 1867 ms.  

Participants were instructed to respond to the target only after the answer 
screen appeared. They had to indicate whether the target matched or did not 
match with the prime by pressing either a left or a right key on the keyboard with 
their left or right hand, respectively. In order to make the task meaningful in the 
masked condition, participants were told that each block included “easy” and “dif-
ficult” trials. In the difficult trials, words were “hidden”, which made them very 

hard to be read. However, they had to try their best to respond correctly. There-
fore, participants knew that prime words were presented in the masked condi-
tion, but they could not perceive them clearly. Note that in all conditions partici-
pants needed to discriminate both words in order to perform the match/no match 
task correctly. Therefore, in this experiment the main task also allowed to deter-
mine the visibility of the prime.  

There was no speed stress on the response. Each block included 50% congru-
ent and 50% incongruent trials, randomly mixed within blocks. The interval be-
tween trials varied between 750 and 1250 ms, drawn from a random distribution. 
At the end of each block, feedback was provided on participants’ accuracy, for 

both masked and unmasked trials. 
 

4.2.4. Procedure 
The experiment consisted of one main EEG session. Before starting the EEG 

recording, participants were introduced to both task and stimuli and performed 
three practice blocks (one per block type). Next, participants performed the main 
task (12 blocks: 4 syntactic-verb, 4 syntactic-noun and 4 semantic) and EEG was 
recorded. Block order, both in the practice and in the main task, was randomized 
across participants.  
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4.2.5. Electroencephalographic measurements   
The electroencephalogram was recorded continuously from 70 active elec-

trodes using a BioSemi ActiveTwo System. 64 of these electrodes were mounted 
on a cap. Two reference electrodes were placed on the left and right ear lobe. 
Blinks were monitored through two electrodes placed above and below the pupil 
of the left eye. Horizontal eye movements were monitored through two elec-
trodes placed on the lateral canthi next to the left and right eye. Each electrode 
recording eye movements was referenced to its counterpart.  

The EEG signal was recorded with a sampling rate of 512 Hz, then resampled 

at 500 Hz15 and filtered offline with a high-pass filter of 0.1 Hz and a low-pass filter 
of 40 Hz. All electrode sites were re-referenced offline to the average of left and 
right ear lobes and epoched from -0.667 (i.e. the beginning of a trial) to +1.2 s (i.e. 
the end of a trial; the answer screen was presented 1.2 seconds after the onset of 
the target) surrounding each trial. All ERPs were time-locked to the target, i.e. 
second word, presentation. Next, trials were visually inspected and those contain-
ing artefacts not related to blinks were manually removed. Note that visual in-
spection was blind to the conditions of the experiment. Deleted channels were 
reconstructed based on a nearest neighbor approach. Independent component 

analysis (ICA) was computed and components containing blink/oculomotor arte-
facts were removed from the data. The blank interval before the first mask (pre-
target interval: 367-167 ms before target) was employed as a baseline.  

 
4.2.6. Statistical analyses 

Behavioral analyses (repeated measures ANOVAs and paired t-tests) were 
performed in MATLAB. For our ERP analyses, all preprocessing steps were con-
ducted with Fieldtrip (Oostenveld et al., 2011). ERP statistical analyses were per-
formed using a combination of Fieldtrip and MATLAB (The Mathworks, Natick, 
MA, USA) scripts. The ERP analysis procedure, which is the same employed for our 

previous experiments, is reported below.  
In the unmasked condition, we expected to find N400 and P600 effects in se-

mantic and syntactic stimuli, respectively. As already noticed previously, the N400 
typically has a centro-parietal topography and is maximum in a time window of 
~250-500 ms, although the exact timing is quite variable (Kutas & Federmeier, 
2010; Lau et al., 2008). The N400 effect has been consistently observed in re-
                                                           
15

 Resampling was performed in order to keep the same sampling rate across all experiments per-
formed in this thesis, since experiments described in Chapter 2, 3 and 5 were performed at a sam-
pling rate of 500 Hz. The reason for this difference is that the experiments reported in Chapter 2, 3 
and 5 were performed at the Max Planck Institute for Psycholinguistics in Nijmegen, whereas the 
experiment reported in this chapter was performed at the University of Amsterdam. 
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sponse to semantic anomalies and violations, even if it has also been linked to 
many other cognitive processes. Similar considerations hold for the P600. The 
P600 usually peaks at centro-parietal electrodes, within a typical time window of 
500-700 ms, and the P600 effect is usually associated with the processing of syn-
tactic anomalies. However, stimulus and task-dependent variability has been ob-
served (Gouvea, Phillips, Kazanina, & Poeppel, 2010). Therefore, for both N400 
and P600 effects, we mainly focused on the polarity of the effect, that is, we ex-
pected a negative and positive difference between incongruent and congruent 
trials, respectively.  

First, we performed cluster-based permutation tests (Maris & Oostenveld, 
2007) on the time window 0-1.2 s from target (i.e. second word) onset to isolate 
significant ERP effects related to syntactic violation or semantic incongruency 
(contrast incongruent vs. congruent, computed separately for semantic and syn-
tactic stimuli). A minimum of two neighboring electrodes had to pass the thresh-
old of p<0.05 to form a cluster. Cluster-based correction was based on 10000 iter-
ations. This Monte-Carlo method generated a nonparametric estimate of the p-
value representing the statistical significance of the originally identified cluster. 
This analysis isolated significant effects as clusters in time and space. To visualize 

the evolution of significant clusters, we divided the time period (0-1.2 s) in 12 
equal bins of 100 ms and plotted for each bin (i.e. 0-100, 100-200, etc.) all elec-
trodes that were significant at least 50% of the time-window (as an example, cf. 
Figure 4.2A).  

Next, for follow-up analyses we isolated the exact time window and channels 
where the effects were strongest. To do so, the onset and offset of a cluster were 
defined as the time period around the maximum difference where the difference 
did not drop below 50% of this maximum and where at least one channel showed 
a significant effect. We then selected the 10 channels within the cluster that 
showed the largest effect in this time window (for a similar procedure, cf. Mongel-

li et al., 2019 and Meijs et al., 2018). The resulting regions of interest (ROI) and 
time windows were then used for subsequent analyses, including all the relevant 
factors. Note that, as a “sanity check”, all analyses were also performed on central 
and posterior ROIs, defined based on previous literature on the N400 (Kutas & 
Federmeier, 2010) and the P600 (Gouvea et al., 2010), respectively. These sup-
plementary analyses led to the same conclusions.  

 
4.3. Results  

Our goal was to investigate whether syntactic unification requires neural 

feedback between distant brain areas. We addressed this issue by interfering with 
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feedback processing by means of visual masking, and comparing masked and un-
masked processing of syntactic unification vs. lexical retrieval processes. 

 
4.3.1. Behavior 

Here, we tested how masking strength affected participants’ accuracy. We 
observed that masking reduced participants’ accuracy (main effect of masking 
strength: F1,39>1000, p<0.001), but performance was not modulated by stimulus 
type (syntactic vs. semantic, interaction masking strength x stimulus type: 
F1,39=1.38, p=0.246). Within syntactic stimuli, participants’ accuracy did not differ 

across syntactic-verb and syntactic-noun trials (interaction masking strength x 
stimulus type: F1,39=1.71, p=0.200). 

For both syntactic and semantic stimuli, the masked and unmasked conditions 
differed significantly, accuracy being significantly lower in the masked condition 
than in the unmasked condition (syntactic stimuli: t39=44.27, p<0.001; semantic 
stimuli: t39=36.72, p<0.001. Figure 4.1B and 4.1D). In the unmasked condition, 
subjects performed well and strongly above chance (syntactic stimuli: t39=51.13, 
p<0.001, 93% correct; semantic stimuli: t39=49.72, p<0.001, 94% correct. Figure 
4.1B and 4.1D). Performance in the masked condition was much poorer and nu-

merically close to chance-level, although statistically above chance level for both 
syntactic and semantic stimuli (syntactic stimuli: t39=2.62, p=0.012, 51.19% cor-
rect; semantic stimuli: t39=5.00, p<0.001, 53% correct. Figure 4.1B and 4.1D).  

Overall, behavioral results showed that masked and unmasked trials were 
perceived very differently, as revealed by much lower accuracy in the masked 
compared to the unmasked condition. However, accuracy was above chance level 
in the masked condition as well. This suggests that, as in the previous experi-
ments, participants may have been partially aware of masked primes (although 
we cannot be sure). Therefore, as in our previous studies, masking created a 
quantitative difference in visibility rather than a qualitative difference (we do not 

consider the masked stimuli as completely unconscious)16. 
 
  

                                                           
16

 For a more extensive discussion of this issue, cf. the Discussion (section 3.4.3) of Chapter 3. 
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Figure 4.1: Paradigm and behavioral results. (A) Trial structure for masked syn-
tactic combinations. One prime (e.g. he) was followed by an unmasked target (e.g. 
drives), forming syntactically correct or incorrect combinations (he drives vs. *he 

drive). In the figure, a syntactically correct trial is represented. Participants per-
formed a match/no match task. (B) Participants’ accuracy for unmasked (black) 
and masked (grey) syntactic trials separately. Error bars represent between-
subject SEM. (C) Trial structure for masked semantic pairs. One prime (e.g. winter) 
was followed by an unmasked target (e.g. summer), forming congruent or incon-
gruent pairs (e.g. winter-summer vs. winter-core). In the figure a congruent trial is 
represented. (D) Participants’ accuracy for unmasked (black) and masked (grey) 
semantic trials separately. Error bars represent between-subject SEM. 
 
4.3.2. ERPs 

In this experiment, we investigated whether a reduction in awareness 
through visual masking affected syntactic unification and lexical retrieval process-
es. To this aim, we contrasted incongruent and congruent trials using cluster-
based permutation testing, correcting for multiple comparisons across both time 
(0-1.2 s) and (electrode) space (see Figure 4.2A and Methods section, Maris & 
Oostenveld, 2007).  

We will first report the analyses for syntactic stimuli. When isolating signifi-
cant effects (incongruent - congruent) as clusters in time and space, we found a 
significant negative cluster over central electrodes from 398-594 ms after target 

onset and peaking at 496 ms (see Figure 4.2A; p-value of the cluster between 398-
594 ms: p<0.001). Next, we investigated how this ERP effect, which looked like a 



76 
 

typical N400 effect, was modulated by masking strength. To this aim, within syn-
tactic stimuli we performed repeated measures ANOVAs on the ERP time window 
found with the cluster-based permutation procedure, with two factors: masking 
strength (masked/unmasked), and prime/target congruency (congru-
ent/incongruent). We found that the N400 effect (main effect of congruency: 
F1,39=44.58, p<0.001) was larger for unmasked than for masked trials (interaction 
masking strength x congruency: F1,39=53.88, p<0.001). There was no difference 
between syntactic-verb and syntactic-noun trials, as the 3-way interaction be-
tween masking strength, congruency and stimulus type (syntactic-verb or syntac-

tic-noun) was not significant (p=0.433). In post-hoc analyses, we tested the ERP 
effects for masked and unmasked trials. In unmasked syntactic stimuli, incongru-
ent trials triggered a larger N400 compared to congruent trials (t39=9.17, p<0.001. 
Figure 4.2B). On the contrary, in masked syntactic stimuli, there was no difference 
between congruent and incongruent trials (p=0.636. Figure 4.2C). 

Next, we focused on the semantic stimuli. Similarly to syntactic stimuli, in the 
cluster-based analysis we found a negative difference, which was significant over 
central electrodes from 318-642 ms after target onset and peaking at 462 ms (see 
Figure 4.3A; p-value of the cluster between 318-642 ms: p<0.001). This negative 

difference was followed by a late positive difference, which was significant over 
centro-parietal electrodes from 1062-1200 ms after target onset and peaking at 
1182 ms (see Figure 4.3A; p-value of the cluster between 1062-1200 ms: 
p=0.022). As previously reported for syntactic stimuli, within semantic stimuli we 
now performed repeated measures ANOVAs on the ERP time windows found with 
the cluster-based permutation procedure, with two factors: masking strength 
(masked/unmasked), and prime/target congruency (congruent/incongruent). We 
found that the N400 effect (main effect of congruency: F1,39=34.89, p<0.001) was 
larger for unmasked than masked trials (interaction masking strength x congruen-
cy: F1,39=56.22, p<0.001). The late positivity (main effect of congruency: 

F1,39=26.51, p<0.001) was also larger for unmasked compared to masked trials (in-
teraction masking strength x congruency: F1,39=28.02, p<0.001). In post-hoc anal-
yses, we tested the ERP effects for masked and unmasked semantic trials. In the 
unmasked condition, there was a difference between congruent and incongruent 
trials, both in the N400 and in the late positive time window (N400 effect: 
t39=9.38, p<0.001; late positive effect: t39=-6.06, p<0.001. Figure 4.3B). On the 
contrary, no difference was found for masked trials, neither in the N400 nor in the 
late positive time window (N400 effect: p=0.482; late positive effect: p=0.867. 
Figure 4.3C).  
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In summary, in this experiment we found an N400 effect in unmasked seman-
tic pairs and, surprisingly, also in unmasked syntactic combinations. In unmasked 
semantic pairs, this N400 effect was followed by a late positivity. On the contrary, 
in the masked condition we found no ERP effects, neither in the syntactic condi-
tion nor in the semantic condition.  

 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
Figure 4.2: ERP effects for syntactic stimuli. (A) Topographic maps of the differ-
ence between syntactic incongruent and congruent trials over time (0 = target on-
set). Cluster-based permutation tests were used to isolate the significant events, 
while correcting for multiple comparisons across time and (electrode) space. On 
each head map, channels with a significant effect for at least 50% of its time win-
dow are highlighted. (B) ERPs for a central region of interest (see inset) for con-
gruent (blue) and incongruent (red) unmasked syntactic trials. (C) ERPs for a cen-
tral region of interest (see inset) for congruent (blue) and incongruent (red) 

masked syntactic trials. Inset represents the channels within the cluster that 
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showed the largest effect in the time window 398-594 ms. In both figures 4.2B 
and 4.2C shaded blue and red areas around the wave form indicate between-
subject SEM. Time 0 represents target onset. Shaded grey areas highlight the time 
window of interest for the N400 effect (398-594 ms). All headmaps are scaled 
from -1 to 1 microvolts.  
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Figure 4.3: ERP effects for semantic stimuli. (A) Topographic maps of the differ-
ence between semantic incongruent and congruent trials over time (0 = target on-
set). Cluster-based permutation tests were used to isolate the significant events, 
while correcting for multiple comparisons across time and (electrode) space. On 
each head map, channels with a significant effect for at least 50% of its time win-
dow are highlighted. (B) ERPs for a central region of interest (see inset) for con-
gruent (blue) and incongruent (red) unmasked semantic trials. Note that the late 
positive effect shown in the headmap was tested on a different, centro-parietal 
region of interest obtained with the cluster-based permutation procedure (see 

Results). (C) ERPs for a central region of interest for congruent (blue) and incon-
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gruent (red) masked semantic trials. Inset represents the channels within the neg-
ative cluster that showed the largest effect in the time window 318-642 ms. In 
both figures 4.3B and 4.3C shaded blue and red areas around the wave form indi-
cate between-subject SEM. Time 0 represents target onset. Shaded grey areas 
highlight the time window of interest for the N400 effect (318-642 ms) and the 
late positive effect (1062-1200 ms). All headmaps are scaled from -1 to 1 micro-
volts.  

 
4.4. Discussion 

In this study, we explored the mechanisms subserving syntactic unification 
and compared them to lexical retrieval processes. Long-range feedback from the 
left inferior frontal cortex (LIFC) to the left posterior temporal cortex (LPTC) is 
thought to be crucial for unification processes (both at the semantic and the syn-
tactic level), but not for lexical retrieval (Hagoort, 2005, 2013, 2017; Tyler et al., 
2011). In two previous studies, described in Chapters 2 and 3, we tested this hy-
pothesis and found that long-range feedback, potentially involving LIFC, seems to 
be required for semantic unification. Our findings showed that, when disrupting 
feedback with visual masking, semantic unification mechanisms were impaired, 

while lexical retrieval processes were partly preserved. Here, we aimed to extend 
our findings to syntactic unification. Following the same logic, we interfered with 
feedback through masking, which is thought to disrupt long-range feedback pro-
cessing (Fahrenfort et al., 2007, 2017; Lamme & Roelfsema, 2000), likely also in-
volving frontal areas (Del Cul et al., 2009). 

In an EEG experiment, we presented masked/unmasked primes (e.g. he or 
one) followed by unmasked targets (e.g. drives or hat), forming syntactically cor-
rect or incorrect combinations (he drives vs. *he drive or one hat vs. *one hats). 
We compared these syntactically correct/incorrect combinations with word pairs 
in a semantic priming task, in which masked/unmasked primes and unmasked tar-

gets formed congruent or incongruent combinations (e.g. winter-summer vs. win-
ter-core). Participants were asked whether the words matched together or not 
(match/no match task). 

Behaviorally, performance on the matching task was higher in the unmasked 
compared to the masked condition, showing that masking strongly reduced prime 
visibility. In EEG, for all unmasked combinations (syntactic and semantic) we found 
an N400 effect. In semantic stimuli, this N400 effect was followed by a late positiv-
ity, possibly reflecting a general taxing of cognitive resources after a semantic as-
sociation problem (Hagoort, Wassenaar, & Brown, 2003). On the contrary, we did 

not find any ERP effects in the masked condition.   
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In the case of unmasked syntactic stimuli, the pattern of results was quite 
anomalous, since we expected syntactic violations to trigger a typical P600 effect, 
as shown by several previous studies (e.g. Gouvea et al., 2010; Hagoort et al., 
1993; Osterhaut and Holcomb, 1992). A tentative explanation for the absence of a 
P600 effect is that, in our experiment, participants were required to perform a 
generic match/no match task, without being explicitly tested on grammatical cor-
rectness. The appearance of N400 effects in response to syntactic violations has 
been previously documented in aphasic patients (Hagoort et al., 2003). However, 
to the best of our knowledge, this question has never been investigated in healthy 

subjects. 
The absence of ERP effects for syntactic combinations when all words are 

masked may indicate that syntactic unification cannot be performed in absence of 
feedback processing. However, since we did not find an effect for the semantic 
condition either, we cannot be sure that this null result was really driven by the 
combinatorial nature of syntactic stimuli or that, instead, our paradigm simply 
could not capture any effect driven by masked words.  

We reasoned that the absence of an effect for masked semantic stimuli may 
be caused by two possible factors. First, we employed different word lists for 

primes and targets. It has been argued that masked priming only occurs when 
words appear as both primes and targets, thus forming automatic word associa-
tions that do not need to be processed at the semantic level (Abrams & 
Greenwald, 2000; Damian, 2001). The existence of genuine masked semantic 
priming effects, independent from learned stimulus-response mappings, remains 
debated (Avneon & Lamy, 2019; Kouider & Dehaene, 2007; Kunde, Kiesel, & 
Hoffmann, 2005; Van den Bussche, Van den Noortgate, et al., 2009; Van Opstal, 
Reynvoet, & Verguts, 2005a, 2005b). A less controversial claim is that automatic 
stimulus-response mapping enhances masked priming effects (Van den Bussche, 
Van den Noortgate, et al., 2009). 

The second factor may be related to specific features of our task. In our task, 
we employed a match/no match decision, which implies that participants were 
asked to process both words in each pair and judge their relationship. However, in 
most commonly used masked priming paradigms, participants are only tested on 
the target, for example through lexical decision tasks (word/nonword, e.g. Kiefer, 
2002; Kiefer & Spitzer, 2000), valence categorization (positive/negative, e.g. 
Abrams et al., 2002; van Gaal et al., 2014), or animacy categorization tasks (ani-
mate/inanimate, e.g. Ortells et al., 2016). It has been found that specific task set-
tings may affect the extent and type of (neural) processing that presented words 

induce (Kiefer & Martens, 2010; Van den Bussche, Van den Noortgate, et al., 
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2009). For example, perceptual tasks (e.g. decision on open/close shape of first 
and last letter) have been shown to reduce the size of observed N400 effects 
compared to semantic tasks (e.g. animacy categorization task, Kiefer & Martens, 
2010). Nevertheless, to the best of our knowledge, no previous studies have fo-
cused on the question how masked priming is affected by tasks involving either 
decisions on both prime and target or decisions on the target only. 

To overcome these limitations, and to test some of our post-hoc hypotheses 
on task influence on N400/P600 effects, we performed a follow-up experiment 
with three main changes to the design and stimulus material. First, for syntactic 

stimuli, in task instructions participants were explicitly asked to judge the gram-
matical correctness of the short combinations. Second, in semantic pairs, all 
words appeared as both primes and targets, thus creating automatic stimulus-
response associations between words within a pair. Third, in semantic pairs, only 
targets were task-relevant, because subjects had to perform an animacy categori-
zation task on the target (the prime was therefore task-irrelevant). We hypothe-
sized that these changes in the semantic priming paradigm may enhance masked 
semantic processing. Observing an ERP effect in the semantic case, but not in the 
syntactic case, for masked stimuli is crucial because only then we can conclude 

that there is a crucial role of feedback processing in syntactic unification. Issues 
related to both this study and its follow-up will be jointly discussed in the Discus-
sion section of the following chapter. 
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4.5. Tables 
 

Semantic stimuli    

Targets Frequency- 
Lg10WF 

Word length Translation 

schaap 2,4579 6 sheep 

muziek 3,6721 6 music 

winter 2,9908 6 winter 

hemel 3,7085 5 heaven 

wind 3,345 4 wind 

vork 2,3579 4 fork 

stekels 1,3617 7 spines 

verf 2,8021 4 paint 

winst 2,9763 5 gain 

draad 2,7657 5 string 

Mean 2,843 5,200  

SD 0,692 1,032  

    

Related primes Frequency- 

Lg10WF 

Word length Translation 

herder 2,415 6 shepherd 

ritme 2,5888 5 rhythm 

zomer 3,2735 5 summer 

ster 3,2822 4 star 

storm 3,1126 5 storm 

lepel 2,3424 5 spoon 

egel 1,415 4 hedgehog 
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kwast 1,8808 5 brush 

verlies 3,3318 7 loss 

naald 2,5717 5 needle 

Mean 2,621 5,100  

SD 0,644 0,875  

    

Unrelated primes Frequency- 
Lg10WF 

Word length Translation 

preek 2,4942 5 sermon 

vorst 2,2788 5 freeze-monarch 

kern 2,6085 4 core 

lijn 3,478 4 rope 

basis 3,1816 5 basis 

stier 2,6243 5 bull 

villa 2,5224 5 villa 

saldo 1,6628 5 balance 

suiker 2,98 6 sugar 

heks 3,0686 4 witch 

Mean 2,689 4,800  

SD 0,515 0,632  

    

 Targets vs. Relat-
ed primes 

Targets vs. Unre-
lated primes 

Related vs. Unre-
lated primes 

Frequency p=0,171 p=0,519 p=0,675 

Word length p=0,832 p=0,343 p=0,193 

 
Table 1. List of semantic stimuli (column 1), with relative frequency (column 

2), length (column 3) and English translation (column 4). Mean and standard 
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deviation (SD) of word frequencies and word length are reported in column 2 
and 3, respectively. 10 nouns were employed as targets and combined with 
10 primes, either related or unrelated, thus forming 10 related and 10 unre-
lated prime/target pairs. Different word lists were employed for related 
primes, unrelated primes and targets, hence target words never appeared as 
primes, and vice versa. Frequencies were extracted from SUBTLEX-NL, a da-
tabase of Dutch word frequencies based on film and television subtitles 
(Keuleers et al., 2010). Our measure for frequency was Lg10WF, i.e. the loga-
rithm to the base 10 of FREQcount+1, where FREQcount is the number of 

times the word appeared in the corpus (i.e. on the total of 43.8 million 
words). According to Keuleers et al. (2010), calculating the log frequency on 
the raw frequencies is the most straightforward transformation, because it 
allows researchers to give words that are not in the corpus a value of 0. All 
words were matched for length and frequency (p-values reported in the ta-
ble). 
 

Syntactic stimuli - 
Verbs 

Frequency- 
Lg10WF 

Word length Translation 

rijden 3,817 6 drive 

niezen 1,9294 6 sneeze 

lezen 3,6735 5 read 

zingen 3,4573 6 sing 

klagen 2,937 6 complain 

bijten 2,8445 6 bite 

rennen 3,5047 6 run 

raden 3,0917 5 guess 

kopen 3,7569 5 buy 

roken 3,2833 5 smoke 

lopen 3,9863 5 walk 

verven 2,29 6 paint 

winnen 3,7074 6 win 

bidden 3,2071 6 pray 
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huilen 3,3775 6 cry 

rijdt 3,3294 5 drives 

niest 1,4314 5 sneezes 

leest 3,0465 5 reads 

zingt 2,8639 5 sings 

klaagt 2,4472 6 complains 

bijt 2,8733 4 bites 

rent 2,6893 4 runs 

raadt 2,3502 5 guesses 

koopt 2,9795 5 buys 

rookt 2,7292 5 smokes 

loopt 3,7778 5 walks 

verft 1,4472 5 paints 

wint 3,3212 4 wins 

bidt 2,2253 4 prays 

huilt 2,7356 5 cries 

Mean 2,970 5,233  

SD 0,665 0,678  

    

Syntactic stimuli - 
Nouns 

Frequency- 
Lg10WF 

Word length Translation 

kast 3,1189 4 wardrobe 

kruk 2,0531 4 stool 

hand 3,9417 4 hand 

stoel 3,3502 5 chair 

trein 3,5051 5 train 

muts 2,2923 4 hat 
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jurk 3,3872 4 dress 

bank 3,6042 4 bench 

kers 1,8573 4 cherry 

hond 3,8678 4 dog 

nicht 3,0022 5 niece 

agent 3,9117 5 agent 

jurist 2,1903 6 lawyer 

rat 2,9978 3 rat 

wesp 1,4472 4 wasp 

kasten 2,0792 6 wardrobes 

krukken 1,8692 6 stools 

handen 3,9729 6 hands 

stoelen 2,6911 7 chairs 

treinen 2,444 7 trains 

mutsen 1,1761 6 hats 

jurken 2,4829 6 dresses 

banken 2,6222 6 benches 

kersen 2,017 6 cherries 

honden 3,3514 6 dogs 

nichten 2,0828 7 nieces 

agenten 3,4293 7 agents 

juristen 1,8633 8 lawyers 

ratten 2,8854 6 rats 

wespen 1,1761 6 wasps 

Mean 2,688 5,366  

SD 0,834 1,245  
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 Semantic stimuli 
vs. Syntactic 
stimuli (Verbs)  

Semantic stimuli 
vs. Syntactic 
stimuli (Nouns) 

Syntactic stimuli 
(Verbs) vs. Syn-
tactic stimuli 
(Nouns) 

Frequency p=0,120 p=0,875 p=0,124 

Word length p=0,325 p=0,299 p=0,625 

 

Table 2. List of syntactic stimuli (nouns and verbs, column 1), with relative 
frequency (column 2), length (column 3) and English translation (column 4). 
Mean and standard deviation (SD) of word frequencies and word length are 
reported in column 2 and 3, respectively. Verbs were combined with the sin-
gular third-person pronoun he (in Dutch hij) or the plural first-person pro-
noun we (in Dutch wij), forming syntactically correct or incorrect combina-
tions (e.g. he drives vs. *he drive, in Dutch hij rijdt vs. *hij rijden or we drive 
vs. *we drives, in Dutch wij rijden vs. *wij rijdt). Nouns were combined with 
the numeral one (in Dutch een) or two (in Dutch twee), forming syntactically 

correct or incorrect combinations (e.g. one hat vs. *one hats, in Dutch een 
muts vs. *een mutsen or two hats vs. *two hat, in Dutch twee mutsen vs. 
*twee muts). Our measure for frequency was Lg10WF (see legend of Table 1 
for further details). All words were matched for length and frequency (p-
values reported in the table). 
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5  
Is feedback processing necessary for syntactic 

unification? Task-related effects on syntactic 

and semantic processing 
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Abstract 
What is the role of feedback processing in syntactic unification? The Memory, 

Unification and Control (MUC) model postulates that feedback from the left infe-
rior frontal cortex (LIFC) is required for unification, both at the semantic and the 
syntactic level, but not for single word processing. In a recent experiment, we in-
vestigated the role of feedback in syntactic unification. With electroencephalog-
raphy (EEG), we compared syntactic unification and single word processing in a 
masked priming paradigm. Visual masking is thought to disrupt feedback between 
distant brain areas. Masked/unmasked primes (e.g. he) were followed by un-

masked targets (e.g. drives), forming syntactically correct or incorrect combina-
tions (he drives vs. *he drive). This syntactic condition was compared with a se-
mantic condition, with masked/unmasked primes and unmasked targets forming 
congruent or incongruent pairs (e.g. winter-summer vs. winter-core). Participants 
performed a match/no match task. In the unmasked condition, we found an N400 
effect in the semantic condition and, surprisingly, also in the syntactic condition. 
We found no effect in the masked condition, hence leaving unanswered whether 
unification impairment was specifically caused by feedback disruption. In the pre-
sent follow-up experiment, we aimed to clarify these issues by (i) modifying the 

task in the syntactic condition; and (ii) by modifying prime novelty and task in the 
semantic condition. In the unmasked condition, we found a P600 effect for syntac-
tic combinations and a positivity for semantic pairs. This positivity was also pre-
sent for masked semantic pairs. No effect was found for masked syntactic combi-
nations. Overall, these findings suggest that (i) feedback processing is required for 
syntactic unification, but not for single word processing; and (ii) that the specific 
task parameters strongly influence the event-related potential (ERP) effects that 
are observed when studying both syntactic and semantic processing. 
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5.1. Introduction  
Unification, which refers to the combinatorial aspect of language, takes place at 
both the semantic and syntactic level. The Memory, Unification and Control 
(MUC) model predicts that feedback processing from the left inferior frontal cor-
tex (LIFC) to the left posterior temporal cortex (LPTC) is crucial for unification, 
whereas single word processing only relies on feedforward processing (Hagoort, 
2017; Hultén et al., 2019; Snijders et al., 2009; Tyler et al., 2011). 

In previous work, we tested the importance of feedback processing for se-
mantic unification (Mongelli et al., 2019). We employed visual masking, which is 

thought to impair feedback processing between distant brain areas (Fahrenfort et 
al., 2007, 2017; Lamme & Roelfsema, 2000), potentially involving frontal regions 
(Del Cul et al., 2009). In a masked semantic priming paradigm, we disrupted feed-
back and compared electroencephalography (EEG) signatures of semantic unifica-
tion and single word processing. We found that masking selectively disrupts se-
mantic unification mechanisms, while preserving single word processing.  

Syntax is not reducible to semantics, and vice versa (Adger, 2018; Chomsky, 
1957). Moreover, semantic and syntactic processes are thought to rely on partially 
different brain mechanisms (Ferreira & Clifton, 1986; Friederici et al., 2000; 

Newman et al., 2003). It has been argued that semantic and syntactic unification 
are subserved by different regions within the LIFC, with dorsal and ventral areas 
that are specialized in syntactic and semantic unification, respectively (Hagoort & 
Indefrey, 2014). Overall, there is both theoretical and empirical evidence suggest-
ing that brain mechanisms underlying syntactic and semantic unification should be 
tested separately.  

Following the same logic of the previous study, in a recent EEG experiment 
we investigated syntactic unification by comparing it with single word processing. 
In a syntactic priming paradigm, masked/unmasked primes (e.g. he or one) were 
followed by unmasked targets (e.g. drives or hat), forming syntactically correct or 

incorrect combinations (he drives vs. *he drive17 or one hat vs. *one hats). This 
syntactic condition was compared with a semantic condition, with 
masked/unmasked primes and unmasked targets forming congruent or incongru-
ent pairs (e.g. winter-summer vs. winter-core). In both the syntactic and the se-
mantic condition, participants were asked to judge if the word combinations 
matched together or not (match/no match task).  

Our results in the unmasked condition showed that both semantic and syn-
tactic stimuli triggered an N400 effect, i.e. a negative event-elated potential (ERP) 
typically observed in response to semantic incongruencies (Kutas & Federmeier, 

                                                           
17

 In linguistics, the star is used to mark an utterance considered as ungrammatical. 
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2010; Lau et al., 2008). These results were quite anomalous for syntactic stimuli, 
as syntactic anomalies typically induce a P600 effect (Hagoort et al., 1993; 
Osterhaut & Holcomb, 1992). To the best of our knowledge, N400 effects induced 
by syntactic violations have only been documented in aphasic patients with defi-
cits in grammar comprehension (Hagoort et al., 2003). As a post-hoc explanation, 
we reasoned that these unexpected findings could be task-driven, since we per-
formed a generic match/no match task instead of testing participants on the 
grammatical correctness of syntactic stimuli. If participants are not explicitly 
pushed to interpret an incorrect prime-target pair as grammatically incorrect, 

they may just consider it as more difficult to process, and not in terms of a syntac-
tic violation. This may prevent from generating a P600 effect. In the masked con-
dition, we did not find any ERP effect. This may mean that feedback processing is 
required for syntactic unification to occur. However, we could not be sure that 
impairment of unification could be directly attributed to feedback disruption, 
since we did not find any effect in the semantic condition either. 

We hypothesized that the null result in the semantic masked condition could 
be due to two main factors. First, we employed different lists of words for primes 
and targets. It has been argued that masked priming may only occur (or at least is 

strongly increased) when words appear as both primes and targets, thus suppress-
ing prime novelty (Abrams & Greenwald, 2000; Damian, 2001; Van den Bussche, 
Van den Noortgate, et al., 2009). According to this view, when primes are also 
presented as targets, automatic associations between words are established, 
which do not need to be mediated by a semantic analysis. Second, the match/no 
match task required participants to judge both words within the pair. On the con-
trary, in tasks more commonly employed in semantic priming paradigms (e.g. lexi-
cal decision tasks, valence or animacy categorization18), participants only needed 
to judge the target word. It may be that these changes in the semantic priming 
paradigm increase masked semantic processing.  

In order to clarify these issues, we here report a follow-up EEG experiment. In 
the syntactic condition, we kept the same lexical material and experimental pa-
rameters as for the previous experiment but the crucial factor is that we changed 
the task. This time, we required participants  to judge the grammatical correctness 
of syntactic combinations by modifying task instructions. In the semantic condi-
tion, we implemented two main changes. First, we employed lists of ani-
mate/inanimate words, with each word appearing both as prime and target, and 
therefore suppressing prime novelty and inducing automatic stimulus-response 

                                                           
18

 See the meta-analysis by Van den Bussche et al. (2009) for an overview (Van den Bussche, Van 
den Noortgate, et al., 2009). 
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mappings. Second, participants were required to perform an animacy categoriza-
tion task (animate/inanimate) on the target only. 

We formulated two main predictions. In the unmasked condition, we ex-
pected to find typical N400 and P600 effects for semantic and syntactic stimuli, 
respectively. In the masked condition, we also expected an ERP effect in the se-
mantic case, most likely an N400 effect (Deacon et al., 2000; Kiefer, 2002; Kiefer & 
Brendel, 2006; Kiefer & Spitzer, 2000; Mongelli et al., 2019). In the syntactic case, 
finding an ERP effect19 would mean that syntactic unification does not need feed-
back to occur. On the contrary, a null result would replicate our previous findings 

and confirm that feedback processing is indeed required for unification, both se-
mantic and syntactic, but not for lexical retrieval.  

 
5.2. Material and Methods 
 

5.2.1. Participants 
44 subjects (28 females) participated in this study. One subject admitted not 

having understood the task after the EEG recording, hence was excluded from the 
analyses before data analysis. Data of two subjects were recorded using the 

wrong cap layout, hence they were also excluded from the analyses. All 41 includ-
ed subjects were right-handed native Dutch speakers, aged between 18 and 35, 
had normal or corrected-to-normal vision, no neurological history and were naive 
to the purpose of the experiment. Subjects gave written informed consent prior to 
participation, according to the Declaration of Helsinki. They received 22 euros for 
their participation. 

 
5.2.2. Stimuli 

As in the previous experiment (cf. Chapter 4), in the syntactic trials we em-
ployed subject/verb pairs (e.g. he drives, in Dutch hij rijdt; see Table 2 for a com-

plete list of the verbs) and numeral/noun pairs (e.g. one hat, in Dutch een muts; 
see Table 2 for a complete list of the nouns), forming syntactically correct or in-
correct combinations (e.g. he drives or one hat vs. *he drive or *one hats, in Dutch 
hij rijdt or een muts vs. *hij rijden or *een mutsen). We will refer to these combi-
nations as “syntactic-verb” and “syntactic-noun”, respectively. In the syntactic-
verb pairs, the subject was either the singular third-person pronoun he (in Dutch 
hij) or the plural first-person pronoun we (in Dutch wij). There were 28 verbs in 

                                                           
19

 For example the early left anterior negativity/left anterior negativity (ELAN/LAN, depending of 
its latency of occurrence), which has been previously found in response to syntactic violations un-
der reduced levels of awareness (Batterink & Neville, 2013; Jiménez-Ortega et al., 2014). 
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total. In the syntactic-noun pairs, the numeral was either one (in Dutch een) or 
two (in Dutch twee). There were 28 nouns in total.   

In the semantic trials, we employed animate and inanimate nouns, which 
formed congruent or incongruent prime-target pairs (e.g. sheep-chef vs. sheep-
spoon, in Dutch schaap-chef vs. schaap-lepel; see Table 1 for a complete list of the 
nouns). Animate-animate and inanimate-inanimate pairs were considered as con-
gruent, whereas animate-inanimate and inanimate-animate pairs were considered 
as incongruent. The lexical material included 28 nouns (14 animate and 14 inani-
mate). Importantly, and contrary to the previous experiment (cf. Chapter 4), all 

words appeared both as primes and targets. As in the previous experiment, all 
words appeared as both masked and unmasked primes. 

All nouns and verbs were 3-8 letters long, and matched for length and fre-
quency within stimulus type (i.e. within semantic and syntactic trials) and across 
stimulus type (i.e. semantic vs. syntactic trials). Frequencies were extracted from 
SUBTLEX-NL, a database of Dutch word frequencies based on film and television 
subtitles (Keuleers et al., 2010)20. In all conditions, the two words were presented 
sequentially, i.e. one after the other.  

The masks consisted of ten randomly chosen uppercase letters, which were 

slightly overlapping to increase the density of the mask. The space between the 
center of each letter was 10 pixels. Words and masks were presented in Arial low-
ercase font with a size of 20. Stimuli were presented in white against a black back-
ground. Participants were seated at a distance of approximately 110 cm from the 
computer screen. 

 
5.2.3. Experimental design 

The experiment was programmed using Presentation software (Neurobehav-
ioral Systems, Albany, NY, USA). We employed a 2 (masking strength: masked or 
unmasked) x 2 (target congruency: congruent or incongruent) factorial design, 

separating syntactic and semantic stimuli. Note that the term “target congruency” 
includes both syntactic correctness (syntactic trials) and semantic congruency 
(semantic trials). In both syntactic and semantic blocks, each block included 112 
trials and lasted approximately 5 minutes. In total, there were 448 trials in the 
semantic trials and 896 trials in the syntactic trials, equally divided across syntac-
tic-verb and syntactic-noun trials. Each block included 50% masked and 50% un-
masked trials, randomly mixed within blocks.  

                                                           
20

 For further details about the measure employed to calculate word frequencies, as well as for 
statistical comparisons of length and frequency, cf. Table 1 and 2. 
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In masked trials, we presented a fixation cross (300 ms), a blank screen (200 
ms), a first mask (67 ms), a prime (33 ms), a second mask (67 ms), a target (500 
ms) and a fixation cross (700 ms). After the fixation cross, an answer screen with 
the options correct/not correct (for the syntactic trials, in Dutch correct/niet cor-
rect) or animate/not animate (for the semantic trials, in Dutch levend/niet levend) 
appeared (see Figure 5.1A and 5.1C for examples of the trial structure). The posi-
tion of the correct or animate answer (left or right) was randomized. In unmasked 
trials, we presented a fixation cross (300 ms), a blank screen (200 ms), a first blank 
(67 ms), a prime (33 ms), a second blank (67 ms), a target (500 ms) and a fixation 

cross (700 ms). Trials had a duration of 1867 ms.  
Participants were instructed to respond to the target only after the answer 

screen appeared. The main change between this experiment and the previous 
study, described in Chapter 4, is that we modified task instructions. In the previ-
ous experiment, in both the syntactic and the semantic condition, participants 
were required to indicate whether the target matched or did not match with the 
prime (match/no match task). In this experiment, they were asked to indicate 
whether the prime-target combination was grammatically correct or incorrect (in 
the syntactic condition) or whether the target was animate or inanimate (in the 

semantic condition) by pressing either a left or a right key on the keyboard with 
their left or right hand, respectively. In syntactic trials, in order to make the task 
meaningful in the masked condition, participants were told that each block in-
cluded “easy” and “difficult” trials. In the difficult trials, words were “hidden”, 
which made them very hard to be read. However, they had to try their best to re-
spond correctly. Therefore, at least in the syntactic condition participants were 
aware that words were present in the masked condition, but they were not able 
to perceive them clearly. Note that in the syntactic condition participants needed 
to discriminate both words in order to perform the correct/incorrect task accu-
rately. Therefore, in this case the main task allows to assess the visibility of the 

prime. In order to assess prime visibility in the semantic condition, we added a 
visibility check block at the end of the main task. Here, participants were asked to 
perform the animate/inanimate judgement on the masked/unmasked prime in 
semantic trials, as they previously did for the target. 

There was no speed stress on the response. Each block included 50% congru-
ent and 50% incongruent trials, randomly mixed within blocks. The interval be-
tween trials varied between 750 and 1250 ms, drawn from a random distribution. 
At the end of each block, feedback was provided on participants’ accuracy, for 
both masked and unmasked trials. 
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5.2.4. Procedure 
The experiment consisted of one main EEG session. Before starting the EEG 

recording, participants were introduced to both task and stimuli and performed 
three short practice blocks of 28 trials each (one syntactic-verb, one syntactic-
noun and one semantic block). Next, participants performed the main task (12 
blocks: 4 syntactic-verb, 4 syntactic-noun and 4 semantic) and EEG was recorded. 
Block order, both in the practice and in the main task, was randomized across par-
ticipants.  

 

5.2.5. Electroencephalographic measurements   
The electroencephalogram was recorded continuously from 61 active 

Ag/AgCL electrodes using an actiCap system (Brain Products GmbH). 59 of these 
electrodes were mounted on a cap with equidistant electrode montage. Two sep-
arate electrodes were placed on the left and right mastoid, respectively. Blinks 
were monitored through a separate electrode placed below the left eye and the 
closest frontal electrodes to the left eye. Horizontal eye movements were moni-
tored through two electrodes placed on the lateral canthi next to the left and right 
eye. The ground electrode was placed on the forehead. EEG and EOG recordings 

were amplified through BrainAmp DC amplifiers. The EEG signal was recorded 
with a sampling rate of 500 Hz, then filtered offline with a high-pass filter of 0.1 Hz 
and a low-pass filter of 40 Hz. All electrode sites were re-referenced offline to the 
average of left and right mastoids and epoched from -0.667 (i.e. the beginning of a 
trial) to +1.6 s surrounding each trial. All ERPs were time-locked to target presen-
tation. Next, trials were visually inspected and those containing artefacts not re-
lated to blinks were manually removed. Note that visual inspection was blind to 
the conditions of the experiment. Deleted channels were reconstructed based on 
a nearest neighbor approach. Independent component analysis (ICA) was com-
puted and components containing blink/oculomotor artefacts were removed from 

the data. The pre-target interval between 367 and 167 ms before target (i.e. the 
duration of the blank before the first mask) was employed as a baseline. For fol-
low-up analyses, we also applied a baseline correction of 200-400 ms after target 
onset. 

 
5.2.6. Statistical analyses 

Behavioral analyses (repeated measures ANOVAs and paired t-tests) were 
performed in MATLAB. For our ERP analyses, all preprocessing steps were con-
ducted with Fieldtrip (Oostenveld et al., 2011). ERP statistical analyses were per-

formed using a combination of Fieldtrip and MATLAB (The Mathworks, Natick, 
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MA, USA) scripts. The ERP analysis procedure, which is the same employed for our 
previous experiments, is reported below. Our hypotheses focused on the N400 
and P600 effects, as typical neural markers of semantic and syntactic processing, 
respectively21. 

As a first step, we performed cluster-based permutation tests (Maris & 
Oostenveld, 2007) on the time window from 0 (that is target, i.e. second word on-
set) to 1.2 s (i.e. the end of a trial; the answer screen was presented 1.2 seconds 
after the onset of the target), in order to isolate significant ERP effects related to 
syntactic violation or semantic incongruency (contrast incongruent vs. congruent, 

computed separately for syntactic and semantic stimuli). A minimum of two 
neighboring electrodes had to pass the threshold of p<0.05 to form a cluster. Clus-
ter-based procedure was based on 10000 iterations. This Monte-Carlo method 
generated a nonparametric estimate of the p-value representing the statistical 
significance of the originally identified cluster. This analysis isolated significant ef-
fects as clusters in time and space. To visualize the evolution of significant clus-
ters, we divided the time period (0-1.2 s) in 12 equal bins of 100 ms and plotted 
for each bin (i.e. 0-100, 100-200, etc.) all electrodes that were significant at least 
50% of the time window (as an example, cf. Figure 5.2A).  

Subsequently, for follow-up analyses we isolated the exact time window and 
channels where the effects were strongest. To do so, the onset and offset of a 
cluster were defined as the time period around the maximum difference where 
the difference did not drop below 50% of this maximum and where at least one 
channel showed a significant effect. We then selected the 10 channels within the 
cluster that showed the largest effect in this time window (for a similar procedure, 
cf. Mongelli et al., 2019 and Meijs et al., 2018). The resulting regions of interest 
(ROI) and time windows were used for subsequent analyses, including all the rele-
vant factors. We also performed post-hoc, exploratory analyses on the N400 time 
window, defined based on previous literature (Kutas & Federmeier, 2010) or on 

ERP visual inspection, and selecting the ROIs that were defined through the clus-
ter-based procedure. Moreover, as a control, we performed supplementary anal-
yses on central and posterior ROIs, defined based on previous literature on the 
N400 (Kutas & Federmeier, 2010) and the P600 (Gouvea et al., 2010), respectively. 
These control analyses led to the same results. 

 

                                                           
21

 For a more detailed description of typical N400 and P600 effects (in terms of time window and 
topography), cf. the Methods section of Chapter 4. 
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5.3. Results  
In this experiment, we aimed to shed light on some aspects of the previous 

experiment (cf. Chapter 4), with the main goal of clarifying whether syntactic uni-
fication requires neural feedback between distant brain areas. In particular, we 
investigated task-related effects on the processing of syntactic violations and se-
mantic incongruencies. 

 
5.3.1. Behavior 

Since task differed across syntactic and semantic stimuli, we analyzed behav-

ioral performance separately for the two types of stimuli. For syntactic stimuli, 
participants were asked to indicate whether the prime-target combination that 
was just presented was grammatically correct or incorrect, hence their answer 
depended on the identity of both the masked/unmasked prime and the unmasked 
target (the target was always fully visible). Therefore, in this case, we investigated 
how masking strength of the prime affected participants’ accuracy. We found that 
masked and unmasked conditions differed significantly, with accuracy being signif-
icantly lower when primes were masked than unmasked (t40=80.30, p<0.001. Fig-
ure 5.1B). In the unmasked condition, subjects performed well above chance 

(t40=76.02, p<0.001, 95% correct. Figure 5.1B). In the masked condition, perfor-
mance was much poorer and numerically close to chance level, although statisti-
cally above chance level (t40=3.05, p=0.004, 51.24% correct. Figure 5.1B). Note 
that participants’ accuracy did not differ across syntactic-verb and syntactic-noun 
trials (interaction masking strength x stimulus type: F1,40=0.41, p=0.525). 

In the semantic condition, participants were asked to indicate whether the 
target was animate or inanimate, therefore their answer depended on the target 
only (always fully visible). Therefore, in this case we tested how well they per-
formed on the animacy categorization task. As expected, masked and unmasked 
conditions did not differ significantly (t40=-0.84, p=0.40. Figure 5.1D), with accura-

cy being high and above chance in both conditions (unmasked: t40=83.40, p<0.001, 
97% correct; masked: t40=135.05, p<0.001, 97% correct. Figure 5.1D).  

During the visibility check, ran after the main EEG task, participants were re-
quired to indicate whether the masked/unmasked prime, instead of the target, 
was animate or inanimate. Therefore, subjects were tested on prime visibility in 
the semantic prime condition (irrespective of the relation to the target word). In 
this case, masked and unmasked conditions differed significantly, with accuracy 
being significantly lower in the masked condition than in the unmasked condition 
(t40=33.87, p<0.001). In the unmasked condition, subjects performed well above 
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chance (t40=77.20, p<0.001, 96% correct), whereas in the masked condition, per-
formance was poorer but also above chance (t40=4.06, p<0.001, 54% correct). 

Overall, the behavioral results showed that participants performed well in 
both the syntactic and semantic tasks, as revealed by high accuracy in unmasked 
syntactic trials and unmasked/masked semantic trials. Moreover, when subjects’ 
response depended on both prime and target (i.e. in syntactic blocks and visibility 
check blocks) masking strongly affected subjects’ performance, as revealed by 
much lower accuracy in the masked compared to the unmasked condition. How-
ever, in both masked syntactic trials and masked visibility check trials, accuracy 

was above chance level (51% and 54% respectively). As in the previous experi-
ments, we cannot be sure that participants were truly unaware of the masked 
primes. Therefore, we do not assume that masked stimuli are fully unconscious22. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
Figure 5.1: Paradigm and behavioral results. (A) Trial structure for masked syn-

tactic stimuli. One prime (e.g. he or one) was followed by an unmasked target (e.g. 
drives or hat), forming syntactically correct or incorrect combinations (he drives 
vs. *he drive or one hat vs. *one hats). In the figure, a syntactically correct trial is 
represented. Participants were required to indicate whether prime and target 
formed grammatically correct or incorrect combinations. (B) Participants’ accura-
cy for unmasked (black) and masked (grey) syntactic trials separately. Error bars 
represent between-subject SEM. (C) Trial structure for masked semantic stimuli. 
Animate nouns (e.g. sheep or chef) and inanimate nouns (e.g. spoon) formed con-
gruent or incongruent prime-target pairs (e.g. sheep-chef vs. sheep-spoon). Partic-

                                                           
22

 For a more elaborate discussion of this point, cf. the Discussion (section 3.4.3) of Chapter 3. 
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ipants were required to indicate whether the target was an animate or inanimate 
word. In the figure a congruent trial is represented. (D) Participants’ accuracy for 
unmasked (black) and masked (grey) semantic trials separately. Error bars repre-
sent between-subject SEM.  

 
5.3.2. ERP analyses 

In this experiment, following up on the previous experiment (cf. Chapter 4), 
we explored whether a reduction of awareness through visual masking may affect 
syntactic unification and lexical retrieval processes. In particular, we investigated 

task-related effects on the processing of syntactic violations and semantic incon-
gruencies. To this aim, in the ERP analyses we contrasted incongruent and con-
gruent trials using cluster-based permutation testing, correcting for multiple com-
parisons across both time (0-1.2 s) and (electrode) space (see Figure 5.2A and 
Methods section) (Maris & Oostenveld, 2007).  

First, we will report the analyses for syntactic stimuli. When isolating signifi-
cant effects (incongruent-congruent) as clusters in time and space, we found a 
significant positive cluster over centro-frontal electrodes from 610-884 ms after 
target onset and peaking at 684 ms (see Figure 5.2A; p-value of the cluster be-

tween 610-884 ms: p<0.001). Next, we investigated how this ERP effect, which 
resembled a typical P600 effect, was modulated by masking strength. Therefore, 
we performed a repeated measures ANOVAs on the ERP time window found with 
the cluster-based permutation procedure, with two factors: masking strength 
(masked/unmasked), and prime/target congruency (congruent/incongruent). We 
found that the P600 effect was larger for unmasked than for masked trials (inter-
action masking strength x congruency: F1,40=15.91, p<0.001). There was no differ-
ence between syntactic-verb and syntactic-noun trials, as the 3-way interaction 
between masking strength, congruency and stimulus type (syntactic-verb or syn-
tactic-noun) was not significant (p=0.437). In post-hoc analyses, we tested the ERP 

effects for masked and unmasked trials separately. For unmasked syntactic stimu-
li, incongruent trials triggered a larger P600 compared to congruent trials (t40=-
5.50, p<0.001. Figure 5.2B), but this was not the case for masked syntactic stimuli 
(p=0.116. Figure 5.2C).  

After visual inspection of the masked/unmasked ERPs for syntactic stimuli, we 
noticed a negative difference between incongruent and congruent trials in the 
N400 time window (Figure 5.2B). Therefore, in an exploratory manner, we tested 
this ERP difference for the centro-frontal ROI defined with the cluster-based pro-
cedure (see also inset Figure 5.2), and on a time window of 250-550 ms defined 

based on previous literature on the N400 (see dark gray highlighted area in Figure 
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5.2B and 5.2C) (Kutas & Federmeier, 2010; Lau et al., 2008). This post-hoc analysis 
confirmed that there was an N400 effect in the unmasked condition (t40=2.19, 
p=0.033. Figure 5.2B), but not in the masked condition (p=0.268. Figure 5.2C). 

Figure 5.2: ERP effects for syntactic stimuli. (A) Topographic maps of the differ-
ence between syntactic incongruent and congruent trials over time (0 = target on-

set). Cluster-based permutation tests were used to isolate the significant events, 
while correcting for multiple comparisons across time and (electrode) space. On 
each head map, channels with a significant effect for at least 50% of its time win-
dow are highlighted. (B) ERPs for a centro-frontal region of interest (see inset) for 
congruent (blue) and incongruent (red) unmasked syntactic trials. (C) ERPs for a 
centro-frontal region of interest (see inset) for congruent (blue) and incongruent 
(red) masked syntactic trials. Inset represents the channels within the cluster that 
showed the largest effect in the time window 610-884 ms. In figures 5.2B and 5.2C 
shaded blue and red areas around the wave forms indicate between-subject SEM. 

Time 0 represents target onset. Shaded light grey areas highlight the time window 
of interest for the P600 effect (610-884 ms). Shaded dark grey areas highlight the 
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time window of interest for the N400 effect (250-550 ms), tested in an exploratory 
manner after visual inspection of the ERPs. All headmaps are scaled from -1 to 1 
microvolts.  

 
Next, we focused on the semantic stimuli. When performing the cluster-based 

analysis, we found a positive difference, which was significant over centro-parietal 
and central electrodes in the time windows 214-280 ms (peak: 248 ms) and 364-
452 ms (peak: 420 ms), respectively (see Figure 5.3A; p-value of the cluster be-
tween 214-280 ms: p=0.003; p-value of the cluster between 364-452 ms: 

p=0.001). Again, we proceeded with a repeated measures ANOVA on the ERP time 
windows found with the cluster-based permutation procedure with the factors 
masking strength (masked/unmasked) and prime/target congruency (congru-
ent/incongruent). We found that the first positivity (main effect of congruency: 
F1,40=33.82, p<0.001) was larger for unmasked than masked trials (interaction 
masking strength x congruency: F1,40=12.26, p=0.001). On the contrary, the second 
positivity was not larger for unmasked than masked trials (interaction masking 
strength x congruency: F1,40=0.32, p=0.573). In planned post-hoc analyses, we 
tested the ERP effects for masked and unmasked semantic trials in both time win-

dows separately (i.e. 214-280 ms and 364-452 ms). For the first time window 
(214-280 ms), there was a significant difference between congruent and incon-
gruent trials in the unmasked condition (t40=-5.83, p<0.001), but not in the 
masked condition (p=0.566). On the contrary, in the second time window (364-
452 ms), there was a significant difference between congruent and incongruent 
trials, both in the unmasked and in the masked condition (unmasked: t40=-3.95, 
p<0.001; masked: t40=-3.59, p<0.001).  

The absence of an N400 effect in the semantic stimuli was surprising and con-
tradictory with previous studies employing similar paradigms (Holcomb, Reder, 
Misra, & Grainger, 2005; Kiefer & Martens, 2010). We reasoned that the N400 

may be disguised because there were two neural generators active closely in time, 
and therefore the N400 could be overshadowed by the P200. In order to test this 
post-hoc hypothesis, we baseline corrected the ERPs from 200-400 ms after target 
onset, thereby artificially nulling the P200 effect to test whether there was a re-
sidual N400 effect after doing so. Next, in an exploratory manner, we tested the 
difference between congruent and incongruent trials on the central ROI defined 
by the cluster-based procedure (corresponding to the second positive cluster, see 
Figure 5.3A) in the 400-600 ms time-window, based on visual inspection of  the 
unmasked ERPs (Kutas & Federmeier, 2010; Lau et al., 2008). This post-hoc analy-

sis revealed that the early P200 effect indeed masked a subsequent N400 effect in 



103 
 

the unmasked condition (t40=3.15, p=0.003. Figure 5.4A), but not in the masked 
condition (t40=-2.28, p=0.028. The effect was significant, but in the opposite direc-
tion. Figure 5.4B). 

In summary, in this experiment we found a P600 effect in unmasked syntactic 
stimuli. In unmasked semantic stimuli we observed a positive difference, starting 
around 200 ms, between incongruent and congruent trials. This positive differ-
ence may have masked a subsequent N400 effect, which became visible when ap-
plying a baseline correction of 200-400 ms after target onset (exploratory analy-
sis). Importantly, this positivity was also present in the masked semantic condition 

(but only in the time window 364-452 ms). 
 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
Figure 5.3: ERP effects for semantic stimuli. (A) Topographic maps of the differ-
ence between semantic incongruent and congruent trials over time (0 = target on-
set). Cluster-based permutation tests were used to isolate the significant events, 
while correcting for multiple comparisons across time and (electrode) space. On 

each head map, channels with a significant effect for at least 50% of its time win-
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dow are highlighted. (B) ERPs for a central region of interest (see inset) for con-
gruent (blue) and incongruent (red) unmasked semantic trials. Note that the early 
positive effect shown in the headmap (214-280 ms) was tested on a different, 
centro-parietal region of interest obtained with the cluster-based permutation 
procedure (see Results). (C) ERPs for a central region of interest for congruent 
(blue) and incongruent (red) masked semantic trials. Inset represents the channels 
within the second positive cluster that showed the largest effect in the time win-
dow 364-452 ms. In both figures 5.3B and 5.3C shaded blue and red areas around 
the wave form indicate between-subject SEM. Time 0 represents target onset. 

Shaded grey areas highlight the time window of interest for the two positive ef-
fects (214-280 ms and 364-452 ms). All headmaps are scaled from -1 to 1 micro-
volts.  
 
 
 
 
 
 

 
 
 
 
 
 
 
 
Figure 5.4: ERP effects for semantic stimuli with baseline correction of 200-400 
ms after 0 (target onset). (A) ERPs for a central region of interest (see inset) for 

congruent (blue) and incongruent (red) unmasked semantic trials. (B) ERPs for a 
central region of interest for congruent (blue) and incongruent (red) masked se-
mantic trials. Inset represents the channels within the second positive cluster (see 
Figure 5.3A) that showed the largest effect in the time window 364-452 ms. In 
both figures 5.4A and 5.4B shaded blue and red areas around the wave form indi-
cate between-subject SEM. Time 0 represents target onset. Shaded grey areas 
highlight the time window of interest for the N400 effect (400-600 ms), tested in 
an exploratory manner after applying a baseline correction between 200-400 ms 
after target onset. All headmaps are scaled from -1 to 1 microvolts.  

 



105 
 

5.4. Discussion 
In this study, we explored the role of feedback in syntactic unification com-

pared to lexical retrieval, i.e. single word processing. According to the Memory, 
Unification and Control (MUC) model, feedback between the left inferior frontal 
cortex (LIFC) and the left posterior temporal cortex (LPTC) is crucial for unification, 
both at the semantic and the syntactic level (Hagoort, 2005, 2013, 2017; Hultén et 
al., 2019; Snijders et al., 2009). In previous work, we investigated this topic and 
found that long-range feedback, potentially involving LIFC, is required for seman-
tic unification (Mongelli et al., 2019). Semantic and syntactic unification are 

thought to rely on partially different regions within the LIFC, with ventral and dor-
sal areas that subserve semantic and syntactic unification, respectively (Hagoort & 
Indefrey, 2014). Therefore, semantic and syntactic unification may also rely on 
different brain mechanisms and should, therefore, be tested separately. For this 
reason, we ran a new experiment in order to investigate syntactic unification. Fol-
lowing the same reasoning, we disrupted long-range feedback through visual 
masking and explored whether, under these conditions, syntactic unification 
mechanisms were spared.  

In a first experiment, described in Chapter 4, we measured ERPs in response 

to syntactically correct/incorrect combinations (e.g. he drives vs. *he drive), and 
semantically congruent/incongruent word pairs (e.g. winter-summer vs. winter-
core). In both syntactic and semantic pairs, the first word could be either fully visi-
ble or masked from awareness. In the unmasked condition, we found an N400 ef-
fect for both syntactic and semantic stimuli. In the case of syntactic stimuli, this 
was against our predictions as we expected incorrect combinations to trigger a 
P600 effect, i.e. a typical neural marker of syntactic violation (Hagoort et al., 1993; 
Osterhaut & Holcomb, 1992). As a post-hoc explanation, we reasoned that this 
could be a task-related effect, since participants were not tested on the grammat-
ical correctness of prime/target pairs, but on a generic match/no match task. If 

task instructions do not explicitly require to consider an incorrect prime-target 
combination as grammatically incorrect, participants may just interpret it as 
“more difficult” to process, and not in terms of a violation of syntactic constraints. 
This may generate an N400 effect instead of a P600 effect. In the masked condi-
tion no ERP effect was found, neither for syntactic trials nor for semantic trials. 
We hypothesized that the null result in the single word condition may be attribut-
ed to prime novelty and/or task-related effects. First, it has been argued that 
prime novelty reduces masked priming effects, as it impedes the formation of au-
tomatic, non-semantic stimulus-response associations, in favor of purely semantic 

associations (Abrams & Greenwald, 2000; Damian, 2001; Van den Bussche, Van 
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den Noortgate, et al., 2009). Second, the match/no match task required partici-
pants to judge both prime and target, while in more common masked priming 
tasks (e.g. lexical decision tasks, valence or animacy categorization23), participants 
were required to judge the target word only.  

In a follow-up experiment, we aimed to clarify these issues. We ran a new 
EEG experiment while implementing three main changes in the previous para-
digm: (i) we changed the instructions in such a way that in the syntactic condition, 
participants were explicitly required to judge the grammatical correctness of the 
combinations; (ii) in the semantic condition, words occurred both as prime and as 

target; (iii) in the semantic condition, participants performed an animacy categori-
zation task (animate/inanimate judgement) on the target word only.  

In the syntactic condition, in which participants performed the task based on 
both prime and target, behavioral performance was very similar to the previous 
experiments, being higher in the unmasked than in the masked condition and 
therefore showing that masking significantly reduced prime visibility. In the se-
mantic condition, in which the task only required to judge the target, the para-
digm worked as predicted as participants performed well and very similarly in the 
masked and unmasked conditions. In EEG, in the unmasked syntactic condition we 

found a strong P600 effect, confirming that task settings may modulate ERP signa-
tures of syntactic processing. In the unmasked semantic condition, we observed a 
positivity (starting around 200 ms) that may have masked a subsequent N400 ef-
fect. This N400 effect seemed present, although delayed, when we applied a base-
line correction between 200-400 ms, thereby masking the P200 effect. The later 
positive effect (364-452 ms) was also present in the masked semantic condition, 
confirming that prime novelty and/or task may affect masked semantic pro-
cessing. In the masked syntactic condition, no ERP effect was found. On this last 
point, the current study replicates the previous experiment (cf. Chapter 4), in 
which no effect of syntactic unification under reduced levels of awareness was 

found. Taken together, the two experiments suggest that awareness is crucial for 
syntactic unification, and therefore long-range feedback processing, potentially 
implying frontal areas, may be required for syntactic unification, but not for lexical 
retrieval.  

 
5.4.1. The role of awareness in syntactic unification 

Our findings suggest that awareness plays an important role in syntactic com-
binatorial processes. As previously noticed, there are only a few studies investigat-

                                                           
23

 See the meta-analysis by Van den Bussche et al. (2009) for an overview (Van den Bussche, Van 
den Noortgate, et al., 2009). 
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ing syntactic processing under reduced levels of awareness, and results are mixed. 
Our findings are consistent with previous work, in which no evidence for syntactic 
unification under reduced awareness was found (Batterink et al., 2010), and in 
contrast with other studies suggesting that syntactic unification under reduced 
awareness may be possible (Batterink & Neville, 2013; Berkovitch & Dehaene, 
2019; Hung & Hsieh, 2015; Jiménez-Ortega et al., 2017, 2014; Pulvermüller & 
Shtyrov, 2003).  

However, we argue that some effects in these previous studies (Batterink & 
Neville, 2013; Pulvermüller & Shtyrov, 2003) may be explained by other factors 

than syntactic unification processes. Batterink & Neville (2013) used a cross-modal 
attentional blink (AB) paradigm to investigate undetected syntactic violations 
within sentences. They presented a tone (first target) either immediately before 
or after the onset of a visually presented syntactic violation (e.g. *We drank Lisa’s 
by brandy the fire in the lobby) (second target). Sometimes participants missed 
these syntactic violations, because the tone attracted their attention and pre-
vented the violation from reaching awareness (attention blinked). Interestingly, 
using EEG, they found that both detected and undetected syntactic violations trig-
gered an early left negative response (ELAN), whereas only detected violations 

triggered a P600 effect. Nevertheless, it has been shown that the attentional blink 
impairs conscious report behaviorally, but does not disrupt perceptual integration 
mechanisms and may leave local feedback processing intact (Dehaene et al., 2006; 
Fahrenfort et al., 2017; Luck, Vogel, & Shapiro, 1996). Therefore, this leaves open 
the question whether syntactic unification can occur in the absence of feedback 
(masking does disrupt feeback). In a previous AB study, Batterink & Neville (2010) 
did not find any evidence of syntactic processing under reduced levels of aware-
ness. They measured ERP responses to syntactically correct/incorrect word pairs 
(e.g. the sky vs. *we sky) and found that ERPs to targets occurring outside the AB 
period triggered an N400-like negativity, while ERPs in response to unattended 

targets showed no ERP effect. Their previous conclusion, i.e. that full awareness is 
necessary for syntactic unification, is consistent with our findings. These results, 
which seem to be contradictory with their more recent findings, are not discussed 
by Batterink & Neville (2013). 

The study by Pulvermüller & Shtyrov (2003) can also be explained by factors 
not related to unification. They investigated violations of grammatical agreement 
in number (we come vs. *we comes), which were presented auditory while sub-
jects’ attention was distracted (they were instructed to watch a silent video and 
ignore the auditory stimuli). They found that grammatically incorrect sentences 
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elicited a larger mismatch negativity (MMN)24 effect compared to grammatically 
correct ones. However, as argued above, attentional deviation is not thought to 
disrupt feedback. Moreover, the latency of the MMN (348 ms) is a typical N400 
latency, hence it is not clear why they consider it as an MMN. Last, they only em-
ployed one sentence (i.e. we come vs. *we comes), which was repeated through-
out the whole experiment. Their findings should be replicated with a larger stimu-
lus set before inferring general conclusions. 

Other studies (Berkovitch & Dehaene, 2019; Hung & Hsieh, 2015; Iijima & 
Sakai, 2014; Jiménez-Ortega et al., 2017, 2014) may have methodological issues 

explaining the observed syntactic unification effects. For example, Berkovitch & 
Dehaene (2019) investigated masked syntactic priming in a series of behavioral 
experiments25. In one of these experiments, they investigated correct/incorrect 
word combinations (for example determiner-noun vs. pronoun-noun combina-
tions, e.g. the sport vs. *he sport, or determiner-verb vs. pronoun-verb combina-
tions, e.g. *the sleeps vs. he sleeps). They found that masked incorrect combina-
tions resulted in longer reaction times (RTs) to the target, compared to correct 
combinations (although the effect was small: 7 ms, p=0.032, one-tailed). However, 
the effect seemed only present for verb targets (i.e. determiner-verb vs. pronoun-

verb) and absent for masked noun targets, which leaves open the generalizability 
of the observations. Further, as the authors themselves acknowledge, the priming 
effect may have been driven by differences in transitional probabilities between 
conditions, that is by the fact that correct combinations are more frequent than 
incorrect combinations in natural language. It has been shown that transitional 
probabilities between words affect language processing, both at the behavioral 
(Thompson & Newport, 2007) and the neural level (Kutas & Hillyard, 1984). In two 
follow-up experiments, the authors controlled for this factor, and while doing so, 
they failed to replicate the initially observed priming effect. 

Ortega et al. (2014) investigated gender agreement violations. They present-

ed masked/unmasked adjectives, which could be either syntactically correct or 
incorrect with respect to a visible sentence context (e.g. El detective privado inves-
tiga vs. *El detective privada investiga. In English: The private[mas.] detective[mas.] 
investigates vs. *The private[fem.] detective[mas.] investigates). EEG revealed that 
masked incorrect noun-adjective pairs triggered an ELAN, followed by a P600-like 
modulation, whereas unmasked incorrect noun-adjective pairs only triggered a 
                                                           
24

 The MMN is a negative ERP effect triggered by the presentation of a deviant event, embedded in 
a stream of repeated and familiar events (Garrido, Kilner, Stephan, & Friston, 2009). 
25

 Here we only discuss the experiments investigating syntactic priming at the unification level. In 
the other experiments, they investigated masked syntactic priming at the single word level (e.g. 
priming of a noun target by another noun vs. by a verb). 
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P60026. However, in this paradigm the correct/incorrect adjective was presented 
twice (first masked, then unmasked), hence the results may stem from repetition 
suppression, and not gender agreement violations.  

Ortega et al. (2017) employed a similar paradigm, but in this case the masked 
adjective was neutral, positive or negative. They found again ERP effects triggered 
by the masked adjectives, differentially modulated for neutral, positive and nega-
tive adjectives (a LAN+P600, early P600 and N400 effects for neutral, negative and 
positive adjectives, respectively). However, they excluded 1/3 of the subjects for 
admitting stimulus awareness. Post-hoc exclusion of subjects based on awareness 

measures has raised methodological criticisms for issues related to the regression 
to the mean (Shanks, 2017). 

Hung & Hsieh (2015) investigated syntactic incongruency with continuous 
flash suppression (CFS). They presented visible Subject-Verb combinations (e.g. 
Birds eat), followed by a syntactically congruent (Object, e.g. worms) or incongru-
ent (Verb, e.g. drank) word. This last word was masked with CFS. They found that 
the third word in the syntactically incongruent condition broke suppression faster 
than the word in the congruent condition. However, similarly to Berkovitch & 
Dehaene (2019), their results may be explained by differences in transitional 

probabilities between the correct and incorrect condition. Moreover, CFS has 
been recently criticized, especially when breakthrough times are used as depend-
ent measure, and it is currently controversial whether CFS can be considered as an 
accurate method to study information processing during unawareness or whether 
these effects may be driven by post-breakthrough processes (Stein, Hebart, & 
Sterzer, 2011).  

Iijima & Sakai (2014) performed a magnetoencephalography (MEG) study 
comparing syntactically correct and incorrect combinations in Japanese. For ex-
ample, in one type of combinations an unmasked object was followed by a transi-
tive/intransitive masked verb and a target verb. The masked verb thus affected 

the grammaticality of the sentence, forming congruent (object - transitive verb 
prime - target verb) or incongruent (object – intransitive verb prime – target verb) 
combinations. They found that some congruent combinations triggered an in-
creased response in LIFG, interpreted as a marker of reinforcement of prior expec-
tations. However, this effect was not found in all correct/incorrect combination 
types. Therefore, similarly to the results by Berkovitch & Dehaene (2019), one 

                                                           
26

 Note that this is in contrast with the findings by Batterink & Neville (2013), who found a sup-
pression of the P600 effect in the awareness-reduced condition, and both an ELAN and a P600 ef-
fect in the fully conscious condition. 
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may wonder if their findings – although interesting – allow to formulate general 
conclusions about syntactic processing. 

Overall, previous work on syntactic processing under reduced levels of 
awareness may not specifically tackle syntactic unification, or may suffer from 
methodological issues that first need to be explored further before conclusions 
can be drawn. Moreover, as previously noticed for semantic unification, studies 
on sentence processing under reduced levels of awareness may not fully distin-
guish between unification and lexical retrieval processes. To the best of our 
knowledge, our studies are the first that aim to control for this issue. 

 
5.4.2. The influence of task on syntactic processing 

One important goal of this study was investigating the influence of task re-
quirements on syntactic processing. In a previous experiment (cf. Chapter 4), we 
found that syntactic violations (e.g. he drives vs. *he drive) triggered an N400 ef-
fect, instead of the expected P600 effect. As a post-hoc explanation, we hypothe-
sized that this could be a task-related effect, since participants were tested on a 
generic match/no match task between prime and target, without being explicitly 
required to judge the grammaticality of syntactic combinations. This may lead par-

ticipants to interpret incorrect prime-target combinations as simply “more diffi-
cult” to process, instead of syntactically incorrect. Therefore, in the current exper-
iment, we modified the task and asked participants to judge the grammatical cor-
rectness of combinations, while keeping the same lexical material. Results con-
firmed our predictions, as in this case syntactic violations triggered a P600 effect. 
A tentative explanation is provided below. 

In a previous study, N400 effects triggered by syntactic violations have been 
found in aphasic patients. Hagoort et al. (2003) investigated syntactic processing 
in patients with agrammatic aphasia. These patients, due to a perisylvian lesion in 
the language-dominant hemisphere, usually suffer from a significant reduction of 

their ability to exploit syntactic constraints, i.e. rules that specify how to combine 
words in a grammatically well-formed manner. When tested on a word order vio-
lation task (e.g. *the thief steals the expensive very clock vs. the thief steals the 
very expensive clock), agrammatic patients showed an N400 effect instead of a 
typical P600 effect, which was observed in healthy controls and non-agrammatic 
aphasics. Hagoort et al. argued that this N400 effect may reflect the tendency of 
agrammatic patients to perform sentence comprehension by employing semantic 
constraints (Hagoort et al., 2003). Since the syntactic route was no longer availa-
ble for them, they may have tried to solve the sentence-binding problem through 
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a substitutive semantic route27. Accordingly, they treated the difference between 
sentences with the correct word order and the sentences with the wrong word 
order as a difference between transitional probabilities (*the expensive very clock 
is less likely to occur than the very expensive clock). Differences in transitional 
probabilities are known to modulate the N400 (Kutas & Hillyard, 1984). Therefore, 
sentences with the wrong word order triggered a larger N400, compared to sen-
tences with the correct word order. 

We suggest that a similar explanation may hold for our findings. In the previ-
ous experiment, participants may have been pushed to employ the semantic 

route instead of the syntactic route by task requirements, even if in their case 
both routes were intact. Task instructions did not explicitly ask to consider an in-
correct prime-target combination as grammatically incorrect, hence participants 
may have interpreted it as generally “more complicated”. In this case, the N400 
effect may reflect a general cost of processing resources in solving a semantic 
binding problem, replacing the expected P600 effect. In the current experiment, 
the task instructions explicitly required participants to follow a syntactic route to-
wards a correct answer, thus eliciting a typical P600 effect. However, this is a 
speculative explanation that should be confirmed by future studies. 

Taken together, the two experiments suggest that task requirements may 
strongly influence semantic/syntactic processing, pushing comprehenders to  em-
ploy the semantic route instead of the syntactic route to process syntactic viola-
tions, even if both routes are available. In future work, it would be interesting to 
test task influence on N400/P600 effects in the opposite direction, that is trigger-
ing P600 effects in semantic processing (instead of N400 effects) by modifying task 
requirements. That would show that semantic processing, as reflected by N400 
effects, can be influenced by task requirements, similarly to what we found here 
for syntactic processing.  

 

5.4.3. The influence of task on semantic processing 
Our findings highlight that task settings may also play a role in semantic pro-

cessing, for both masked and unmasked semantic material. In the semantic condi-
tion, we did not observe that incongruent pairs triggered an N400 effect, against 
our expectations. Instead, we observed an early positivity, starting at ~200 ms 
(which in fact may have masked the N400 effect, which became visible when 
masking the P200 effect by applying a different baseline correction). In the lan-
guage literature, P200 effects have mostly been associated with low-level lexical 

                                                           
27

 This interpretation assumes that language processing is performed along two processing routes 
at least, i.e. one semantic route and one syntactic route. 
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processes, like phonological (Kong et al., 2010) and morphological processes 
(Beyersmann, Iakimova, Ziegler, & Colé, 2014). For example, Beyersmann et al. 
(2014) found that a P200 effect when comparing morphologically related prime-
target pairs (e.g. washing-wash) to unrelated pairs. Semantic-related P200 is less 
common, but has been documented in some cases (Stuellein, Radach, Jacobs, & 
Hofmann, 2016). For example, Stuellein et al. (2016) compared words with many 
semantic associates (within the stimulus set) with words with a smaller number of 
semantic associates in a recognition memory task. They observed a larger P200 for 
words with many associates compared to few associates. In our data, the positive 

difference between incongruent and congruent trials in the masked condition was 
only present in the later time window (364-452 ms).  

As already noticed, the fact that we found a positive difference between con-
gruent and incongruent trials, both in the masked and the unmasked case, was 
not in line with our initial hypotheses. This unexpected result could be driven by 
specificities of the task settings. In our paradigm, participants had to classify the 
target as animate or inanimate. It has been shown that classifying a visual input (a 
picture) as animate or inanimate may only take 150 ms (Thorpe, Fize, & Marlot, 
1996). Therefore, the positive effect may reflect the influence of the prime on this 

fast animacy categorization process. Moreover, since task instructions did not ex-
plicitly mention the congruency factor between prime and target, participants 
were not focused on it. A congruency effect (i.e. an N400 effect) was nevertheless 
present (even if masked by the early positivity) in the unmasked condition, where 
the prime was fully visible. In the masked case, the task-irrelevance of the congru-
ency factor may explain the absence of the N400 effect. These findings add evi-
dence to a growing body of literature showing that task relevance strongly affects 
masked processing (Berkovitch & Dehaene, 2019; van Gaal, de Lange, & Cohen, 
2012).  

We acknowledge that these results may also be explained by aspects of the 

lexical material we may not have fully controlled for, e.g. semantic associations 
between animate and inanimate stimuli. For example, sailor and storm are incon-
gruent from the animacy perspective, thus are considered as an incongruent pair 
in our experimental paradigm. However, from the semantic association point of 
view, they may be considered as related, hence they would be considered as a 
congruent pair by the brain implicitly. This is a limitation of the present study, 
which should be better taken into account in future work. It would be useful to 
replicate the current experiment with a match/no match task (similar to the task 
that we employed in previous studies) and keeping the same lexical material. 
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The fact that we found a masked ERP effect in the current experiment, while 
no effect was present in the previous study, may be explained by two factors. 
First, in this study, contrary to the previous study, all words appeared both as 
primes and targets. As explained above, it has been shown that abolishing prime 
novelty enhances masked priming effects, as automatic, non-semantic associa-
tions are established between prime and target (Abrams & Greenwald, 2000; 
Damian, 2001; Van den Bussche, Van den Noortgate, et al., 2009). This may have 
triggered a difference between congruent and incongruent conditions in the pre-
sent study.  

Second, in this experiment participants responded based on the target only 
(animacy categorization task), while in the previous study they responded based 
on both prime and target (match/no match task). It has been shown that task set-
tings may influence masked semantic priming effects. For example, Kiefer & Mar-
tens (2010) showed that semantic tasks (e.g. animacy categorization) trigger a 
larger N400 effect compared to perceptual tasks (e.g. decision on open/close 
shape of first and last letter) in masked semantic paradigms (Kiefer & Martens, 
2010). However, to the best of our knowledge, there is no literature on differ-
ences in masked priming effects when the task requires a response on both prime 

and target vs. on the target only. This could also be a matter for future studies. 
Moreover, we cannot state which factor (prime novelty and/or task settings) was 
decisive in triggering an ERP effect in the current study compared to the previous 
study. This issue should also be investigated in follow-up experiments modifying 
prime novelty and task requirements separately. 

 
5.4.4. Conclusion 

This work, together with the previous study (reported in Chapter 4), suggests 
that full awareness is required for combining words into larger syntactic struc-
tures. Indeed, when reducing stimulus awareness with visual masking, which at 

the same time disrupts long-range feedback, syntactic unification is impaired, 
while lexical retrieval is preserved (at least under certain conditions). Our findings 
provide evidence in favor of the hypothesis that feedback processing, potentially 
implying frontal areas, is crucial for syntactic unification mechanisms (Hagoort, 
2017; Hultén et al., 2019; Snijders et al., 2009; Tyler et al., 2011). 
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5.5. Tables 
 

Semantic stimuli    

Animate words Frequency - 
Lg10WF 

Word length Translation 

schaap 2,4579 6 sheep 

egel 1,415 4 hedgehog 

stier 2,6243 5 bull 

paard 3,5632 5 horse 

vogel 3,1498 5 bird 

leeuw 2,8089 5 lion 

insect 2,3304 6 insect 

chef 3,1332 4 chef 

dame 3,5586 4 lady 

zeeman 2,3424 6 sailor 

monnik 2,4166 6 monk 

spion 2,9085 5 witch 

agent 3,9117 5 agent 

paus 2,7427 4 pope 

Mean 2,811 5  

SD 0,637 0,784  

    

Inanimate words Frequency - 
Lg10WF 

Word length Translation 

lepel 2,3424 5 spoon 

suiker 2,98 6 sugar 

villa 2,5224 5 villa 
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storm 3,1126 5 storm 

fiets 2,9786 5 bike 

naald 2,5717 5 needle 

kwast 1,8808 5 brush 

kamer 4,0805 5 room 

piano 2,791 5 piano 

broek 3,4688 5 trousers 

stoel 3,3502 5 chair 

wijn 3,4223 4 wine 

peper 2,2227 5 pepper 

beugel 2,1847 6 ring 

Mean 2,850 5,071  

SD 0,607 0,474  

    

 Animate vs. Inan-
imate words 

  

Frequency p=0,870   

Word length p=0,806   

 
Table 1. List of semantic stimuli (column 1) with relative frequency (column 

2), length (column 3) and English translation (column 4). Mean and standard 
deviation (SD) of word frequencies and word length are reported in column 2 
and 3, respectively. Animate and inanimate nouns formed congruent or in-
congruent prime-target pairs (e.g. sheep-chef vs. sheep-spoon, in Dutch 
schaap-chef vs. schaap-lepel). The lexical material included 28 nouns (14 an-
imate and 14 inanimate). Contrary to the previous experiment (cf. Chapter 
4), all words appeared both as primes and targets. As in the previous exper-
iment, frequencies were extracted from SUBTLEX-NL, a database of Dutch 
word frequencies based on film and television subtitles (Keuleers et al., 

2010). Our measure for frequency was Lg10WF, i.e. the logarithm to the 
base 10 of FREQcount+1, where FREQcount is the number of times the word 
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appeared in the corpus (i.e. on the total of 43.8 million words). According to 
Keuleers et al. (2010), calculating the log frequency on the raw frequencies is 
the most straightforward transformation, because it allows researchers to 
give words that are not in the corpus a value of 0. All words were matched 
for length and frequency (p-values reported in the table). 
 

Syntactic stimuli - 
Verbs 

Frequency- 
Lg10WF 

Word length Translation 

rijden 3,817 6 drive 

niezen 1,9294 6 sneeze 

lezen 3,6735 5 read 

zingen 3,4573 6 sing 

klagen 2,937 6 complain 

bijten 2,8445 6 bite 

rennen 3,5047 6 run 

raden 3,0917 5 guess 

kopen 3,7569 5 buy 

roken 3,2833 5 smoke 

lopen 3,9863 5 walk 

verven 2,29 6 paint 

winnen 3,7074 6 win 

bidden 3,2071 6 pray 

rijdt 3,3294 5 drives 

niest 1,4314 5 sneezes 

leest 3,0465 5 reads 

zingt 2,8639 5 sings 

klaagt 2,4472 6 complains 

bijt 2,8733 4 bites 

rent 2,6893 4 runs 
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raadt 2,3502 5 guesses 

koopt 2,9795 5 buys 

rookt 2,7292 5 smokes 

loopt 3,7778 5 walks 

verft 1,4472 5 paints 

wint 3,3212 4 wins 

bidt 2,2253 4 prays 

Mean 2,964 5,214  

SD 0,683 0,686  

    

Syntactic stimuli - 
Nouns 

Frequency - 
Lg10WF 

Word length Translation 

kast 3,1189 4 wardrobe 

kruk 2,0531 4 stool 

hand 3,9417 4 hand 

stoel 3,3502 5 chair 

trein 3,5051 5 train 

muts 2,2923 4 hat 

jurk 3,3872 4 dress 

bank 3,6042 4 bench 

kers 1,8573 4 cherry 

hond 3,8678 4 dog 

nicht 3,0022 5 niece 

agent 3,9117 5 agent 

jurist 2,1903 6 lawyer 

rat 2,9978 3 rat 

kasten 2,0792 6 wardrobes 
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krukken 1,8692 6 stools 

handen 3,9729 6 hands 

stoelen 2,6911 7 chairs 

treinen 2,444 7 trains 

mutsen 1,1761 6 hats 

jurken 2,4829 6 dresses 

banken 2,6222 6 benches 

kersen 2,017 6 cherries 

honden 3,3514 6 dogs 

nichten 2,0828 7 nieces 

agenten 3,4293 7 agents 

juristen 1,8633 8 lawyers 

ratten 2,8854 6 rats 

Mean 2,787 5,392  

SD 0,772 1,257  

    

 Semantic stimuli 
vs. Syntactic 
stimuli (Verbs)  

Semantic stimuli 
vs. Syntactic 
stimuli (Nouns) 

Syntactic stimuli 
(Verbs) vs. Syn-
tactic stimuli 

(Nouns) 

Frequency p=0,439 p=0,817 p=0,323 

Word length p=0,345 p=0,231 p=0,524 

 
Table 2. List of syntactic stimuli (nouns and verbs, column 1), with relative 
frequency (column 2), length (column 3) and English translation (column 4). 
The lexical material is the same as in the previous experiment (cf. Chapter 4). 
Mean and standard deviation (SD) of word frequencies and word length are 
reported in column 2 and 3, respectively. As in the previous experiment, 

verbs were combined with the singular third-person pronoun he (in Dutch 
hij) or the plural first-person pronoun we (in Dutch wij), forming syntactically 
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correct or incorrect combinations (e.g. he drives vs. *he drive, in Dutch hij 
rijdt vs. *hij rijden or we drive vs. *we drives, in Dutch wij rijden vs. *wij rijdt). 
Nouns were combined with the numeral one (in Dutch een) or two (in Dutch 
twee), forming syntactically correct or incorrect combinations (e.g. one hat 
vs. *one hats, in Dutch een muts vs. *een mutsen or two hats vs. *two hat, in 
Dutch twee mutsen vs. *twee muts). Our measure for frequency was Lg10WF 
(see legend of Table 1 for further details). All words were matched for length 
and frequency (p-values reported in the table). 
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6  
General discussion 
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6.1. Summary 
The goal of this thesis was to investigate the neural mechanisms subserving sen-
tence and single word processing, focusing on the role of long-range feedback in 
sentence processing. Sentence processing requires combining single words into 
larger units that are well-formed, both at the semantic and the syntactic level. 
Within the Memory, Unification and Control (MUC) model (Hagoort, 2005, 2013, 
2017), the term unification refers to language combinatorial processes. Unifica-
tion is a property of the language faculty across semantic, syntactic and phonolog-
ical domains (Jackendoff, 2002, 2007). Semantic unification is defined as “the in-

tegration of word meaning into an unfolding representation of the preceding con-
text” (Hagoort et al., 2009). Syntactic unification is defined as the combination of 
lexical items (words or chunks of structures, e.g. adjective+noun) retrieved from 
memory into larger structures (e.g. noun or verb phrases28). Syntax is not reduci-
ble to semantics, and vice versa (Adger, 2018; Chomsky, 1957). Moreover, seman-
tic and syntactic processes are thought to rely on partially different brain mecha-
nisms (Ferreira & Clifton, 1986; Friederici et al., 2000; Hagoort & Indefrey, 2014; 
Newman et al., 2003). This suggests that semantic and syntactic unification should 
be tested separately. Within the MUC framework, both semantic and syntactic 

unification rely on a large network that, crucially, involves the left inferior frontal 
cortex (LIFC). Feedback processing between the LIFC and the left posterior tem-
poral cortex (LPTC) is therefore thought to be necessary for unification but not for 
lexical retrieval, i.e. single word processing, which is supposed to rely on process-
es within the LPTC (Hagoort, 2017; Hultén et al., 2019; Snijders et al., 2009). 

In this work, I employed visual masking to test the MUC hypothesis that feed-
back processing, likely involving LIFC, is crucial for semantic and syntactic unifica-
tion. Visual masking is thought to disrupt long-range feedback processing, poten-
tially implying frontal areas, while preserving feedforward processing29 (Del Cul et 
al., 2009; Fahrenfort et al., 2007, 2017). Previous research on masked processing 

has shown that masked single words trigger behavioral and neural markers of lan-
guage processing, both at the semantic and the syntactic level30. On the contrary, 
it is more debated whether more complex semantic and syntactic information 

                                                           
28

 A noun phrase is a word or group of words that function as the subject, the object or the com-
plement of a sentence. A noun or a pronoun is usually the headword of the phrase. A verb phrase 
is a word or group of words containing a verb as the headword of the phrase. The head verb is 
often accompanied by an auxiliary verb, complements, objects and/or modifiers. 
29

 For an extensive discussion of this point, cf. the Discussion (section 3.4.2) of Chapter 3. 
30

 For a review of masked semantic priming effects, cf. Kouider & Dehaene (2007) and the meta-
analysis by Van den Bussche et al. (2009). For a review of masked syntactic priming effects, cf. the 
recent study by Berkovitch & Dehaene (2019) and the Discussion (section 5.4.1) of Chapter 5.  
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(multiple words or full sentences) can be treated under reduced levels of aware-
ness (Batterink et al., 2010; Rabagliati et al., 2018).  

In this thesis, in a series of four electroencephalography (EEG) experiments I 
employed visual masking to disrupt feedback and investigated whether, under 
these conditions, unification processes were spared. I focused on N400 and P600 
effects, considered as typical markers of semantic and syntactic processing, re-
spectively (Kos, Vosse, van den Brink, & Hagoort, 2010). I aimed to answer two 
main questions: 
1. Is feedback processing necessary for semantic unification (Chapter 2 and 3)? 

2. Is feedback processing necessary for syntactic unification (Chapter 4 and 5)? 
Overall, I found that masking disrupts both semantic and syntactic unification 

processes, while preserving lexical retrieval. Across the four experiments, in both 
sentence and single word unmasked conditions I found clear neural signatures of 
semantic and syntactic processing, reflected by strong N400 and P600 effects. On 
the contrary, in the masked condition I only found event-related potential (ERP) 
effects at the single word level (and only under certain experimental conditions), 
but not at the sentence level. Taken together, these findings suggest that feed-
back processing between distant brain areas is required for unification, but not for 

lexical retrieval.  
 

6.2. Implications and outlook for language models 
These findings confirm a core prediction of the MUC model. The importance 

of long-range feedback mechanisms for sentence processing has also been high-
lighted by other language models  (Friederici, 2002), in contrast with purely feed-
forward models (Cutler & Clifton, 1999). My results are consistent with previous 
studies investigating the temporal dynamics of sentence and single word pro-
cessing (Hultén et al., 2019; Lam, Schoffelen, Uddén, Hultén, & Hagoort, 2016; 
Schoffelen et al., 2017). In a large-scale magnetoencephalography (MEG) study, 

Hultén et al. (2019) investigated visual word integration within a sentence con-
text, focusing on the correlation between distant cortical areas. They found a co-
modulation between LIFC and LPTC occurring 400 ms after the onset of each 
word, across the progression of a sentence. Lam et al. (2016) observed stronger 
desynchronization of alpha oscillatory activity in frontal and temporal regions for 
word lists compared to sentences, therefore arguing that oscillatory synchrony 
between LIFC and LPTC may be crucial for sentence processing. Schoffelen et al. 
(2017) found bidirectional Granger causal interactions between frontal and poste-
rior temporal regions, where temporal-to-frontal and frontal-to-temporal interac-

tions were supported by alpha and beta oscillatory activity, respectively.  
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Taken together, these results suggest that different temporal dynamics are at 
play during sentence and single word processing, and that a dynamic interplay be-
tween LIFC and LPTC is important for sentence processing. Accordingly, feedback 
from LIFC to LPTC may have the functional role of unifying semantic and syntactic 
representations of single words with high-order semantic and syntactic structures 
provided by the context (Hultén et al., 2019). My results are consistent with these 
conclusions, adding evidence to previous findings. Indeed, from previous studies it 
remained unanswered whether feedback processing from LIPC is necessarily re-
quired for language unification. To the best of my knowledge, my work is the first 

providing direct evidence for a selective role of feedback processing, likely involv-
ing frontal areas, in both semantic and syntactic unification. 

My work also suggests that frontal and temporal regions within the language 
network may play different roles in sentence and single word processing, against 
recent proposals (Fedorenko et al., 2018). In a recent functional magnetic reso-
nance imaging (fMRI) study, Fedorenko et al. (2018) investigated unification and 
lexical retrieval processes and found no regions that were activated more strongly 
during unification compared to lexical retrieval. Although some regions showed 
the opposite pattern (i.e. were more activated by lexical retrieval than by unifica-

tion), they nevertheless argued that the same regions within the language net-
work are at play during unification and lexical retrieval processes. Their conclusion 
was that “the language network may be generally more strongly concerned with 
meaning than structure”. However, even if the same regions subserve unification 
and lexical retrieval, this does not imply that the same computations are involved 
in both types of processes. From this perspective, my findings suggest that differ-
ent computations are performed during unification and lexical retrieval, and that 
supplementary resources (i.e. feedback from the frontal cortex) may be recruited 
in order to combine single words into sentences.  

One merit of this work is that I tested truly combinatorial mechanisms (both 

semantic and syntactic), and not simple multiple word integration31. In all experi-
ments, in order to perform the task in the unification condition, participants had 
to combine single words into a new unit. In semantic unification that implied 
combining single word meanings into a novel, unique meaning. In syntactic unifi-
cation that involved checking single word structures (e.g. noun-verb agreement) in 
order to create a well-formed, larger structure (i.e. a sentence or a noun phrase). 
My results suggest that there may be qualitative differences in unification and lex-
ical retrieval processes, since I found ERP markers of linguistic processing in the 

                                                           
31

 This point was extensively discussed in the Discussion (section 3.4.4) of Chapter 3. 
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masked single word condition32, but not in the masked unification condition. 
However, I cannot exclude that results also reflect higher difficulty of unification 
processes compared to single word processes. As previously noticed33, in all ex-
periments I aimed to minimize differences between the unification and single 
word conditions. However, unification processes may be intrinsically harder than 
single word processing, and this may make it impossible to completely equalize 
task difficulty in the two cases. 

It should be noted that my results do not provide any additional evidence to 
the debate on which areas of the LIFC subserve semantic and syntactic unification, 

respectively (Hagoort & Indefrey, 2014; Pallier, Devauchelle, & Dehaene, 2011). In 
the same way, the present findings add no insights on which routes connect left 
frontal and temporal areas. LPTC and LIFC are known to be connected, both ana-
tomically (Catani, Jones, & Ffytche, 2005) and functionally (Schoffelen et al., 2017; 
Xiang et al., 2010), but it is a matter of debate on which exact connections the in-
terplay between LIFC and LPTC relies. It has been argued that feedback processing 
is provided by the dorsal pathway connecting the posterior IFG (Broca’s areas 
44/45) to the posterior temporal cortex (Friederici, 2012). This may occur via the 
superior longitudinal fasciculus (SLF)/arcuate fasciculus (AF), either by a direct 

route or through an indirect connection mediated by the parietal cortex (Catani et 
al., 2005). Future work is needed to clarify this point. 

Similarly, as previously noticed34, my work does not provide direct evidence 
that visual masking specifically impairs feedback processing between the LIFC and 
the LPTC. Nevertheless, masking has been shown to disrupt long-distance feed-
back processing from frontal areas to higher visual areas (Del Cul et al., 2009), as 
well as from higher to lower visual areas (Fahrenfort et al., 2007, 2017; Kovacs et 
al., 1995; Lamme et al., 2002). Moreover, conscious reportability has been found 
to be correlated with highly-distributed fronto-temporo-parietal activations (Del 
Cul et al., 2007). In patients with disorders of consciousness (i.e. coma, vegetative 

and minimally conscious state), a reduction of long-distance feedback processing 
from frontal to temporal cortices has been observed (Boly et al., 2011). Taken to-
gether, these studies suggest that masking disrupts feedback between distant 
brain regions (including frontal and temporal areas), which makes it plausible to 
claim that feedback between the LIFC and the LPTC is also disrupted.  

                                                           
32

 At least in the experiments reported in Chapter 2, 3 and 5. No ERP effects were found in the 
masked condition in the experiment reported in Chapter 4. 
33

 See the Discussion (section 3.4.4) of Chapter 3. 
34

 See the Discussion (section 3.4.2) of Chapter 3. 
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6.2.1. Why is LIFC important for language unification? 
This work adds evidence to a large amount of studies highlighting the im-

portant role of LIFC in language unification. One may thus wonder why LIFC is so 
crucial for language combinatorial processes. Combinatorial processes are made 
possible by the ability of combining primitives (i.e. words, but also mathematical 
symbols) in order to create complex embedded structures (also called trees). 
These embedded structures involve the recursive employment of the same ele-
ments at different levels. It has been suggested that, among primates, humans are 
the only species that can represent tree structures from sequential data (Dehaene 

et al., 2015). Fitch gave to this ability the suggestive name of “dendrophilia” (Fitch, 
2014).  

It has been shown that inferior frontal areas subserve the representation of 
embedded structures, both linguistic (Makuuchi, Bahlmann, Anwander, & 
Friederici, 2009; Snijders et al., 2009) and non-linguistic (Reverberi, Görgen, & 
Haynes, 2012). When processing simple, non-linguistic embedded structures, it 
seems that inferior frontal areas are uniquely activated in humans compared to 
other primates (Wang, Uhrig, Jarraya, & Dehaene, 2015). For example, Wang et al. 
(2015) investigated sequence learning in untrained macaques and humans using 

fMRI. They recorded brain responses to regular and deviant auditory sequences, 
which violated the original pattern either in number (e.g. going from AAAB to 
AAAAB or AB) or in the tone-repetition pattern (e.g. going from AAAB to AAAA or 
vice versa). They found that only in humans bilateral inferior frontal areas showed 
correlated effects of number and sequence change.  

There are anatomical and functional characteristics of inferior frontal areas 
that make it especially suitable to combinatorial processing. First, inferior frontal 
areas are more expanded and inter-connected in humans (Mantini, Corbetta, 
Romani, Orban, & Vanduffel, 2013), and exhibit more connections with auditory 
associative areas as well (Neubert, Mars, Thomas, Sallet, & Rushworth, 2014). The 

arcuate fasciculus, i.e. a major white matter tract that connects frontal, parietal 
and temporal lobes (Catani & Thiebaut de Schotten, 2008), has frontal-to-
temporal projections that are uniquely present in humans (Rilling, 2014)35.  

This evolution of inferior frontal cortex may explain why humans are the only 
species that is able to process tree structures since the first months of life, with-

                                                           
35

 A complete overview of the functional and connectivity differences of frontal areas across hu-
man and non-human primates is obviously beyond the goal of this thesis. For a more extensive 
review, see for example Neubert et al. (2014). For an extensive discussion of the evolution of the 
language faculty, see the debate that opposes Hauser, Chomsky and Fitch (Fitch, Hauser, & 
Chomsky, 2005; Hauser, Chomsky, & Fitch, 2002) to Pinker and Jackendoff (Jackendoff & Pinker, 
2005; Pinker & Jackendoff, 2005). 
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out considerable training and prior to education (Marcus, Vijayan, Bandi Rao, & 
Vishton, 1999). This account entails that inferior frontal areas are not only im-
portant for language combinatorial processes, but for generally encoding abstract 
combinatorial properties that are necessary for linguistic, mathematical and musi-
cal representations – all abilities that uniquely distinguish humans from all other 
species in the animal kingdom.  

 
6.2.2. Why is feedback processing required for language unification? 

One main finding of this thesis is that feedback processing may be crucially 

involved in language unification, both at the semantic and the syntactic level. 
First, I acknowledge that drawing conclusions from a null result is always a risky 
operation. However, in my experiments, I associated the lack of an effect in the 
masked unification condition with the presence of an effect in the masked single 
word condition36. Moreover, in the unmasked condition, an effect was clearly pre-
sent in both the unification and the single word condition. To the best of my 
knowledge, my work is the first that has the merit to combine unmasked/masked 
unification and single word processing within the same experimental paradigm.  

Why is feedback processing crucial for unification? An account of semantic 

unification has been developed based on neurophysiological constraints (Baggio & 
Hagoort, 2011; Ballard, Hayhoe, Pook, & Rao, 1997; Hagoort, 2017). When the 
flow of a sentence starts to be encoded, lexical information is treated in the first 
place. This is mainly done by neurons in temporal regions (Schoffelen et al., 2017; 
Turken & Dronkers, 2011). First, low-level lexical features of words are encoded 
(e.g. word frequency), followed by higher-level features, including semantic con-
straints (e.g. the article the should be followed by a noun, or by the other ele-
ments composing the noun phrase). Next, local connectivity within temporal areas 
is established, which codes for lexical features of words (e.g. for the word ball: 
size, color, etc.). Thanks to a second connectivity route, probably involving white 

matter fronto-temporal connections, the input is then transferred from temporal 
to frontal areas. Frontal neurons are also activated at this point. However, frontal 
areas do not subserve long-term memory storage (Simons & Spiers, 2003)37, 
hence local connectivity may not be able to be  established there. Therefore, cru-
cially, the input needs to be sent back to temporal areas. The most convenient 
option is that this happens through the same regions that first sent it to frontal 
areas (Ballard et al., 1997). This creates another spread of activation within the 

                                                           
36

 Except for the experiment described in Chapter 4. I discussed the reasons why in this case we 
did not find an effect in the masked single word condition in the Discussion of Chapter 4 and 5. 
37

 However, frontal areas are thought to subserve working memory (Baldo & Dronkers, 2006). 
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temporal cortex, thanks to which the connections representing semantic con-
straints (i.e. context) are activated. This process establishes cycles of recurrent 
activation between frontal and temporal areas. 

According to this account, feedback processing is crucial from a functional 
point of view, in order to establish and maintain active a semantic context, and 
therefore to build sentence meaning over time. In the experiments described 
here, masking disrupted feedback processing, and this prevented context creation 
to occur. This may explain why no effect of unification processing was found un-
der the masked condition.  

Note that this account does not suggest that there is a magic moment in time 
in which word processing is completed in frontal areas, then fed back to temporal 
areas. According to the magic moment hypothesis (Balota & Yap, 2006), there is 
an instant in which lexical identification takes place, and only after that instant 
access to meaning becomes possible. On the contrary, unification is realized in a 
dynamic interplay, in which continuous cycles of activity are established between 
frontal and temporal regions (Hultén et al., 2019). The interaction between high-
order language processes and the feedforward visual processing stream is essen-
tial to create the context of an in-progress sentence, and this process of context 

creation is essential for solving the binding problem necessary to unification.  
It has been suggested that recurrent processing between frontal and tem-

poral areas may be essential for neurophysiological reasons (Baggio & Hagoort, 
2011; Hagoort, 2017). Neurotransmitters have different decay times, according to 
which they may play different functional roles. Feedforward processing is usually 
quite fast, hence is thought to be mediated by fast AMPA and GABAA receptors. 
Feedback processing, which is slower, is subserved by slower receptors, i.e. NMDA 
receptors (Friston, 2005; Garrido et al., 2007). NMDA receptors are thought to be 
crucial for information maintenance in working memory (Lisman, Fellous, & Wang, 
1998). As noticed above, information maintenance is also an important compo-

nent of semantic unification (Baggio & Hagoort, 2011), hence NMDA-mediated 
feedback processing may be crucially involved in semantic unification in order to 
keep semantic context active over time. However, although interesting, this neu-
rophysiological explanation is speculative and not yet supported by data. Future 
empirical work is needed in this direction. 

It should be noted that this account only holds for semantic unification. Some 
theoretical and empirical work has been done to investigate the role of feedback 
in syntactic unification (Snijders et al., 2009). However, more work is needed to 
elaborate a theoretical account of syntactic unification, especially for what con-
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cerns its neurophysiological bases. Moreover, future studies should explore the 
role of feedback processing in phonological unification.  

 
6.3. Implications and outlook for N400 accounts 

As described in the Introduction38, two opposing views within the language 
literature aim to explain the N400 effect39. On the one hand, integration accounts 
associate the N400 effect with controlled aspects of the linguistic analysis (Baggio 
& Hagoort, 2011; Kutas & Hillyard, 1980). Accordingly, in manipulations at the 
sentence (or at the multiple word) level, the N400 effect reflects the integration of 

a critical word within the current context. This view is supported by a wide litera-
ture finding N400 effects at the post-lexical level (e.g. combinatorial or pragmatic 
level). The MUC model stays on this side of the debate. Here, the N400 effect is 
described as a marker of recurrent processing, reflecting recurrent activity within 
the fronto-temporal network (Baggio & Hagoort, 2011; Hagoort, 2017). From this 
perspective, feedback processing may be needed for N400 effects to occur. On 
the other hand, lexical frameworks link the N400 effect to lexical access, thus ex-
plaining it as a non-combinatorial and automatic phenomenon. This view is justi-
fied by the presence of N400 responses at early, pre-lexical steps (e.g. processing 

of lexical frequency or ortographic similarity).  
In Chapter 2 and 3, I have shown that N400 effects do not necessarily reflect 

recurrent processing, since these effects were still present when disrupting feed-
back with masking (at least in the single word condition). This may be problematic 
for integration theories. At the same time, N400 effects under the masked condi-
tion were affected by feedback disruption, being significantly reduced in the 
masked condition compared to the unmasked condition. This may be an issue for 
lexical theories. Overall, this highlights that the integration-lexical dichotomy may 
just be problematic in itself, as none of the two views fully accounts for the nature 
of the N400 effect. Similar criticisms against the current state of the debate have 

been raised in the past years (Kutas & Federmeier, 2010). 
An element that may help to reframe the debate is considering that N400 

generators are located within both the frontal and temporal cortex. Taking 
masked and unmasked processing as an example, that may mean that the masked 
N400 effect is generated by the temporal cortex only, whereas both frontal and 
temporal cortex contribute to the effect during unmasked processing. This may 
also explain why the N400 effect to single words is reduced during masked pro-
cessing. This is consistent with the idea that the N400 is sensitive to the influence 

                                                           
38

 See Box 2. 
39

 See the reviews by Kutas and Federmaier (2010) and Lau et al. (2008). 
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of automatic semantic priming (Batterink et al., 2010), but does not reflect auto-
matic or controlled processing in itself. This was also highlighted by Kutas & 
Federmeier (2010): “The N400 could not be neatly mapped onto the automatic or 
controlled category, having characteristics associated with each (being important-
ly modulated by selective attention, and thus not fully automatic, but not requir-
ing the kind of awareness important for controlled processing)”. Accordingly, “the 
N400 region of the ERP is more accurately described as reflecting the activity in a 
multimodal long-term memory system that is induced by a given input stimulus 
during a delimited time window as meaning is dynamically constructed” (Kutas & 

Federmeier, 2010). 
 

6.4. Implications and outlook for masked semantic/syntactic priming 
My results shed some light on the nature of cognitive processing under re-

duced levels of awareness. There is currently a heated debate on the limits of un-
conscious processing40 (Mudrik, Breska, Lamy, & Deouell, 2011; Rohaut & 
Naccache, 2018), with some authors proposing that many high-level cognitive 
functions can be performed unconsciously (Hassin, 2013), while others claim that 
unconscious processing is rather limited in scope (Hesselmann & Moors, 2015). 

Providing a solution to this issue is a central challenge for cognitive neuroscience, 
since disentangling processes that can occur unconsciously from those that need 
conscious awareness is a necessary step towards defining the functional role of 
consciousness (Baars, 1988)41. Moreover, understanding the limits of unconscious 
cognition is of primary importance from the clinical point of view, in order to pro-
vide better diagnoses of residual cognition in patients with disorders of con-
sciousness (Coleman et al., 2007; Cruse et al., 2014; Rohaut & Naccache, 2018). 

It is widely accepted that early visual processing (e.g. processing of orienta-
tion and color) can occur unconsciously (Boyer, Harrison, & Ro, 2005). The last 

                                                           
40

 Note that there is a difference between “unconscious processing” and “processing under re-
duced levels of awareness”. In the first case, cognitive processing is meant to be fully unconscious, 
whereas in the second case it can either be fully or partially unconscious. When a stimulus is pro-
cessed in a fully unconscious fashion, activation is described as weak, only feedforward and limited 
to posterior sensory regions. During partially conscious processing, local recurrent processing may 
also be present (Dehaene et al., 2006). See section 1.6 of the Introduction on this topic. 
41

 This argument assumes that consciousness has a functional role. Against functionalist stances on 
consciousness (Baars, 1988; Tononi & Edelman, 1998, just to cite two influential neurocognitive 
models), there are authors proposing that consciousness is an epiphenomenon of physical events 
occurring in the brain, and has no causal impact on other physical events occurring in and outside 
the brain (e.g. Chalmers, 1996; Jackson, 1982; Velmans, 1991). An extensive review of the debate 
pro and against functionalism is obviously beyond the scope of this thesis. For an overview, see for 
example Block (2009). 
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decades have seen an increasing number of studies suggesting that many high-
level cognitive processes, from cognitive control (Lau & Passingham, 2007; van 
Gaal, Ridderinkhof, Scholte, & Lamme, 2010) to error detection (Charles, Van 
Opstal, Marti, & Dehaene, 2013) and reasoning (Todd, Molden, Ham, & Vonk, 
2011), can occur unconsciously as well. This also holds for language processing. 
Recent studies have suggested that priming may occur not only at the single word 
level (i.e. prime is one word, Kouider & Dehaene, 2007), but also for multiple 
words (Armstrong & Dienes, 2013; van Gaal et al., 2014) and entire sentences 
(Armstrong & Dienes, 2014; Hung & Hsieh, 2015; Nakamura et al., 2018; Sklar et 

al., 2012). However, at least in some of the studies on language-related uncon-
scious priming, one can question the validity of the conclusions regarding the fully 
unconscious character of the primes, as well as the genuinely semantic nature of 
the effects42. 

 
6.4.1. Is masked semantic/syntactic priming really unconscious? 

As explained in the Introduction43, a proof of unconscious perception relies on 
the dissociation between a direct and an indirect measure of awareness (Reingold 
& Merikle, 1988). The direct measure (in which performance is at chance level, 

e.g. discrimination task) indicates that stimulus information is unavailable to con-
sciousness. The indirect measure (in which performance is above chance level, 
e.g. ERPs or reaction times) indicates that this unconscious stimulus information 
may nevertheless influence cognitive processes. Therefore, an objective aware-
ness check (direct measure) should always be associated to the indirect measure 
in order to exclude that the prime is partially perceived. Most studies on masked 
semantic/syntactic priming now include this objective awareness check. However, 
since aggregate awareness is often better than chance, a common practice relies 
on post-hoc exclusion of subjects that show above-chance performance in the di-
rect measure of perception (Shanks, 2017). A recent study by Shanks (2017) sug-

gests that this practice may be flawed, for issues related to the regression to the 
mean.    

In my studies, in most cases awareness measures were slightly above chance 
in the masked condition. As previously discussed44, that may be because partici-
pants were aware that primes were present, but not clearly perceivable. However, 
since in my work I focused on showing the absence of an effect in the masked uni-
                                                           
42

 In the following paragraphs, I will mostly refer to studies on masked semantic priming, as very 
few studies have investigated masked syntactic priming. It is reasonable to speculate that similar 
considerations hold for masked syntactic priming. 
43

 See Box 3. 
44

 See the Discussion (section 3.4.3) of Chapter 3.  
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fication condition, potentially partial awareness does not represent a major issue. 
This may be more problematic for studies that claim to prove full unconscious 
priming and in which, still, p-values of the direct measure (e.g. in the discrimina-
tion task) are significant or marginally significant (e.g. Berkovitch & Dehaene, 
2019).   

 
6.4.2. Is masked semantic/syntactic priming really language-related? 

My work shows that masked processing abolishes unification mechanisms, 
against studies claiming that high-level linguistic processing can be performed un-

der reduced levels of awareness (Armstrong & Dienes, 2014; Berkovitch & 
Dehaene, 2019; Iijima & Sakai, 2014; Nakamura et al., 2018; Sklar et al., 2012). 
Moreover, the results in the masked single word condition suggest that masked 
single word processing is strongly influenced by experimental factors.  

In a large meta-analysis, Van den Bussche et al. (2009) indicate three experi-
mental parameters that may influence priming effects in semantic categorization 
tasks (e.g. animacy or relatedness categorization)45: stimulus onset asynchrony 
(SOA)46, category size, and prime novelty. First, it has been shown that semantic 
priming decreases at long SOAs (Greenwald et al., 1996; Kiefer & Spitzer, 2000). 

The results reported in Chapter 2 confirm this observation, since I only found an 
ERP effect in masked words occurring at the shortest SOA. 

Second, some studies have only found priming effects when stimuli are mem-
bers of small categories (e.g. body parts or numbers). When larger categories (e.g. 
animals) were employed, priming was not observed (Forster, 2004; Forster, 
Mohan, & Hector, 2003), suggesting that priming may decrease when category 
size increases. When stimulus category is sufficiently small, observed priming may 
have a non-semantic explanation, as in this case participants may form action 
triggers for the stimuli that they receive as input during the experiment (Kunde, 
Kiesel, & Hoffmann, 2003). For example, if the task is a number categorization task 

(e.g. categorize a number as larger or smaller than 5), participants prepare them-
selves by forming action triggers with all numbers between 1 and 9, which allows 
them to respond without processing targets semantically. This is less likely to oc-
cur when stimulus category is large. In the experiments reported in Chapter 2 and 
3, only eight words (four nouns and four verbs) were presented as primes. They 
did not belong to a small category, but participants were familiarized with all 

                                                           
45

 According to Van den Bussche et al. (2009), lexical decision tasks are affected by different fac-
tors, i.e. sample size, target set size, prime duration, and the presence of an objective awareness 
check. 
46

 SOA is the time from mask onset to target onset. 
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stimuli before the task and, in addition, underwent a training session before the 
main EEG task. Therefore, the action trigger hypothesis may explain the effect in 
the masked single word condition.  

Third, when the same words are employed as primes and targets, participants 
may learn to associate word pairs directly with correct responses, forming auto-
matic stimulus-response mappings that circumvent the semantic analysis 
(Damian, 2001). Accordingly, priming may decrease with prime novelty. As previ-
ously noticed47, this may explain why I did not find any masked single word effect 
in the experiment reported in Chapter 4 (in which primes and targets belonged to 

different lists), and why, on the contrary, I found a masked priming effect in the 
following experiment, reported in Chapter 5 (in which primes and targets be-
longed to the same list).  

It has been claimed that visual similarity between primes and targets (e.g. or-
thographic overlap) may also trigger non-semantic masked priming effects 
(Abrams, 2008; Abrams & Greenwald, 2000). For example, Abrams & Greenwald 
(2000) showed that the word smile may be classified as a negative masked prime 
after repeated classification of smut and bile (that partially overlap with smile on 
the orthographic point of view). One way of avoiding this issue is employing 

prime-target pairs that belong to different formats (e.g. word-picture pairs), in 
order to rule out the visual similarity explanation. In the experiments reported in 
Chapter 2 and 3, I fulfilled this criterion, as words and pictures were employed as 
primes and targets, respectively. 

In summary, in order to prove genuine unconscious semantic priming, several 
criteria should be met48: (i) objective awareness check; (ii) prime novelty; (iii) large 
stimulus set; and (iv) control of visual similarity. To the best of my knowledge, not 
many studies showed clear evidence of unconscious semantic priming while ful-
filling all these requirements. Moreover, findings were not always replicable. For 
example, in a study by Van den Bussche et al. (2009), target words (animals or ob-

jects) were preceded by pictures of animals or objects. Subjects performed an an-
imal/non-animal categorization task. Results showed that reaction times (RTs) 
were faster for congruent picture-word pairs compared to incongruent pairs. 
However, these findings recently failed replication (Stein et al., 2018). This may be 
due to the rather long SOA employed in both the original study and the replication 
(i.e. 290 ms), even if this does not explain why an effect was nevertheless found in 
the original study. Future attempts of replication should take this into account, 
and try to replicate Van den Bussche et al.’s study while employing shorter SOAs.  

                                                           
47

 See the Discussion of Chapter 4 and 5. 
48

 For a similar argument, see Stein et al. (2018). 
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Overall, the work reported in this thesis suggests that masked processing of 
linguistic stimuli (even if partially and not fully unconscious) is rather limited in 
scope, and that conscious and unconscious processing may subserve very differ-
ent cognitive functions. Moreover, my studies add evidence to an increasing body 
of work challenging the existence of masked semantic priming that is purely un-
conscious and purely semantic. Future studies on masked priming should clarify 
this issue. From this perspective, an effort should be done in order to minimize as 
much as possible the differences between experimental settings, stimulus sets, 
and measuring techniques across different studies. 

 
6.5. Conclusion  

The studies that I have reported in this thesis show that long-range feedback 
processing, likely involving frontal areas, is required for semantic and syntactic 
unification, but not for lexical retrieval. When disrupting feedback with visual 
masking, which reduces stimulus awareness, unification mechanisms were im-
paired, while lexical retrieval mechanisms were spared (at least until a certain ex-
tent). Therefore, language combinatorial processes, both at the semantic and the 
syntactic level, may require full awareness, whereas single word processing may 

occur under reduced levels of awareness. This implies that distinct brain mecha-
nisms may be involved in sentence and single word processing, adding new in-
sights to ongoing debates about the specific roles of different brain mechanisms in 
a distributed language network (Goucha & Friederici, 2015; Hagoort, 2017; Hickok 
& Poeppel, 2007; Thompson-Schill, Bedny, & Goldberg, 2005). This work hopefully 
provides a valid contribution to the scientific effort of understanding the most 
unique capacity of human language faculty: the power of creating worlds with 
words.  
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Nederlandse samenvatting 
De meeste levende wezens hebben een manier van communiceren. De men-

selijke communicatie is echter anders dan dat van welk ander levend wezen dan 
ook. Waarom? Terwijl de meeste dieren continu en zonder enkele inspanning 
communiceren, is menselijke communicatievaardigheid, die we taal noemen, vir-
tueel oneindig in zijn uitdrukkingscapaciteit. Mensen zijn in staat om met hun 
woorden hele werelden te creeëren. Hoe dat komt? De vaardigheid van het men-
selijke brein om een eindig aantal woorden flexibel te combineren tot een onein-
dig aantal zinnen is een cruciale, nog steeds onbeantwoorde vraag. 

Binnen de taalverwerking kan men het onderscheid maken tussen het ver-
werken van enkele woorden en hele zinnen. Aangezien het meeste neuroweten-
schappelijke onderzoek de laatste decennia zich heeft gefocust op het niveau van 
enkele woorden, is er weinig bekend over hoe de hersenen taal verwerken op 
zinsniveau. Gedurende deze these heb ik onderzocht welke hersenmechanismes 
ons in staat stellen om zin- en woordverwerking uit elkaar te trekken. Specifiek 
heb ik de voorspelling getoetst dat feedbackverwerking  (top-downverwerking), 
waarschijnlijk vanaf de frontale naar de temporale gebieden, vereist is voor het 
verwerken van zinnen, maar niet voor het verwerken van enkele woorden. Ik heb 

visuele masking gebruikt als een middel om dit te onderzoeken. Visuele masking is 
een experimentele techniek die visueel gepresenteerde woorden "onzichtbaar" 
maakt, door ze kort te laten flitsen op het computerscherm, verborgen tussen an-
dere visuele stimuli. Daarom zijn de participanten niet volledig bewust van dat ze 
woorden hebben gezien, ook al zijn hun hersenen aan deze blootgesteld. Voor-
gaand onderzoek naar visuele perceptie heeft laten zien dat masking feedback-
verwerking verstoort, terwijl feedforwardverwerking (bottom-upverwerking) ge-
spaard blijft. In deze these heb ik masking gebruikt om feedback te verstoren en 
heb ik onderzocht of, onder deze condities, zinsverwerking verstoord werd terwijl 
het verwerken van enkele woorden gespaard bleef. 

Gedurende vier experimenten heb ik opnames gemaakt van het electroen-
cephalografie (EEG) signaal terwijl participanten gemaskeerde zinnen en woorden 
zagen. Het is aangetoond dat gemaskeerd woorden neurale signaturen opwekken 
die vergelijkbaar zijn aan die van volledig zichtbare woorden, tenminste onder 
specifieke experimentele condities. Daarentegen is het controversieel of het mo-
gelijk is om zinnen te encoderen onder verminderde bewustzijnsomstandigheden. 
In de studies die ik heb uitgevoerd, heb ik de neurale signatuur van gemaskeerde 
vs. volledig zichtbare zinnen en woorden vergeleken. 

In hoofdstuk 2 en 3 heb ik me gericht op het semantische aspect van zinsver-

werking, dat wil zeggen, het aspect gerelateerd aan het combineren van woordbe-
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tekenissen tot een zin. In hoofdstuk 2 heb ik gemaskeerde en ongemaskeerde 
verwerking van sequentieel gepresenteerde zinnen en woorden vergeleken. Aan-
gezien ik gevonden had dat neurale signaturen van semantische verwerking in de 
gemaskeerde conditie van kortstondige aard waren, heb ik in hoofdstuk 3 gelijk-
tijdig gepresenteerde zinnen en woorden vergeleken. In hoofdstuk 4 en 5 heb ik 
me gericht op het syntactische aspect van zinsverwerking, dat wil zeggen, het 
combineren van woorden tot een grammatical correct gevormde structuur. In 
hoofdstuk 4 heb ik taakgerelateerde effecten gevonden op zowel gemaskeerde als 
ongemaskeerde zins- en woordverwerking. Ik heb een follow-up experiment uit-

gevoerd, gerapporteerd in hoofdstuk 5, om deze taakgerelateerde effecten verder 
te onderzoeken. 

In het algemeen heb ik gevonden dat masking zinsverwerking, maar niet 
woordverwerking, verstoort. Over de vier experimenten heen gezien, heb ik dui-
delijke neurale signaturen van linguistische verwerking waargenomen. Als woor-
den daarentegen waren gemaskeerd waren deze signaturen alleen aanwezig voor 
enkele woorden (en slechts onder bepaalde experimentele condities), maar niet 
voor zinnen. Dit suggereert dat taalcombinatorische processen, zowel op het se-
mantische als het syntactische niveau, volledig bewustzijn vereisen, terwijl 

woordverwerking ook bij verminderde bewustzijnsniveaus kan plaatsvinden. Sa-
mengenomen suggereren deze resultaten dat feedbackverwerking, waarbij waar-
schijnlijk frontale en temporele gebieden betrokken zijn, vereist zijn voor zinsver-
werking, maar niet voor het verwerken van enkele woorden. Dit impliceert dat 
verschillende hersenmechanismes betrokken zijn bij zins- en woordverwerking, 
hetgeen nieuwe inzichten verschaft voor huidige debatten over de specifieke rol-
len van verschillende hersenmechanismen in het gedistribueerde taalnetwerk. 
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English summary 
Most living creatures have a code of communication. Still, human communi-

cation code uniquely differs from that of any other living entity. Why? While most 
animals communicate continuously and effortlessly, human communication facul-
ty, which we call language, is the only faculty that is virtually infinite in its capacity 
of expression. Humans are able to create entire worlds with words. How come? 
The ability of the human brain to flexibly combine a finite amount of words into 
an infinite set of sentences is a crucial, still unanswered issue. 

Within language processing, one can distinguish between single word and 

sentence (combinatorial) processing. As most neuroscience research in the last 
decades focused on the single word level, little is known on how the brain pro-
cesses language at the sentence level. In the course of my thesis, I investigated 
which brain mechanisms allow us to disentangle sentence and single word pro-
cessing. In particular, I tested the prediction that feedback (top-down) processing, 
most likely from frontal to temporal areas, is required for sentence processing, 
but not for single word processing. I employed visual masking as a tool to investi-
gate this issue. Visual masking is an experimental technique that makes visually 
presented words “invisible” by briefly flashing them on the computer screen, hid-

den among other visual stimuli. Therefore, participants are not fully aware of see-
ing the words, although their brain is exposed to them. Previous research on visu-
al perception showed that masking disrupts feedback processing, while preserving 
feedforward (bottom-up) processing. In this thesis, I employed masking to disrupt 
feedback and investigated whether, under these conditions, sentence processing 
was impaired while single word processing was spared. 

Across four experiments, I recorded the electroencephalography (EEG) signal 
while participants saw masked sentences and single words. It has been shown 
that masked single words may trigger neural signatures that are similar to those of 
fully visible words, at least under certain experimental conditions. On the contra-

ry, the possibility of sentence encoding under reduced levels of awareness is con-
troversial. In the studies I performed, I compared the neural signatures of masked 
vs. fully visible sentences and single words.  

In Chapter 2 and 3, I focused on the semantic aspect of sentence processing, 
that is the aspect related to the combination of word meanings into a sentence. In 
Chapter 2, I compared masked and unmasked processing of sequentially present-
ed sentences and single words. Since I found that the neural signatures of seman-
tic processing in the masked condition were short-lived, in Chapter 3 I compared 
simultaneously presented sentences and single words. In Chapter 4 and 5, I fo-

cused on the syntactic aspect of sentence processing, that is the combination of 
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words into a grammatically well-formed structure. In Chapter 4, I found task-
related effects on both masked and unmasked sentence and single word pro-
cessing. I conducted a follow-up experiment, reported in Chapter 5, in order to 
further investigate these task-related effects. 

Overall, I found that masking disrupts sentence processing, but not single 
word processing. Across the four experiments, I observed clear neural signatures 
of linguistic processing for both unmasked sentences and single words. On the 
contrary, when words were masked these signatures were only present for single 
words (and only until certain experimental conditions), but not for sentences. This 

suggests that language combinatorial processes, both at the semantic and the 
syntactic level, may require full awareness, whereas single word processing may 
occur under reduced levels of awareness. Taken together, these results suggest 
that feedback processing, likely involving frontal and temporal areas, is required 
for sentence processing, but not for single word processing. This implies that dis-
tinct brain mechanisms may be involved in sentence and single word processing, 
adding new insights to ongoing debates about the specific roles of different brain 
mechanisms in a distributed language network. 
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