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## Background and Outcome of the Workshop

A high accuracy of the numerical schemes used for advection of atmospheric constituents in climate models is important for reliable long term simulations. This is especially true for atmospheric variables with strong horizontal and/or vertical gradients. The horizontal spectral representation and advection used in previous versions of the ECHAM model for all the variables had serious problems for water vapor, liquid cloud water and short-lived chemical constituents which have sharp horizontal gradients. Large over- and undershoots could occur. The problem is most noticeable as regions of negative mixing ratios, but equally serious are the overshoots. Therefore, in the newest level 4 version of the ECHAM model it was decided to use a grid point representation and a three-dimensional shape-preserving semi-Lagrangian advection scheme (the Rasch-Williamson scheme) for such variables, but to keep the spectral representation and Eulerian advection for the remaining dynamical variables. The Rasch-Williamson advection scheme develops no over- or undershoots but has the draw-back, as all traditional semiLagrangian schemes, that it do not conserve the mass of the constituents advected (in the case of no sources and sinks). Therefore, a so called mass-fixer were introduce which keeps the mass before and after an advection time step constant for each constituent. However, eventually serious problems were experienced with tracers which show strong vertical concentration gradients, in particular near the surface or near the top of the model domain, but also in connection with the tropopause. In such cases the mass corrections needed was found to be large and could even be of the same order of magnitude as the mass itself. This could result in negative mixing ratios, which then when set to zero would produced an increase of total mass (Feichter, 1998 this volume). It has been realized that these problems were connected with difficulties in the formulation of consistent boundary conditions and an excessive inherent vertical diffusion in the scheme.

These problems and the desire to find remedies to alleviate or cure them were the reason for arranging the present workshop. Obviously, of interest were alternative schemes that in addition to being accurate and efficient were also conservative, i.e. conserved the mass of the constituents advected. Two such classes of methods have been developed and were represented at the workshop.

The first class is based on the use of the continuity equation on the flux form and consists of determining the fluxes through the sides of the grid cells in such a way that the mass is conserved. Each time step the total mass is redistributed in the grid cells using consistent fluxes in neighbor cells whereby the mass is automatically conserved. Several of the workshop participants has taken part in the recent development of this class of schemes and in the present proceedings is presented a three-dimensional version developed for the sphere as an alternative to the Rasch-Williamson scheme (Rasch, 1998 present report). It has recently been implemented in a version of the ECHAM4 model and is presently being tested. The draw-backs of the RaschWilliamson scheme mentioned above seems largely to be removed with only a minor additional cost in computation time. Remaining error sources are, however, that in ECHAM4 the dynamical variables and especially the total air mass (or rather the logarithm of the surface pressure) are still represented and advected spectrally which is inconsistent with the application of the new flux-form grid point scheme used for the other variables. A mass fixer is still applied which
keeps the logarithm of the surface pressure constant implying that in effect the flux-form advected constituents are still mass fixed.

A second class of conservative transport schemes are the so called Cell-Integrated SemiLagrangian (CISL) schemes represented at the workshop by Machenhauer and Olk (1988, this report). In this class of schemes the mass advected into a grid cell is determined by an integration of mass over an upstream volume determined by backward constructed trajectories from the corners of the grid cell. Thus, each time step the total mass is just redistributed and therefore conserved. The Machenhauer-Olk version has been designed to cover also the dynamical variables, thus ensuring consistency and additional exact conservation of total air mass and other invariants as entropy, angular momentum and potential vorticity. Conceptually may the CISL schemes be considered similar to the mass-flux schemes. Only the fluxes through the cell walls are calculated differently. Both classes of schemes allow large time steps which, however, can be realized only when all model variables are advected by the same scheme and when the gravity wave terms in the equations are extrapolated in time in a stable way. So far has such a large time step CISL-system with a semi-implicit time stepping been designed and tested only for a one-dimensional shallow water model. On the globe has the CISL scheme been implemented and tested only for two-dimensional advection of a scalar. This seems however a major step toward a conservative three-dimensional cell-integrated fully semi-Lagrangian semi-implicit global climate model (Machenhauer and Olk, 1988, this report).

Such a development was discussed and recommended at the workshop. Generally were the opinion at the workshop that climate centers should devote more efforts in the development of climate models. Special emphasis should be on properties as conservation which are of particular importance in the long term integrations performed in climate modeling. Of course, also accuracy and efficiency are important in climate modeling. Different schemes should be tested and compared using the standard tests set up in Williamson et al. (1992) ${ }^{1}$ for advection and shallow water equation dynamics on the sphere. The present efforts under WGNE auspices on the development of standard dynamical core tests needed to test and compare the basic dynamical cores of full GCMs were encouraged. Such common test cases will be very useful, especially if the special needs of testing of climate models are taken into account.

[^0]
# Performance of the NCAR Semi-Lagrangian Transport Scheme in the MPI GCM, ECHAM 

Johann Feichter<br>Max-Planck-Institut for Meteorology, Hamburg

Atmospheric chemical constituents exert an influence on climate directly through their radiative properties, and indirectly through their impact on other radiatively active gases or through their ability to form aerosol particles. In order to estimate possible climate impact by increasing manmade pollutant concentrations in the atmosphere, the global atmospheric general circulation model ECHAM has been adapted for the transport of chemical constituents (ECHAM-CTM). Chemical species of importance have atmospheric residence times in the order of weeks, like ozone in the upper troposphere, or in the order of days, like nitrogen and sulfur species, or in the order of hours, like cloud water. Simulation of the spatial and temporal distribution of tracers which show strong horizontal and vertical gradients requires accurate numerical advection.
The spectral approach as used in the ECHAM model to transport the dynamical variables has serious deficiencies in representing the advection of water vapour, liquid water and short-lived tracers. Grid-point fields reconstructed from the spectral representation of a positive definite gridpoint field are truncated and contain areas of over- and undershoot. The problem is most noticeable as regions of negative mixing ratios. Less noticeable, but equally serious, are regions of overshoot. Therefore a shape-preserving semi-Lagrangian advection scheme (Williamson and Rasch, 1989; Rasch and Williamson, 1990; Williamson, 1990) has been implemented in ECHAM for the transport of water vapour, liquid water and tracers. However, a representation of some prognostic variables like temperature, pressure and wind, in the spectral space, and of some variables in the grid space introduces inconsistencies. For example we have to transform the spectral pressure fields to grid-point fields in order to calculate the chemical species mass budgets. Truncation errors due to this transformation make it impossible to fix the mass exactly. But these errors are relatively small and uncertainties in the global air mass are in the order of $0.01 \%$.
Semi-Lagrangian methods have the benefit of high accuracy and relaxed stability criteria which allow larger time steps, but they are generally not mass-conserving. To overcome this drawback Williamson and Rasch introduced a mass fixer which keeps the mass before and after the advection constant. This mass fixer works well for small errors in the mass conservation, however, we experienced serious problems simulating tracers which shows strong vertical concentration gradients near to the surface or near to the top of the model domain. In these particular cases, the mass increased significantly and the application of the mass fixer produced unrealistic tracer distributions. When the mass correction is of the same order as the global mass itself the mass fixer produces sometimes negative mixing-ratios. These negative mixing-ratios are set to zero producing again an increase of mass.
To demonstrate the properties of the mass fixer we did two experiments. Both experiments were initialised by assuming a uniform initial mixing ratio in single model layer and a zero mixing ratio everywhere else, the first at the surface and the second at the 70 hPa level. No sources and sinks have been assumed. In Figure 1 we show the temporal evolution of the global mean trace: mass of these two experiments. The upper graph shows the increase of tracer mass if we do not apply the mass fixer. In particular the species initialised at the surface shows a strong increase of mass of about $100 \%$ after 15 days of integration. If we apply the mass fixer the increase of mass
amounts only to $0.6 \%$ after two month of integration which is acceptable. But it is questionable whether we can trust tracer distributions in cases when the mass fixer tendencies are in the same order as the advective tendencies.
In order to study the sensitivity of tracer distribution against changes in the advection scheme we did two experiments, one with advective transport of cloud water and one without this transport. We choose cloud water because this species has certainly the greatest impact on the climate system. These experiments have been performed with ECHAM4-T30 applying a new cloud microphysical scheme from Lohmann and Roeckner (1996). According to Roeckner (pers. comm.) transport accounts only to about $10 \%$ of the cloud water tendency. In spite of this small contribution of transport to the cloud water tendencies the effect of neglecting the advective transport is surprisingly high. In Table 1 we present the the annual and global mean cloud forcings, the cloud cover and the liquid water and ice water content of clouds of both experiments. Note, that the cloud microphysics has been tuned based on simulations neglecting advective transport of cloud water. Including the advective transport enhances particularly the short- and long-wave cloud forcing. These forcings are not surprisingly quite sensitive to changes in cloud top heights and temperatures. This emphasizes the importance of an accurate advection scheme, in particular for a realistic simulation of cloud processes.

| Global averages | No advective transport | With advective transport |
| :--- | :---: | :---: |
|  |  |  |
| SCF $\left[\mathrm{W} / \mathrm{m}^{2}\right]$ | -47 | -55 |
| LCF $\left[\mathrm{W} / \mathrm{m}^{2}\right]$ | 30 | 37.7 |
| CC | 62 | 74.6 |
| LWP $\left[\mathrm{g} / \mathrm{m}^{2}\right]$ | 68 | 70.2 |
| $\Gamma W P\left[\mathrm{~g} / \mathrm{m}^{2}\right]$ | 26 | 29.5 |

Table 1. Annual and global mean short-wave and long-wave cloud forcing, cloud cover and cloud liquid and ice water content (Lohmann, pers. comm.).

The performance of the model in terms of real tracer simulations has to be tested regarding the whole ensemble of transport processes. Hence we did tracer experiments to test the CTM with regard to the transport of gases and aerosols within the troposphere ( $\mathrm{CFCl}_{3}$, Radon-222), stratosphere to troposphere exchange ( $\mathrm{C}-14, \mathrm{SF}_{6}$ ) and wet scavenging of aerosol particles (Lead-210. Beryllium-7). We show in Figure 2 results of a Radon-222 experiment together with observations at Bermuda in the Atlantic Ocean. Radon-222 is a rare gas with natural continental sources and a exponential life-time of 5.5 days. Due to its relatively short life-time it exhibits a strong contrast between continental and remote marine regions. During winter westerlies dominate the weather in Bermuda and Radon concentrations reflect synoptic transport from North America. Observations in Figure 2 represent hourly averages, model results 4 -hourly instantaneous mixing ratios during January 1993. The mixing-ratios vary strongly with lowest values less than $100 \mathrm{mBq} / \mathrm{SCM}$, maxima are greater than $2000 \mathrm{mBq} / \mathrm{SCM}$. The agreement between the model results and the observa-
tions is excellent. Even if the calculated and the observed amplitudes show some differences, the arrival time of radon pollution events is captured very well. This emphasizes that the advection scheme works generally quite well. Obviously problems arise with the semi-Lagrangian advection scheme only if very strong vertical gradients occur at the top and the bottom of the model domain.


Figure 1. Change in global tracer mass during the model integration. The $x$-axis gives the number of the 12 -hourly output intervals. The upper graph represents results of a simulation neglecting the mass fixer, the lower graph a simulation including the mass fixer.


Figure 2. Model simulations and observations of Radon-222 at Bermuda.

## The Area-Preserving Flux-Form

## Advection Algorithm

Andreas Bott<br>Institut für Physik der Atmosphäre<br>Johannes Gutenberg-Universität Mainz

Workshop Hamburg, 2-3 June 1997

# THE AREA-PRESERVING FLUX-FORM ADVECTION ALGORITHM 

Andreas Bott<br>Johannes Gutenberg-Universitaet Mainz<br>D-55099 Mainz, Germany

The area-preserving flux-form advection algorithm (APF) of Bott (1989a,b) is a method for the numerical solution of the scalar transport equation. The main advantages of the method are: 1) Positive definiteness, 2) low numerical diffusion and 3) low computational effort. The scheme is based on the evaluation of the advective fluxes by means of higher order polynomials. Usually 4th order polynomials yield a good compromise between numerical accuracy and efficiency of APF. Positive definiteness of the method is obtained by nonlinear renormalization of the advective fluxes.

In Bott $(1992,1993)$ APF is extended to monotonicity (MAPF). For this the nonlinear positive definite flux limiters of the original approach are replaced by new monotone flux limiters. The monotone fluxes are derived for one-dimensional constant transport velocities. The deformation occurring in divergent flow fields is accounted for by adding to the monotone advection fluxes a correction term which has been derived from the deformation of the upstream method. The final algorithm is applicable to arbitrary multi-dimensional transport problems. However, due to the use of the time splitting method, MAPF is strictly monotone only in uniform flow fields.

Numerical results of different one- and two-dimensional advection experiments demonstrate that the monotone flux limitation is an attractive alternative to the positive definite algorithm. In MAPF amplitude and phase speed errors are somewhat larger as compared to APF. The computational effort of the monotone version is not much larger than that of the positive definite scheme. Thus, it is concluded that for many applications of atmospheric modeling the monotone area-preserving flux-form advection algorithm is an accurate and numerically efficient method for the solution of the transport equation.

## Numerical Solution of the Transport Equation

## Problems

圖 Numerical diffusion
－Positive definiteness
回 Computational effort
回 Monotonicity

## Area－Preserving Flux－Form Advection Algorithm（APF）

（Bott，A．，1989：Mon．Wea．Rev．，117，1006－1015）
（Bott，A．，1989：Mon．Wea．Rev．，117，2633－2636）
Low numerical diffusion
$\square$ Positive definiteness
$\square$ Low computational effort
堛 No monotonicity
Monotone Area－Preserving Flux－Form Advection Algorithm（MAPF）
（Bott，A．，1992：Mon．Wea．Rev．，120，2592－2602）
（Bott，A．，1993：Mon．Wea．Rev．，121，2637－2641）Low numerical diffusion
$\square$ Positive definiteness
$\square$ Low computational effort
$\square$ Monotonicity

## Transport Equation

$$
\frac{\partial \psi}{\partial t}=-\nabla \cdot(\mathbf{v} \psi)
$$

One-dimensional case with constant grid spacing $\Delta x$

$$
\frac{\partial \psi}{\partial t}=-\frac{\partial}{\partial x}(u \psi)
$$

Positive velocity field

$$
u \geq 0
$$

## Courant number

$$
c_{j+1 / 2}^{n}=\frac{\Delta t}{\Delta x} u_{j+1 / 2}^{n}
$$

Courant-Friedrich-Levy (CFL) criterion

$$
\left|c_{j+1 / 2}^{n}\right| \leq 1
$$

Discrete flux form

$$
\psi_{j}^{n+1}=\psi_{j}^{n}-\frac{\Delta t}{\Delta x}\left(F_{j+1 / 2}^{n}-F_{j-1 / 2}^{n}\right)
$$

## Upstream Solution

Advective $\psi$-flux at $j+1 / 2$

$$
\begin{aligned}
F_{j+1 / 2} & =\frac{A\left(c_{j+1 / 2}\right)}{\Delta t} \\
A\left(c_{j+1 / 2}\right) & =c_{j+1 / 2} \Delta x \psi_{j}
\end{aligned}
$$



Constant $\psi$-distribution in each grid box

Large numerical diffusion
$\square$ Positive definiteness
$\square$ Low computational effort
$\square$ Monotonicity

## Concept of Polynomial Fitting



$$
\begin{gathered}
\psi_{j, l}\left(x^{\prime}\right)=\sum_{k=0}^{l} a_{j, k} x^{\prime} x^{k} \\
A\left(c_{j+1 / 2}\right)=\Delta x I_{l}\left(c_{j+1 / 2}\right) \\
I_{l}\left(c_{j+1 / 2}\right)=\int_{1 / 2-c_{j+1 / 2}}^{1 / 2} \psi_{j, l}\left(x^{\prime}\right) \quad d x^{\prime}
\end{gathered}
$$

## Area preserving polynomial fitting

For

$$
c_{j+1 / 2}=1 \quad \longrightarrow \quad I_{l}\left(c_{j+1 / 2}\right)=\psi_{j}
$$

## Positive Definite Flux Limitation





## Monotone Flux Limitation

$$
(u=\text { const })
$$



Timestep $n+1$ :


## Problems:

$\psi_{\max }^{n+1}>\psi_{\max }^{n} \quad$ or analogously $\quad \psi_{\min }^{n+1}<\psi_{\min }^{n}$

# Monotonicity of the scheme is ensured if: 

$$
\begin{array}{ll}
\min \left(\psi_{j-1}^{n}, \psi_{j}^{n}\right) \leq \psi_{j}^{n+1} \leq \max \left(\psi_{j-1}^{n}, \psi_{j}^{n}\right) & u \geq 0 \\
\min \left(\psi_{j+1}^{n}, \psi_{j}^{n}\right) \leq \psi_{j}^{n+1} \leq \max \left(\psi_{j+1}^{n}, \psi_{j}^{n}\right) & u<0
\end{array}
$$

## Definitions:

$$
\begin{aligned}
& F_{j+1 / 2}^{+}=\alpha \int_{1 / 2-c+j}^{1 / 2} \psi_{j, 1}^{n}\left(x^{\prime}\right) d x^{\prime} \\
& F_{j-1 / 2}^{-}=\alpha \int_{-1 / 2}^{-1 / 2+c_{j-1}^{-1}} \psi_{j, 4}^{n}\left(x^{\prime}\right) d x^{\prime} \\
& \alpha=\Delta x / \Delta t \quad c_{j}^{ \pm}= \pm\left(c_{j+1 / 2}^{n} \pm \mid\left(c_{j+1 / 2}^{n} \mid\right) / 2\right. \\
& \longrightarrow \quad F_{j+1 / 2}^{+}=0 \quad \text { if } \quad u \leq 0 \quad F_{j-1 / 2}^{-}=0 \quad \text { if } \quad u \geq 0 \\
& F_{j+1 / 2}=F_{j+1 / 2}^{+}-F_{j+1 / 2}^{-} \\
& \begin{array}{ll}
\psi_{j}^{n+1}=\psi_{j}^{n}-\frac{1}{\alpha}\left[F_{j+1 / 2}^{+}-F_{j-1 / 2}^{+}\right] & u \geq 0 \\
\psi_{j}^{n+1}=\psi_{j}^{n}-\frac{1}{\alpha}\left[F_{j-1 / 2}^{-}-F_{j+1 / 2}^{-}\right] & u<0
\end{array}
\end{aligned}
$$

## Monotone Flux Limiters

$$
\begin{aligned}
& \frac{u}{} \geq 0 \\
& \alpha\left[\psi_{j}^{n}-\max \left(\psi_{j-1}^{n}, \psi_{j}^{n}\right)\right]+F_{j-1 / 2}^{+} \leq F_{j+1 / 2}^{+} \\
& \leq \alpha\left[\psi_{j}^{n}-\min \left(\psi_{j-1}^{n}, \psi_{j}^{n}\right)\right]+F_{j-1 / 2}^{+}
\end{aligned}
$$

$$
u \leq 0
$$

$$
\alpha\left[\psi_{j}^{n}-\max \left(\psi_{j+1}^{n}, \psi_{j}^{n}\right)\right]+F_{j+1 / 2}^{-} \leq F_{j-1 / 2}^{-}
$$

$$
\leq \alpha\left[\psi_{j}^{n}-\min \left(\psi_{j+1}^{n}, \psi_{j}^{n}\right)\right]+F_{j+1 / 2}^{-}
$$

$$
0 \leq F_{j+1 / 2}^{+} \leq \alpha \psi_{j}^{n} \quad 0 \leq F_{j-1 / 2}^{-} \leq \alpha \psi_{j}^{n}
$$

No flux in the opposite flow direction

$$
\left(F_{j \pm 1 / 2}^{ \pm}<0\right)
$$

$$
\text { Outflux not larger than total } \psi \text {-content } \quad\left(F_{j \pm 1 / 2}^{ \pm}>\alpha \psi_{j}^{n}\right)
$$

# The outgoing monotone fluxes of each gridbox depend on the values of the incoming monotone fluxes. 

## Procedure:

For positive velocities $F_{j+1 / 2}^{+}$is calculated by
starting in grid box $j=2$ and increasing $j$ up to the right boundary $j=m$ of the numerical grid mesh.
$F_{3 / 2}^{+}$of grid box $j=1$ is determined from the original positive definite approach of the advection scheme.

For negative velocities the procedure is vice versa, i. e. the calculation of $F_{j-1 / 2}^{-}$ starts at $j=m-1$, and $j$ is decreased to $j=1$.

The outgoing flux $F_{m-1 / 2}^{-}$of grid box $j=m$ is again taken from APF.

## Divergent flow

## Upstream solution:

$$
\begin{aligned}
F_{j+1 / 2}^{+} & =\alpha c_{j}^{+} \psi_{j}^{n} \\
& =\alpha\left(c_{j-1}^{+} \psi_{j}^{n}+D_{j+1 / 2}^{+}\right)
\end{aligned}
$$

$$
F_{j-1 / 2}^{-}=\alpha c_{j-1}^{-} \psi_{j}^{n}
$$

$$
=\alpha\left(c_{j}^{-} \psi_{j}^{n}+D_{j-1 / 2}^{-}\right)
$$

## Deformation terms:

$$
\begin{aligned}
& D_{j+1 / 2}^{+}=\psi_{j}^{n}\left(c_{j}^{+}-c_{j-1}^{+}\right) \\
& D_{j-1 / 2}^{-}=\psi_{j}^{n}\left(c_{j-1}^{-}-c_{j}^{-}\right)
\end{aligned}
$$

## Procedure:

The upstream fluxes $\alpha c_{j-1}^{+} \psi_{j}^{n}$ and $\alpha c_{j}^{-} \psi_{j}^{n}$ are replaced by the corresponding monotone fluxes of the present approach.

The deformation terms are added.

The resulting fluxes are restricted to:

$$
\begin{aligned}
& 0 \leq F_{j+1 / 2}^{+} \leq \alpha \psi_{j}^{n} \\
& 0 \leq F_{j-1 / 2}^{-} \leq \alpha \psi_{j}^{n}
\end{aligned}
$$

## Conclusions

Due to the more rigorous flux limiters, MAPF produces somewhat larger phase and amplitude errors than APF.

In applications with moderate spatial gradients of the transport quantities, APF and MAPF yield very good results, because APF produces very little over- and undershooting, and in MAPF the numerical diffusion is not too large.

In uniform flow fields with strong spatial gradients MAPF is clearly superior to APF, because the ripples evolving in APF are too large.

In both model versions the largest numerical diffusion is produced during the first advective steps, i. e. when the discontinuities of the initial distributions are smoothed by the polynomials. In the long term run the algorithms are distinctly better.

In multidimensional applications MAPF is strictly monotone only, if the flow fields are uniform. Under typical atmospheric conditions, however, the numerical instabilities of MAPF are still so small that it may also be applied in the general case of arbitrary transport velocities.




# Locally Modified Version of Bott's Advection Scheme 

Andreas Chlond<br>Max-Planck-Institut für Meteorologie<br>Hamburg, FRG

## 1. Introduction

Advective processes are of central importance in geophysical fluid dynamics and their treatment is crucial in numerical modelling of the transport of trace constituents in atmospheric models. However, the numerical handling of advection is plagued with difficulties. For instance, problems may arise when the transport of positive definite scalar quantities, such as moisture, liquid water content and chemical concentrations, is treated, since unphysically negative constituent values may be generated and/or strong spatial gradients can be smeared out or ripples can be produced in their vicinitiy by the numerical scheme. During the past decades, a wide variety of finite difference methods have been suggested for the numerical solution of the advection equation and several intercomparisons have been published (e.g. see Woodward and Colella, 1984; Rood, 1987; and Müller, 1992 for reviews).

Here we present a simple and effective self-adjusting hybrid technique to develop a new conservative and monotonic advection scheme that exhibits very low numerical diffusion of resolvable scales. The proposed scheme combines Bott's area preserving flux form algorithm with an area preserving exponential interpolating scheme, the use of either at any particular location being automatically controlled by the local ratio of the nodal values involved in the approximation process.

## 2. Method

Recently, Bott (1989a, b) presented an upstream biased Eulerian finite volume advection scheme. Bott's flux scheme has several attractive properties: the method is mass conservative, positive definite, has small phase and amplitude errors and is computationally very efficient. However, the simulation of sharply varying gradients - especially in situations with non zero background values of the transported quantity - can result in unphysical oscillations, which although localized could cause difficulties in non-linear problems. To eliminate this deficiency of the scheme and to insure monotonicity we use a variant of Harten and Zwas' (1972) self-adjusting hybrid technique. The basic idea is to identify regions where monotonicity might be violated and then keep the rippling from occurring. This goal is achieved by combining Bott's accurate scheme, which is used in the smooth regions of the transported quantity, with the exponential scheme which is used in regions of sharp gradients (hence, the name hybrid is indicative of a combination of two different methods). The exponential upwinding interpolation concept is
based on previous work of Spalding (1972). In this approach piecewise exponential profiles are used to express the variation of a transported quantity between the grid points. Since the exponential interpolation functions are monotonic by construction no specific flux limiters have to be employed to avoid spurious oscillations near sharp gradients. Thus, we propose to construct the hybrid scheme using a combination of the unlimited Bott-scheme and the exponential scheme. The use of either of these two schemes at any particular location is controlled by a switch which automatically (i.e. self-adjusting) switches from one scheme to the other. The Bott scheme is used in the bulk of the domain in regions with smooth gradients; when the local curvature of the advected variable exceeds a preset value, however, the algorithm automatically switches to exponential upwinding. As a result, the hybrid scheme is also appropriate to address problems with sharp gradients and the scheme produces solutions which are found to be very close to those of the Bott-scheme, but displaying no over- or undershoots. An elaborate description of the scheme is given in Chlond (1994).

## 3. Numerical results

In this section numerical results will be presented to examine the performance of the newly proposed combined flux scheme algorithm. The results obtained with the combined scheme will be compared with Bott's (1989a, b) scheme (version $1=$ 4), abbreviated) and with the exponential scheme, which will serve as references.

### 3.1. One-dimensional experiments

We first consider one-dimensional advection in a constant velocity field. The calculations are performed in a 64 -point periodic domain with $\mathrm{x}=1$. The three types of test problems that are used to evaluate the accuracy of a numerical scheme are the Gaussian function, the square wave function and the triangular function which are superimposed on a constant background value of $\psi_{B}=100$. Each of these functions helps to illustrate some strengths and limitations of a numerical method. The numerical results presented below are obtained with constant Courant numbers of $\mathrm{C}=0.1, \mathrm{C}=0.4$ and $\mathrm{C}=0.8$ after $\mathrm{N}_{\mathrm{T}}=1920, \mathrm{~N}_{\mathrm{T}}=480$ and $\mathrm{N}_{\mathrm{T}}=$ 240 iterations, respectively, corresponding to three revolutions arround the 64point periodic domain.

Figure 1 depicts the analytical solution as well as the numerical results of the advection of a Gaussian distribution, which are obtained with Bott's scheme (a), the exponential scheme (b) and with the combined scheme (c) (background values have been removed in this Figure and in the following). For the combined scheme tests one piece of additional information is included in this and in the following Figures: diamonds on the abszissa mark those points at which the "automatic switch" detects a "danger zone" and hence at which the exponential scheme has been activated. Obviously,Bott's scheme and the combined scheme yield a good agreement with the analytical solution and produce low amplitude and phase
errors. Thus, this experiment provides a demonstration of each schemes' ability to transport well-resolved, smoothly varying functions over large distances. In contrast, the exponential scheme is slightly diffusive and slowly diminishes the amplitude of the Gaussian distribution.

The second example is the advection of the square wave function. This function reveals a numerical method's capability to handle Gibb's oscillations that arise in the vicinity of discontinuities. As shown in Figure 2a, Bott's scheme generates dispersive ripples which distort the distribution. The exponential scheme (Figure 2b) broadens the distribution, but, as a result of monotonicity, exhibits no spurious oscillations, i.e. it generates diffusive rather than dispersive errors. The combined scheme, which has activated the exponential interpolation only in the vicinity of the points of discontinuity of the square wave function, produces the best results because it is considerable less diffusive than the exponential scheme and, moreover, it does not introduce wiggles.

The third test is the advection of a triangular distribution which should illustrate a numerical methods' capacity to treat sharp peaks and extremum points. As it is seen in Figure 3a, Bott's scheme performs quite well. Dispersive errors are still present but are much smaller in amplitude than for the case of the square wave. Again, the exponential scheme (Figure 3b) broadens the distribution somewhat but otherwise advects it quite accurately. In Figure 3c the same problem has been solved using the combined scheme. In this situation, no phase errors and dispersive ripples are visible and the numerical solution is almost identical to the exact solution, except at the lower corner points and in the vicinity of the extremum.

### 3.2. Two dimensional rotational flow field test

In this section we present results of several two dimensional rotational flow field tests, in which a prescribed distribution undergoes solid-body rotation counterclockwise around a $100 \times 100$ zone grid with $\mathrm{x}=\mathrm{y}=1$. The integrations are carried out with a time step of $t=0.1$ so that 628 time steps will effect one complete revolution about the central point. The maximum Courant number in the domain is 0.7 . As initial conditions we use two different test functions: the cone and the cube which are superimposed upon a constant background value of $\psi_{B}=100$.

In the first experiment the cone is initialized with a base radius of 15 x and a maximum height of $\psi_{\text {MAX }}=3.87$ at $(x, y)=(50,75)$. Figure 4 shows (a) the initial distribution and the final distribution after six full rotations (3768 time steps) obtained with Bott's flux scheme (b) and with the combined flux scheme (c). As expected, both schemes exhibit very good shape preserving characteristics. Bott's scheme leaves the maximum amplitude of the cone nearly unchanged but creates new extrema in the distribution at the base of the cone. In contrast, the combined scheme produces no over- and undershootings but reduces the maximum slightly with $\psi_{\mathrm{MAX}^{\mathrm{n}}}$ finally reaching $93.5 \%$ of $\psi_{\mathrm{MAX}}$.

A more severe test problem is the rotation of a cube of unit height with lateral lengths of 20 x centered at $(\mathrm{x}, \mathrm{y})=(30,70$ ), (see Fgure 6a). Figure 5 presents a comparison of the results of the two schemes for six full rotations of the cube. Bott's scheme generates dispersive errors which severely distort the distribution. In contrast, the combined scheme preserves the shape of the cube very well but tends to broaden the distribution somewhat. However, no oscillations occur neither at the base nor at the top of the cube.

## 4. Conclusions

A simple and effective self-adjusting hybrid technique has been introduced to construct a new conservative and monotonic advection scheme which is computationally very efficient. In principle the scheme combines Bott's (1989a, b) area preserving flux form algorithm, which is used in smooth regions of the flow, with an area preserving exponential interpolating scheme, which is used in regions where monotonicity might be violated.

Using standard linear advection test, we evaluated the accuracy of the combined scheme relative to Bott's scheme. The comparative test calculations presented demonstrate the combined schemes ability to accurately transport well-resolved, smoothly varying functions over large distances. Furthermore, the combined scheme is also well suited to address problems with sharp gradients and returns solutions which are virtually as good as those predicted by Bott's scheme in respect of capturing step gradients, but without the deficiency of the latter to produce physically unrealistic and often serious spurious oscillations.
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## Figure Captions

Figure 1: Solution of the one-dimensional linear advection equation in which a Gaussian distribution superimposed upon a constant background field of $\psi_{\mathrm{B}}=100$ is advected to the right in a 64 -point grid with periodic boundaries. Shown are the analytical solution (full line) along with numerical solutions (dashed lines) obtained with Bott's flux scheme (version $l=4$, abbreviated) (a), with the exponential scheme (b) and with the combined flux scheme (c) after three revolutions for Courant numbers $\mathrm{C}=0.8, \mathrm{C}=0.4$ and $\mathrm{C}=0.1$, corresponding to 240 , 480 and 1920 time steps, respectively. Background field has been removed. Diamonds on the abszissa in (c) mark those points at which the exponential scheme has been activated.

Figure 2: As in Figure 1, except for the square wave.
Figure 3: As in Figure 1, except for a triangular wave.
Figure 4: Solution of the two-dimensional linear advection equation in which a cone superimposed upon a constant background field of $\psi_{B}=100$ undergoes solid body rotation counterclockwise in a 100 x 100 zone grid with cyclic boundary conditions. Shown are the initial condition (a) along with numerical solutions obtained with Bott's flux scheme (version $\mathrm{l}=4$, abbreviated) (b) and with the combined scheme after six full rotations, corresponding to 3768 time steps. The maximum Courant number is 0.7 . Background field has been removed.

Figure 5: As Figure 4, except for a cube.
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#### Abstract

We will present one possible extension of the popular Godunov type advection algorithms to multidimensions with two-dimensional examples. The approach [5] is on flux form, and the fluxes are directed along the local flow direction, with the distribution of the advected variable within each cell approximated by a multidimensional polynomial. By construction, the method is mass-conservative and non-oscillatory. Since the basic algorithm is described elsewhere, we will focus on how the advection method can be made much more computer-time efficient using the economization of power series approach [7] to reduce the order of the multidimensional polynomial at the core of the algorithm without losing accuracy. The economization approach is simple to implement and can be used together with every advection algorithm requiring the evaluation of polynomials (for example the semi-Lagrangian approach). The economization approach is illustrated with two-dimensional advection of a passive scalar on the sphere. The experiment shows that by economization of a seventh order polynomial to third order, we can obtain the accuracy of the higher order method at the cost of the lower order method.


## 1 Introduction

Efficient polynomial approximations have had a revival for applications in the construction of accurate advection schemes. In Lagrangian and semi-Lagrangian advection schemes the value of the advected variable is determined from an interpolation to a point. The interpolation is often performed with polynomials, and for higher accuracy higher order polynomials are used. In flux-form or finite volume advection schemes, the fluxes are often approximated by an integration of a polynomial representing the variation of the advected variable within computational cells. The polynomial could be integrated over the cell boundary, or over the volume which flows through the boundary during a timestep. After performing the integration, the result is once again that interpolations to points need to be evaluated, now of the
primitive function. As above, the accuracy can be enhanced by using higher order polynomials. In the above mentioned advection schemes the efficiency can thus be increased by choosing more efficient representation of the variation of the advected variable within a cell, or in other words a better subcell resolution. For this purpose, it is worthwhile to study some of the classical results of practical approximations, as developed in the 1930-40's for efficient tablemaking of mathematical functions by hand- and mechanical calculators, for example $[7,8,10,11]$.

The purpose of this paper is to show how one particularly efficient technique, the economization of power series invented by Lanczos [7], can be used to increase the efficiency of finite volume advection schemes, with application to scalar advection on the sphere. But first we will start with a short sketch on the development of efficient polynomial approximations.

## 2 Some who's and why's of efficient polynomials

The quest for the best polynomial approximation of a given degree goes back to the 19th century. Notably Chebyshev found the best approximations in the sense that the maximum deviation from a given function is minimized over a given interval. These approximations are expressed as a series of Chebyshev polynomials (see Ortiz [10] for a short historical review and Rivlin [12] for the properties of the Chebyshev polynomials). Before the Second World War there were some large scale projects for constructing tables of mathematical functions, notably in the UK and USA [2]. The best known result of this effort are the tables in Abramowitz and Stegun [1]. In the construction of these tables mechanical desk calculators and hand calculations were used. It is obvious that efficient approximations can speed up table making by desk calculators considerably. In 1938 Lanczos [7] came up with two remarkable methods for efficient polynomial approximations, both based on the optimal properties of the Chebyshev polynomials. These methods were the economization of power series, which reduces the number of terms of a given power series without significantly reducing the accuracy, and the tau-method, which constructs a power series from linear differential or integral relations defining a function, where the resulting series is usually much more accurate than the corresponding Taylor series. These methods were used to derive some of the most efficient polynomial approximations of mathematical functions known. As a dramatic example, Lanczos [7] derives a seventh degree polynomial approximation to the function $\log (1+x)$ in the interval $0 \leq x \leq 1$, which has a maximum error less than $10^{-6}$. The Taylor expansion of the same function needs one million terms to achieve the same accuracy. It is worth noting that Lanczos was impressed by the work performed by the mathematical tablemakers at The National Bureau of Standards, and he joined them for one year in 1943 [2]. There he was a source of inspiration for the staff, and contributed with a series of lectures among other things. Several methods were also derived for efficient interpolation in mathematical tables, including throwback, which reduces the work needed for accurate interpolations by replacing high order differences by modified low order differences (see [9] and the chapter on numerical analysis in [1], for example Everett's formula with throwback). With the advent of electronic computers by the end of the Second World War, there was a renewed in-
terest in polynomial approximations. With the new computers it became quicker to calculate mathematical functions from low order polynomial approximations whenever they were needed, instead of looking up the value in a mathematical table (Ortiz [10]). Again the methods of Lanczos and others could be successfully used. These computational aids and later developments are still used for the approximation of functions in every computer.

## 3 Unified view of interpolation in Lagrangian and finite-volume advection schemes

For the derivations in this paper we will consider the one-dimensional advection problem. This is no restriction, since the results translate to multidimensions through simple matrix multiplications [5]. In the one-dimensional advection problem we are given the values of the advected variable either as point values or as cell-average values, one value per computational cell.

In Lagrangian and semi-Lagrangian advection schemes the variable is usually interpreted as a point value. In this case we will consider the variable value given at the boundaries of the computational cells, that is

$$
\begin{equation*}
\psi_{i+1 / 2}=\psi\left(x_{i+1 / 2}^{\prime}\right) \tag{1}
\end{equation*}
$$

where $x_{i+1 / 2}^{\prime}$ is the boundary between cell $i$ and $i+1$.
In the finite volume advection schemes the variable values are interpreted as cell averages of the advected variable $\psi\left(x^{\prime}\right)$ (note that the computational cells are shifted half a cell with respect to the above case),

$$
\begin{equation*}
\bar{\psi}_{i}=\frac{1}{x_{i+1 / 2}^{\prime}-x_{i-1 / 2}^{\prime}} \int_{x_{i-1 / 2}^{\prime}}^{x_{i+1 / 2}^{\prime}} \psi\left(x^{\prime}\right) d x^{\prime} \tag{2}
\end{equation*}
$$

However, in the finite volume advection schemes we are interested in the integral of fluxes, which means that we will be interpolating the primitive function of the advected variable. Its value is known exactly at cell boundaries,

$$
\begin{equation*}
\Psi_{i}=\int_{0}^{x_{i+1 / 2}^{\prime}} \psi\left(x^{\prime}\right) d x^{\prime}=\sum_{k=1}^{i} \bar{\psi}_{k} \tag{3}
\end{equation*}
$$

where we $x^{\prime}=0$ is the left boundary of the domain.
A unified view of the subcell variation of the advected quantities in Lagrangian and finite-volume advection schemes is therefore to consider function values $\varphi_{i}$ given at cell-boundaries,

$$
\varphi_{i}= \begin{cases}\psi_{i+1 / 2} & \text { for semi-Lagrangian/Lagrangian case }  \tag{4}\\ \Psi_{i} & \text { for flux-form/finite-volume case }\end{cases}
$$

and construct polynomial approximations $P_{i}^{n}\left(x^{\prime}\right)$ which approximate the variation of $\varphi\left(x^{\prime}\right)$ within each computational cell. The boundary conditions for $P_{i}^{n}\left(x^{\prime}\right)$ are $\varphi_{i-1}$ and $\varphi_{i}$. The order $n$ of $P_{i}^{n}\left(x^{\prime}\right)$ can be increased by including more and more function values in the approximation.

When discussing polynomial approximations within cell $i$, it is suitable to transform the cell to the interval $[-1,1]$, which coincides with the definition interval of the standard Chebyshev polynomials. Thus let

$$
\begin{equation*}
x=\frac{2 x^{\prime}-\left(x_{i+1 / 2}^{\prime}+x_{i-1 / 2}^{\prime}\right)}{x_{i+1 / 2}^{\prime}-x_{i-1 / 2}^{\prime}} \tag{5}
\end{equation*}
$$

Other intervals are of course easily introduced, however, one then needs to use the appropriately modified Chebyshev polynomials. We consider only approximations which use the information from the $n+1$ nearest neighbouring cells centred around cell $i$,

$$
\begin{equation*}
P_{i}^{n}(x)=\sum_{k=0}^{n} c_{i, k} x^{k} \tag{6}
\end{equation*}
$$

The coefficients $c_{i, k}$ are determined from the function values,

$$
\begin{equation*}
c_{i, k}=\sum_{l=i-\left[\frac{n}{2}\right]-1}^{i+\left[\frac{n}{2}\right]} b_{k, l} \varphi_{l} \tag{7}
\end{equation*}
$$

## 4 Economization of power series

We will now review some standard results on Chebyshev polynomials and the application to the economization of power series. These results are then used to derive a compact formula for the economized power series in terms of the given function values $\varphi_{i}$. The importance of the derivation lies in the end result, which is simple and can largely be precalculated once and for all.

In the economization of power series method we express the powers of $x$ in the original polynomial $P_{i}^{n}(x)$, Eq. 6, in terms of Chebyshev polynomials $T_{m}(x)$, and then neglect all terms of order $n^{\prime}+1$ and onwards ( $n^{\prime}<n$ ), if this fulfills our accuracy criteria [7].

The expression of the powers of $x$ in terms of Chebyshev polynomials $T_{m}(x)$ can be obtained by a simple calculation, or from Table 22.3 of [1]. We here use the general expression from Rivlin [12],

$$
\begin{gather*}
x^{k}=\frac{1}{2} A_{k, 0} T_{0}(x)+\sum_{m=1}^{k} A_{k, m} T_{m}(x)  \tag{8}\\
A_{k, m}= \begin{cases}2^{1-k}\binom{k}{\frac{k-m}{2}} & m=k, k-2, \ldots, k-2\left[\frac{k}{2}\right] \\
0 & \text { otherwise }\end{cases} \tag{9}
\end{gather*}
$$

For example,

$$
\begin{array}{ll}
1=T_{0} & x=T_{1} \\
x^{2}=\frac{1}{2}\left(T_{0}+T_{2}\right) & x^{3}=\frac{1}{4}\left(3 T_{1}+T_{3}\right) \\
x^{4}=\frac{1}{8}\left(3 T_{0}+4 T_{2}+T_{4}\right) & x^{5}=\frac{1}{16}\left(10 T_{1}+5 T_{3}+T_{5}\right) \\
x^{6}=\frac{1}{32}\left(10 T_{0}+15 T_{2}+6 T_{4}+T_{6}\right) & x^{7}=\frac{1}{64}\left(35 T_{1}+21 T_{3}+7 T_{5}+T_{7}\right) \\
x^{8}=\frac{1}{128}\left(35 T_{0}+56 T_{2}+28 T_{4}+8 T_{6}+T_{8}\right) & x^{9}=\frac{1}{256}\left(126 T_{1}+84 T_{3}+36 T_{5}+9 T_{7}+T_{9}\right)
\end{array}
$$

It is easy to understand why one can approximate a given power of $x$ by a lower order polynomial simply by deleting some of the highest order terms in the Chebyshev expansion. First we note that the coefficients of the Chebyshev expansion decrease rapidly as the order of the Chebyshev polynomial increases. Bearing in mind that the maximum amplitude of all Chebyshev polynomials is 1 within the approximation interval, the error will never be larger than the sum of the absolute value of the deleted coefficients. Furthermore, note that only even(odd) polynomials are used for even(odd) powers of $x$.

We now want to use the above result to express the original polynomial in terms of Chebyshev polynomials. Insertion of Eqs. 8-9 in Eq. 6 gives (see also [12] for this result)

$$
\begin{gather*}
P_{i}^{n}(x)=\sum_{k=0}^{n} c_{i, k}\left[\frac{1}{2} A_{k, 0} T_{0}(x)+\sum_{m=1}^{k} A_{k, m} T_{m}(x)\right]=\frac{1}{2} C_{i, 0} T_{0}(x)+\sum_{k=1}^{n} C_{i, k} T_{k}(x)  \tag{10}\\
C_{i, k}=\sum_{m=0}^{\left[\frac{n-k}{2}\right]} A_{k+2 m, k} c_{i, k+2 m}=\sum_{m=0}^{\left[\frac{n-k}{2}\right]} 2^{1-(k+2 m)}\binom{k+2 m}{m} c_{i, k+2 m} \tag{11}
\end{gather*}
$$

Finally, we can insert the function values $\varphi_{i}$ using Eq. 7

$$
\begin{gather*}
C_{i, k}=\sum_{m=0}^{\left[\frac{n-k}{2}\right]}\left[A_{k+2 m, k} \sum_{l=i \rightarrow\left[\frac{n}{2}\right]-1}^{i+\left[\frac{n}{2}\right]} b_{k, l} \varphi_{l}\right]=\sum_{l=i \sim\left[\frac{n}{2}\right]-1}^{i+\left[\frac{n}{2}\right]} B_{k, l} \varphi_{l}  \tag{12}\\
B_{k, l}=\sum_{m=0}^{\left[\frac{n-k}{2}\right]} A_{k+2 m, k} b_{k+2 m, l}=\sum_{m=0}^{\left[\frac{n-k}{2}\right]} 2^{1-(k+2 m)}\binom{k+2 m}{m} b_{k+2 m, l} \tag{13}
\end{gather*}
$$

The result of Eq. 13 is very important, since it means that the coefficients $B_{k, l}$ can be precalculated once and for all, and can be used as an alternative to the coefficients $b_{k, l}$, if we want to express our polynomial in the form of a Chebyshev series. For example, the first few terms of $B_{k, l}$ would look as follow,

$$
\begin{aligned}
& \begin{array}{lr}
B_{0, l}=\frac{1}{128}[ & \left.256 b_{0, l}+128 b_{2, l}+96 b_{4, l}+80 b_{6, l}+70 b_{8, l}+\ldots\right] \\
B_{2, l}=\frac{1}{128}[r & \left.64 b_{2, l}+64 b_{4, l}+60 b_{6, l}+56 b_{8, l}+\ldots\right] \\
B_{4, l}=\frac{1}{128}[ & \left.16 b_{4, l}+24 b_{6, l}+28 b_{8, l}+\ldots\right] \\
B_{6, l}=\frac{1}{128}[ & \left.4 b_{6, l}+8 b_{8, l}+\ldots\right] \\
B_{8, l}=\frac{1}{128}[ & \left.b_{8, l}+\ldots\right]
\end{array} \\
& \left.\begin{array}{lr}
B_{1, l}=\frac{1}{256}[ & \left.256 b_{1, l}+192 b_{3, l}+160 b_{5, l}+140 b_{7, l}+126 b_{9, l}+\ldots\right] \\
B_{3, l}=\frac{1}{256}[r & \left.64 b_{3, l}+80 b_{5, l}+44 b_{7, l}+44 b_{9, l}+\ldots\right] \\
B_{5, l}=\frac{1}{256}[ & \left.16 b_{5, l}+28 b_{7, l}+32 b_{9, l}+\ldots\right] \\
B_{7, l}=\frac{1}{256}[ & \left.4 b_{7, l}+9 b_{9, l}+\ldots\right] \\
B_{9, l}=\frac{1}{256}[ & \left.b_{9, l}+\ldots\right]
\end{array}\right]
\end{aligned}
$$

where of course only $n+1$ coefficients would be calculated, and the summation in each coefficient would be performed up to $n$ or $n-1$, depending on if it was an odd or even coefficient. The calculation of the coefficients $B_{k, l}$ is not affected by the economization procedure.

The economization of the power series is now performed by deleting all terms of order greater than $n^{\prime}(<n)$ in the Chebyshev expression of the original polynomial, Eq. 10,

$$
\begin{equation*}
P_{i}^{n^{\prime} \leftarrow n}(x)=\frac{1}{2} C_{i, 0} T_{0}(x)+\sum_{k=1}^{n^{\prime}} C_{i, k} T_{k}(x) \tag{14}
\end{equation*}
$$

where we use the notation $P_{i}^{n^{\prime} \vdash n}(x)$ for a polynomial which has been economized to order $n^{\prime}$ from the original order $n$. Thus the economization reduces the number of coefficients $C_{i, k}$ which need to be calculated, but the calculation of each coefficient is left unchanged. This means that information from the original stencil of function values, $\varphi_{i-\left[\frac{n}{2}\right]-1}, \ldots, \varphi_{i+\left[\frac{n}{2}\right]}$, is still used in each coefficient $C_{i, k}$.

The simplest way of evaluating the polynomial is to leave it on the Chebyshev form, and use the recursion relations for Chebyshev polynomials to evaluate $T_{k}(x)$ (see e.g. [1]),

$$
T_{k}(x)= \begin{cases}1 & k=0  \tag{15}\\ x & k=1 \\ 2 x T_{k-1}(x)-T_{k-2}(x) & k \geq 2\end{cases}
$$

However, we can also transform the economized polynomial back to powers of $x$, using the expression for $T_{k}(x)$ given by Erdélyi et al. [3] for $k=1,2, \ldots$,

$$
\begin{equation*}
T_{k}(x)=\sum_{m=0}^{\left\lfloor\frac{k}{2}\right]} a_{k, k-2 m} x^{k-2 m}=\sum_{m=0}^{\left\lfloor\frac{k}{2}\right]} \frac{2^{k-2 m} k(-1)^{m}(k-m-1)!}{2 m!(k-2 m)!} x^{k-2 m} \tag{16}
\end{equation*}
$$

For including $T_{0}(x)$ in the compact formulation below, define

$$
\begin{equation*}
a_{0,0}=\frac{1}{2} \tag{17}
\end{equation*}
$$

Inserting these expressions in the economized polynomial, Eq. 14, we get

$$
\begin{equation*}
P_{i}^{n^{\prime} \leftarrow n}(x)=\sum_{k=0}^{n^{\prime}} C_{i, k} \sum_{m=0}^{\left[\frac{k}{2}\right]} a_{k, k-2 m} x^{k-2 m}=\sum_{k=0}^{n^{\prime}}\left[\sum_{m=0}^{\left[\frac{n^{\prime}-k}{2}\right]} C_{i, k+2 m} a_{k+2 m, k}\right] x^{k} \tag{18}
\end{equation*}
$$

To find out what the coefficients are in terms of the original function values, we use Eq. 12,

$$
\begin{gather*}
P_{i}^{n^{\prime} \leftarrow n}(x)=\sum_{k=0}^{n^{\prime}}\left[\sum_{m=0}^{\left[\frac{n^{\prime}-k}{2}\right]}\left(\sum_{l=i-\left[\frac{n}{2}\right]-1}^{i+\left[\frac{n}{2}\right]} B_{k+2 m, l} \varphi_{l}\right) a_{k+2 m, k}\right] x^{k}=\sum_{k=0}^{n^{\prime}}\left[\sum_{l=i-\left[\frac{n}{2}\right]-1}^{i+\left[\frac{n}{2}\right]} \beta_{k, l} \varphi_{l}\right] x^{k}  \tag{19}\\
\beta_{k, l}=\sum_{m=0}^{\left[\frac{n^{\prime}-k}{2}\right]} B_{k+2 m, l} a_{k+2 m, k} \tag{20}
\end{gather*}
$$

Here again the coefficients beta $a_{k, l}$ are precalculated once and for all.

### 4.1 Constraints on the economization

In finite volume advection schemes, the subcell distributions should be such that their integrated value over the cell coincides with the cell average. We have noted in experiments that failure to fulfill this criteria will introduce phase errors. For Lagrangian and semi-Lagrangian schemes, the subcell distribution should coincide with the given function values at the cell boundaries. These constraints can be summarized with the notation introduced in Eq. 4

$$
\begin{align*}
P_{i}^{n}(-1) & =\varphi_{i-1}  \tag{21}\\
P_{i}^{n}(1) & =\varphi_{i} \tag{22}
\end{align*}
$$

There is no guarantee that the economized polynomial $P_{i}^{n^{\prime}+n}(x)$ still fulfills Eqs. 2122. However, it is possible to modify the economization to accommodate for this. We will not pursue the matter further here since it will not change the outcome of the main message of this paper, namely the gains in computational efficiency which can be made by using economization.

### 4.2 Computational cost of economization

We now compare the cost of a single interpolation with a polynomial economized from order $n$ to $n^{\prime}$ with the cost of an interpolation using polynomials of $n$ and $n^{\prime}$. In the economized polynomial there are $n^{\prime}+1$ terms whose coefficients are calculated from a series containing $n+1$ members, giving a total of $\left(n^{\prime}+1\right)(n+1)$ floating point operations. This is to be compared with the costs $\left(n^{\prime}+1\right)^{2}$ and $(n+1)^{2}$ of the original polynomials. If we let $\varrho=\left(n^{\prime}+1\right) /(n+1)$, then the relative costs of the three alternatives is $1: \varrho: \varrho^{2}$, where $\varrho \in[0,1]$. The economization alternative is intermediate in cost.

In the application to advection schemes there is more than just the basic cost of one interpolation which counts. First, there might be several advected variables so that certain factors in the interpolation can be reused by different variables. Second, several interpolations might be required of each variable within a computational cell so that the polynomial coefficients can be reused. Let the number of variables be $M$ and the number of interpolations per variable expected within each cell be $L$. The expressions for $P_{i}^{n^{\prime} \leftarrow n}(x)$, Eq. 14 and Eq. 18, can be seen either as a series in the function values $\varphi_{l}$ or the expansion functions $x^{k}$ or $T_{k}(x)$.

If we use a series in the function values, the coefficients at each locations can be reused for the $M$ variables, giving a floating point operation count of

$$
N_{\varphi}=L(n+1)\left(M+n^{\prime}+1\right)
$$

If we use a series in the expansion functions, then we precalculate the coefficients for each polynomial and reuse them at the $L$ locations within each cell, giving

$$
N_{x}=M\left(n^{\prime}+1\right)(L+n+1)
$$

floating point operations. An analysis of different combinations of possibilities shows

- For $L=1, N_{\varphi}<N_{x}$ when $M>1$


Figure 1: Computational efficiency of the economization appproach. Shown are the computational costs as function of the error using the original third and seventh order polynomials and using the third order polynomial economized from the original seventh order polynomial.

- For large $M, N_{\varphi}<N_{x}$
- For $M=1, N_{x}<N_{\varphi}$
- For large $L, N_{x}<N_{\varphi}$

The first case is typical of Lagrangian or semi-Lagrangian schemes, and the second case is typical of chemical transport models. The third case is typical of a model where all interpolation parameters are calculated anew for each variable, which should only be the case when computational costs are much less than storage costs. The fourth case is typical of some finite-volume schemes, but should really not occur but because of suboptimal programming.

## 5 Experiments

For testing the economization approach we will use the Godunov type finite volume method of [5] extended to spherical geometry (see [6]). The computational grid is regular in longitude and latitude. We will advect a passive scalar distribution in a constant cross-polar flow given by [13]. The velocity field is chosen so that it takes twelve days to advect the passive scalar once around the sphere. To make the test more demanding the flow is at an angle $0.45 \pi$ relative the equator, so it is not parallel wit any gridlines. The initial condition, described in [5], consists of a cone, a dome, and a slotted cylinder of height 2.0, a sloping channel of depth 1.0, all superposed on a constant level of 1.0 (see Figs. 2-3). The advection test is performed at three resolutions, $40 \times 20,80 \times 40$, and $160 \times 80$, keeping the maximum CFL (Courant-Friedrichs-Lewy) number at 1.0 (i.e. the timestep is reduced in proportion to the gridsize).

We choose three subcell polynomial distributions for our tests: a third order polynomial, a seventh order polynomial, and a third order economized polynomial derived from the seventh order polynomial. In Fig. 1 we show the computational time


Figure 2: View of the final result after one rotation (day 12) for the different methods ( $160 \times 80$ resolution, maximum CFL number 1.0) The isoline interval is 0.2 .
as a function of the accuracy of the different simulations. This figure shows that the economized polynomial method achieves the lowest error for a given computational cost, or equivalently, achieves a given accuracy at lowest computational cost. For the present methods we achieve the accuracy of the seventh order polynomials at the cost of the third order polynomials. The amount of saving will be different for different methods, but the message is that it is possible to achieve higher accuracy at lower cost for most advection schemes which use polynomials. In Figs. 2- 3 we show a comparison of the exact and the numerical solution after twelve days, corresponding to one rotation around the sphere at the highest resolution. We see that the seventh order and the third order economized polynomial results are very close. In particular the third order economized polynomial result has the sharpness of the seventh order polynomial result. There are some small scale deviations in the economized result, but these do not affect the accuracy.

## 6 Conclusions

We have shown how advection schemes which include evaluation of polynomials (e.g. Lagrangian, semi-Lagrangian and Godunov type finite volume advection schemes) can be made computationally more efficient by using the economization of power series approach of Lanczos [7]. In these types of advection schemes the advected quantity is estimated within each computational cell by a multidimensional polynomial. Higher accuracy is achieved by increasing the order of the polynomial. This


Figure 3: Cross section of the final result after one rotation (day 12) for the different methods ( $160 \times 80$ resolution, maximum CFL number 1.0).
increases the computational cost, especially in multidimensional applications. By replacing the high order polynomial by an economized lower order polynomial, almost the same accuracy can be achieved, but at a lower computational cost. If the polynomial is economized from order $n$ to $n^{\prime}$, the cost of a single one-dimensional polynomial evaluation is reduced by a factor $\varrho=\left(n^{\prime}+1\right) /(n+1)$. This will be especially important in multidimensional applications, where the computational cost can grow quicker with the polynomial degree than in one dimension (e.g. as $n^{2}$ ). By keeping $n^{\prime}$ low (linear, parabola, cubic), the cost can be kept low, and at the same time it is much easier to control features like unphysical wiggles with some of the polynomial preprocessing approaches which have been suggested in the literature (see e.g. [4]).

Although the present paper presents an application to a specific advection scheme, the results should be of wide application. The results shown here are first examples, and we will go on to extend the approach so that the economized polynomials will fulfill the same constraints as the original polynomials with respect to conserving the average within a computational cell (see Eqs. 21-22).
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# BOUNDED HIGHER-ORDER SCHEMES FOR CONVECTION-DOMINATED TRANSPORT 

B.P. Leonard<br>The University of Akron

Convection-dominated transport involves some surprisingly challenging numerical difficulties. Classical ('central' difference) methods break down for reasons to be described. Popular 'remedies' (involving artificial diffusion) are far too inaccurate for practical purposes. Thus, if we confine ourselves to 'low' (i.e. first- or second-) order methods, we are faced with a choice between obviously unphysical numerical wiggles and less obvious (but no less disastrous) artificial smearing. Polynomial-based higher-order methods are more promising but still suffer from spurious numerical over/undershoots near strong changes in gradient. Fortunately, by making use of simple flux-limiter constraints, bounded higherorder (BHO) transport schemes offer an entirely satisfactory resolution of this dilemma. The first lecture (Part I) introduces some fundamental concepts, mostly based on simple onedimensional problems. In Part II, we look at more advanced concepts involving the construction of genuinely multidimensional algorithms for convection-dominated transport.

## PART I. FUNDAMENTAL CONCEPTS

## A. Shortcomings of Conventional Methods

In order to understand the need for BHO schemes, we will first look at the reasons behind the failures of conventional numerical methods previously (and often still) used for computational fluid dynamics (CFD).

- Problems with classical 'central' schemes. So-called 'central' convection-diffusion schemes often exhibit spurious numerical oscillations (wiggles) or instability under highconvection conditions. Some insights into this (e.g., lack of stabilizing feedback sensitivity, etc.) will be discussed. 'Central' convection schemes are actually very unnatural-requiring the assumption of downwind weighting in the subcell structure; this is discussed more fully below. See References: [1,2,3]
- 'Remedy \#1': explicit artificial diffusion. For diffusion-dominated problems, central methods are quite successful. This has led to a philosophy of trying to make such methods 'work' for convection-dominated flows as well. One 'remedy' has been to explicitly add artificial diffusion and dissipation (with solution-dependent coefficients) to 'calm down' a potentially unstable method. [A CFD subculture has developed concerned with finding the 'best' forms of artificial diffusion!] Because 'central' methods are inappropriate for CFD to begin with, this philosophy is ill founded and results in a poor compromise, often involving both spurious wiggles and artificial smearing. [1,4]
- 'Remedy \#2': implicit artificial diffusion. Because of its inherent stability, first-order upwinding for convection has been very popular (used in combination with second-ordercentral diffusion terms). Unfortunately, the inescapable 'side effect'-massive inherent artificial diffusion-destroys any possibility of an accurate solution. The effective grid Reynolds (Péclet) number can never exceed 2. Numerical 'solutions' bear little resemblance to correct results. [1,4,5]
- 'Remedy \#3': Hybrid and Power-Law schemes. These well-known convectiondiffusion schemes are based on so-called 'exponential differencing'. The latter gives an exact solution to a one-dimensional, linear, steady, source-free, two-point boundaryvalue problem governed by the constant-coefficient convection-diffusion equation. For physical grid Péclet numbers greater than 2 (Hybrid) or about 6 (Power-Law), these methods revert to first-order upwinding for convection with modelled physical diffusion terms ignored. Unfortunately, they are often used out of context (e.g., in multidimensional flows), thereby introducing the problems of artificial diffusion associated with first-order upwinding. So-called 'cross-wind' diffusion (when the flow is oblique or skew to the grid) is especially damaging. [1,4,5,6]


## B. Finite-Volume BHO Convection-Diffusion Schemes

- Flux-form finite-volume methods; subcell interpolation. If the governing differential equation is integrated over a control volume and averaged over time-step $\Delta t$, we obtain an explicit, forward-in-time update equation for the cell-averaged transport variable. This requires an estimate of the time-averaged, surface-averaged fluxes flowing across control-volume faces. If these estimated (convective-plus-diffusive) fluxes are unique to each face, the method is conservative. We will discuss the concept of 'natural upwinding' in evaluating the fluxes. The actual form of an estimated flux depends on the assumed behavior of the subcell interpolation consistent with given cell-average data. [4,5,6,7]
- One-dimensional sub-cell interpolants; piecewise polynomials. A piecewise-constant subcell interpolant leads to first-order upwinding for convection with (physical) diffusion ignored. Piecewise-linear interpolants generate second-order methods. Downwind weighting corresponds to so-called 'central' differencing (strong phase lag); upwind weighting gives the second-order upwind method (strong phase lead)-this is upwind overkill! A velocity-direction-independent (VDI) linear interpolant results in Fromm's method (low phase error). A VDI piecewise-quadratic interpolant leads to the thirdorder QUICK scheme for steady flow and QUICKEST for unsteady flow. In general, VDI-based schemes have low phase error; higher-order VDI schemes are easily devised. We need to be very careful to distinguish between cell-average and nodal-point values. Similarly, there are subtle differences in truncation error between finite-difference and finite-volume formulations; the latter are generally a lot more accurate, $[3,4,8]$
- BHO convection schemes for steady flow. Polynomials are not appropriate for interpolating data involving discontinuities. Ideally, a high-accuracy shape-preserving VDI subcell interpolant would be optimal. Shape-preservation criteria are easily specified in one dimension using normalized variables. The normalized variable diagram (NVD) helps to categorized a number of well-known convection schemes. The shapepreserving universal limiter for steady flows is compared with the more restrictive total-variation-diminishing (TVD) limiter used in gasdynamics codes. Practical implementation (without IF statements) is achieved using the powerful Median function. [4,5,6,7,9,10]
- Unsteady one-dimensional flow. The explicit flux-integral method (FIM) can be used with various subcell interpolants. At third order (QUICKEST), there is a cross coupling between the effects of convection in estimating diffusion terms and vice versa. This can be clarified using a Taylor expansion of the complex amplitude ratio, G. For unsteady flows, the universal limiter has some additional (more restrictive) features-as does the TVD limiter. Contrary to 'conventional wisdom', explicit convection schemes do not have any stability restrictions on $\Delta t$-the so-called 'CFL condition' is irrelevant! Explicit large- $\Delta t$ convection schemes, in conservative (or flux) form, are easy to devise in one dimension. [2,3,4,11]
- Summary for Part I. So-called 'central' convection schemes (of any order) are unnatural (being based on downwind-weighted subcell interpolants) and have very bad (lagging) phase error. They should not be used as a basis for CFD. Explicit or implicit artificial diffusion (involving spatial second derivatives) should be totally shunned. This eliminates all conventional CFD schemes, including second-order methods (with added artificial diffusion), first-order upwinding, and first/second-order methods such as Hybrid and Power-Law. Third-order (natural) upwinding-based on VDI quadratic subcell interpolation-is the rational basis for CFD; in particular, modelled physical diffusion is not corrupted; leading truncation error is a (dissipative) fourth spatial derivative. [Higher-order methods are progressively more computationally efficient; this is discussed in Part II.] Shape preservation is easily incorporated using the universal limiter. Contrary to common belief, explicit convection schemes do not have any stability restrictions on $\Delta t$. Bounded higher-order schemes are the appropriate way to tackle the unique challenges of highly convective transport.


## PART II. ADVANCED CONCEPTS

## A. Steady Multidimensional Flow

- Control-volume formulation for steady multidimensional flow. The effective face value (convection) and normal gradient (diffusion) are easily defined in terms of surface integrals involving subcell interpolants. As in one dimension, a number of well-known methods result from assuming various forms of subcell behavior. For first- and secondorder methods, flux formulas have a coordinate-wise one-dimensional form normal to each face. At third order, transverse curvature terms appear if we work with node values-but not if we use cell averages. Higher-order VDI subcell interpolants should be explored, as computational efficiency increases monotonically with order: even though the operation count is higher, a coarser grid can be used leading to higher accuracy at reduced overall cost. Steady multidimensional flux limiters have the same form as their one-dimensional counterparts. [4,5,6,7,10]
- Boundary conditions. There is a popular misconception that higher-order methods imply intractably 'difficult' boundary-condition treatment. By using external pseudocells (pseudo-nodes), it is relatively straight forward to devise numerical boundary conditions consistent with the interior algorithm: simply extrapolate across the boundary, using all physical boundary information together with enough interior information to effect the subcell extrapolation to an appropriate degree of accuracy. Low-order boundary-condition treatment can seriously degrade the entire flow field, even when a high-order interior algorithm is used. Strongly varying boundary regions can sometimes be effectively handled using specially devised 'boundary-layer' functions, thereby reducing the need for expensive grid refinement. [1,4,6,7,12]


## B. Unsteady Multidimensional Flow

- The flux-integral method. For highly convective flows, explicit fluxes through individual faces can be estimated by integrating over the area (2D) or volume (3D) defined by inflowing particle paths over time-step $\Delta t$. We assume the convecting velocity components are locally constant near each face; e.g., in 2D this leads to an integral over a flux-integral parallelogram. Given subcell information (consistent with cell-average data), approximate fluxes can thus be calculated. This process leads to a natural generalization of 1D formulas. As in 1D, VDI subcell interpolants correspond to algorithms with low phase error. Quadratic VDI interpolation leads to a uniformly third-order polynomial interpolation algorithm (UTOPIA) for convection and diffusion (including third-order convection-diffusion cross-coupling terms). This is the generalization of the 1D QUICKEST scheme and, in bounded form (UTOPIA limited), should form the basis of multidimensional CFD schemes. [4,11,13,14]
- Unsteady multidimensional flux limiters. For steady flow, 1D limiters can be successfully applied coordinate-wise in multidimensions. This is not the case in unsteady flow. The 1D unsteady universal limiter is not shape preserving in multidimensions; the TVD limiter can be shape preserving-but only under severe $\Delta t$ restrictions (and it also results in gross distortion). Genuinely multidimensional unsteady flux limiters can be devised. This is a subject of recent research. [4,14,15]
- Computational efficiency. It is instructive to compare various transport schemes by testing them on a model problem (with a known exact analytical solution or highly accurate numerical or experimental results). Using a log-log scale, plot some measure of global error versus computational cost for each method, as the grid is refined over a wide range. This is called the 'computational efficiency diagram' (applicable to both steady and unsteady transport). We can then see at a glance which method has the lowest overall cost for a prescribed accuracy or which gives the best accuracy within a prescribed budget. As a general rule, computational efficiency increases monotonically with the formal order of the transport scheme, provided the results are well resolved over most of the flow domain. $[4,7,17,18]$
- The operator-splitting dilemma. For reasons to do with algorithmic complexity, the flux-integral method has $\Delta t$ restrictions equivalent to requiring Courant numbers to be less than $O(1)$. Large- $\Delta t$ explicit 1D schemes can be applied in multidimensions using operator splitting (sequential 1D updates in each coordinate direction). However, there are problems: if conservative (flux) form 1D schemes are used, the overall update is indeed globally conservative, but a serious 'splitting error' occurs: an initially constant transported scalar does not remain constant in general solenoidal convection fields-a kind of 'numerical lumpiness' is introduced; if 'advective-form' 1D schemes are used, constancy is preserved but the overall scheme is not conservative! This dilemma has very recently been resolved using the multidimensional advective-conservative hybrid operator (MACHO) method, conservative operator splitting for multidimensions with inherent constancy (COSMIC), and other related techniques. Strictly conservative and essentially shape-preserving results can be obtained (using an explicit forward-in-time update) without restrictions on the time step. $[4,17,18,19]$
- Conclusions. As in one dimension, third-order (natural) upwinding is the appropriate basis for multidimensional convection-dominated transport. Lower (first- or second-) order methods should not be used; neither should higher-order 'central' (necessarily even-order) methods. Computational efficiency increases monotonically with the formal order of the scheme. Multidimensional flux limiters can be applied to give highly accurate bounded higher-order transport schemes: inherent stability and efficiency with high accuracy in smoothly varying regions and sharp resolution of discontinuities without unphysical oscillations or artificial smearing. Conservative, constancy-preserving large$\Delta t$ explicit schemes (with essentially shape-preserving properties) can be constructed using a relatively minor modification of conventional operator-splitting techniques. Using bounded higher-order transport schemes of the type described, CFD can finally become a reliable predictive tool.
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# The Flux-Form Semi-Lagrangian Transport Scheme and its Applications in Atmospheric Models 

S.-J. Lin<br>Joint Center for Earth Systems Technology<br>University of Maryland Baltimore County and NASA-GSFC, USA

## 1. Introduction

It is generally agreed that for constituent transport (advection) upstream-biased schemes, Eulerian or semi-Lagrangian, are superior to traditional spectral or center differencing schemes (Rood 1987, Tremback et al. 1987, Allen et al. 1991, Williamson and Rasch 1989, Lin et al. 1994, and Lin and Rood 1996). Although non-conservative, semiLagrangian schemes based on the advective form of the conservation law are very popular due to their clear computational advantage on the sphere (Staniforth and Côté 1991). Eulerian upstream-biased schemes, on the other hand, are generally based on the flux form of the conservation law and are therefore inherently conservative. Unfortunately, among other problems, the pole singularity poses too severe a stability restriction on Eulerian fluxform schemes. Rasch (1994) proposed the use of a spherical reduced grid to counter this "pole-Courant number problem". Other approaches of easing the severe time step restriction associated with the pole singularity include the use of a polar filter and the socalled operator (in time and/or in space) splitting, as has been successfully used by Allen et al. (1991) and Lin et al. (1994). With time splitting, different time steps can be taken at different latitudes to satisfy local Courant-Friedrichs-Lewy (CFL) stability condition.

A undesirable consequence of the operator splitting approach is that the continuity equation of the constituent can become inconsistent with the underlying continuity equation of the background air. This error is often called "splitting error". Ideally, the flux form constituent continuity equation should degenerate to the flux form continuity equation of the air itself for an initially constant constituent mixing ratio field; deformational error could be generated otherwise. This problem is most severe when the continuity equation of the
background fluid is non-hyperbolic (e.g., incompressible flow or hydrostatic flow using pressure coordinate in the vertical direction). In the continuing quest for an optimal transport scheme on the sphere, Lin and Rood (1996) presented solutions to the aforementioned problems by extending the 1D Eulerian flux-form transport schemes to semi-Lagrangian and to multidimensions. Important attributes of Lin and Rood's FluxForm Semi-Lagrangian (FFSL) scheme are as follows:

1) Mass conserving (local and global).
2) Multi-dimensional Algorithm with freedom to choose underlying 1D schemes (e.g., PPM, collela and Woodward, 1984).
3) Monotonicity preserving in 1D; relatively easy to enforce a Multidimensional FluxCorrected Transport Algorithm (MFCT, Zalesak, 1979).
4) Stable for Courant number $>1$.
5) "Quasi-linear" in the following sense:

$$
p^{n}=\alpha q^{n}+\beta \Rightarrow p^{n+1}=\alpha q^{n+1}+\beta
$$

where p and q are mixing ratio-like quantities, and $\alpha$ nd $\beta$ are arbitrary constants.
Lin and Rood's multidimensional FFSL scheme is reviewed in section 2. In section 3, the "reverse engineering" procedure for applying the FFSL transport scheme to a complete dynamical framework is introduced (see Lin and Rood 1997 for details). Some related modeling works are discussed in section 4.

## 2. The multidimensional FFSL scheme on the sphere - a brief review

The multidimensional FFSL scheme is derived from a direction-split perspective using strictly 1D operators. A procedure is then applied to remove the directional bias and the dominant (first-order) error resulting from the splitting approach. We will only highlight the development of the 2D FFSL transport scheme. Detailed derivation as well as error and stability analyses are given in Lin and Rood (1996). The conservation law (the transport equation) for a density-like field $Q$ (e.g., in the context of the shallow water equations, $Q$ may represent the depth of the fluid and/or the absolute vorticity) is

$$
\begin{equation*}
\frac{\partial}{\partial t} Q+\nabla \cdot(\mathbf{V} Q)=0 \tag{2.1}
\end{equation*}
$$

where $\mathrm{V}=(u, v)$ is the horizontal vector velocity. To model Eq. 2.1, we define $F$ and $G$ as the 1D flux-form operators for updating $Q$ for one time step in the zonal $(\lambda)$ and meridional $(\theta)$ direction, respectively. The 1D operators are assumed only to be 1D finite-volume scheme, but no explicit form of the 1-D operator is assumed a priori. Adopting the following standard difference $\delta$ and average () notations,

$$
\begin{align*}
& \delta_{\sigma} q=q\left(\sigma+\frac{\Delta \sigma}{2}\right)-q\left(\sigma-\frac{\Delta \sigma}{2}\right)  \tag{2.2}\\
& \frac{q^{\sigma}}{}=\frac{1}{2}\left[q\left(\sigma+\frac{\Delta \sigma}{2}\right)+q\left(\sigma-\frac{\Delta \sigma}{2}\right)\right] \tag{2.3}
\end{align*}
$$

$F$ and $G$ can be written as follows:

$$
\begin{align*}
F\left(\mathrm{u}^{*}, \Delta \mathrm{t} ; Q\right. & =-\frac{\Delta \mathrm{t}}{\mathrm{~A} \Delta \lambda \cos \theta} \delta_{\lambda}\left[X\left(\mathrm{u}^{*}, \Delta \mathrm{t} ; Q^{\mathrm{n}}\right)\right]  \tag{2.4}\\
G\left(\mathrm{v}^{*}, \Delta \mathrm{t} ; Q^{\mathrm{n}}\right) & =-\frac{\Delta \mathrm{t}}{\mathrm{~A} \Delta \theta \cos \theta} \delta_{\theta}\left[\cos \theta Y\left(\mathrm{v}^{*}, \Delta \mathrm{t} ; Q^{\mathrm{n}}\right)\right] \tag{2.5}
\end{align*}
$$

where A is the radius of the sphere, $\lambda$ the longitude, and $\theta$ the latitude. $X$ and $Y$, the timeaveraged fluxes of $Q$ in the zonal and meridional direction, respectively, are defined as

$$
\begin{align*}
& X\left(\mathrm{u}^{*}, \Delta \mathrm{t} ; Q^{\mathrm{n}}\right)=\frac{1}{\Delta \mathrm{t}} \int_{\mathrm{t}}^{\mathrm{t}+\Delta \mathrm{t}} \mathrm{u} Q \mathrm{dt}-\text { hot }  \tag{2.6}\\
& Y\left(\mathrm{v}^{*}, \Delta \mathrm{t} ; Q^{\mathrm{n}}\right)=\frac{1}{\Delta \mathrm{t}} \int_{\mathrm{t}}^{\mathrm{t}+\Delta \mathrm{t}} \mathrm{v} Q \mathrm{dt}-\text { hot } \tag{2.7}
\end{align*}
$$

where "hot" stands for the "higher order terms". To approximate the "time-averaged flux" $X$ (or $Y$ ) across the boundaries of the grid cell, a properly defined time-averaged (or timecentered) winds, (u* ${ }^{*} v^{*}$ ), and the cell-averaged field at time-level $n, Q^{\mathrm{n}}$, are required. The fluxes are then used for updating the cell-averaged fields to the next time level. As illustrated in Fig. 1, the advective winds and the cell-averaged $Q$ field (the "mass") are defined on the C -grid. For convenience, we will omit, in the rest of this section, the dependence of the $F$ and $G$ operators on $\left(\mathrm{u}^{*}, \mathrm{v}^{*}\right)$ and $\Delta \mathrm{t}$.

Cross-derivative terms that are essential to a scheme's stability in multidimensions are automatically included by applying the 1D operators sequentially. However, the sequential splitting process introduces a "splitting error" term, which is usually directionally asymmetric. The transport scheme is therefore directionally biased. The first step to achieving the desired multidimensionality is to remove directional biases by averaging two anti-symmetric operator-split algorithms ( $F$ followed by $G$, or $G$ followed by $F$ ). The resulting directional bias free algorithm is

$$
\begin{equation*}
Q^{\mathrm{n}+1}=Q^{\mathrm{n}}+F\left[Q^{\mathrm{n}}+\frac{1}{2} G\left(Q^{\mathrm{n}}\right)\right]+G\left[\mathrm{Q}^{\mathrm{n}}+\frac{1}{2} F\left(Q^{\mathrm{n}}\right)\right] \tag{2.8}
\end{equation*}
$$

Scheme (2.8) still suffers from the "deformational error". An immediate consequence of this error is that a constant $Q$ field will not remain constant in a non-divergent flow. Furthermore, it can be verified that linear correlation between constituents will not be preserved by the above algorithm. To address these problems, the second step is to replace $F$ and $G$ inside the square brackets in (2.8), the contributions from the cross-stream directions, with their advective-form counter part $f$ and $g$, respectively, to arrive at the following form of the 2D FFSL scheme:

$$
\begin{equation*}
Q^{\mathrm{n}+1}=Q^{\mathrm{n}}+F\left[Q^{\mathrm{n}}+\frac{1}{2} g\left(\mathrm{v}_{\mathrm{a}}^{*}, \Delta \mathrm{t} ; Q^{\mathrm{n}}\right)\right]+G\left[Q^{\mathrm{n}}+\frac{1}{2} f\left(\mathrm{u}_{\mathrm{a}}^{*}, \Delta \mathrm{t} ; Q^{\mathrm{n}}\right)\right] \tag{2.9}
\end{equation*}
$$

where

$$
u_{\mathrm{a}}^{*}={\overline{u^{*}}}^{\lambda}, \quad v_{\mathrm{a}}^{*}={\overline{\mathrm{v}^{*}}}^{\theta}
$$

Remark: In principle, one can use the traditional advective-form semi-Lagrangian scheme to approximate $f$ and $g$. In practice, it is more convenient to simply use the following "deformation compensation technique":

$$
\begin{aligned}
\mathrm{f}\left(Q^{\mathrm{n}}\right) & =F\left(Q^{\mathrm{n}}\right)-Q^{\mathrm{n}} F(Q=1) \\
& =F\left(Q^{\mathrm{n}}\right)+Q^{\mathrm{n}} C_{d e f}^{\lambda}
\end{aligned}
$$

where $C_{d e f}^{\lambda}$ is the "deformational Courant number" (or the Lipschitz number).

Scheme 2.9 is free of the deformational error, and preserves linear constituent correlation exactly even when a monotonicity constraint is enforced. In the context of the shallow water system, transport of the fluid depth (h) and the absolute vorticity ( $\Omega$ ) by Scheme 2.9 ensures that h and $\Omega$ are better correlated during the time marching, which in turn ensures that the Potential Vorticity ( $\mathrm{PV}=\Omega / \mathrm{h}$ ), a very important dynamical quantity, is better simulated.

The generalization of the scheme 2.9 to large time step (Courant number greater than one), which only involves slight modification to the 1D operators, is described in Lin and Rood (1996). Equation 2.9 will be used in the next section to discretize the transport equations for the "mass" (h) and the "absolute vorticity" $(\Omega)$ in the shallow water system of equations.

Lin and Rood (1996) presented some 1D and 2D examples of the FFSL scheme. It is noted here that the PPM based 2D FFSL scheme (FFSL-3) is computationally very efficient on the sphere. It is only about 2.2 times more expensive than the first order "super donor cell" scheme (FFSL-1, see Table 6, Lin and Rood 1996). However, the FFSL-3 scheme is not strictly monotonic because the 1D PPM monotonicity constraint is applied independently in the two spatial directions. Monotonicity in multidimensions can be enforced by a semi-Lagrangian generalization of Zalesak's MFCT algorithm.

## 3. The FFSL discretization of the shallow water equations on the sphere

The mass conservation law for a shallow layer of "water" is

$$
\begin{equation*}
\frac{\partial}{\partial \mathrm{t}} \mathrm{~h}+\nabla \cdot(\mathbf{V} \mathrm{h})=0 \tag{3.1}
\end{equation*}
$$

where h represents the depth of the fluid (the "mass" in the shallow water system). The vector invariant form of the momentum equation in the spherical coordinates can be written concisely in component form as follows.

$$
\begin{align*}
& \frac{\partial}{\partial \mathrm{t}} \mathrm{u}=\Omega \mathrm{v}-\frac{1}{\mathrm{~A} \cos \theta} \frac{\partial}{\partial \lambda}[\kappa+\Phi]  \tag{3.2}\\
& \frac{\partial}{\partial \mathrm{t}} \mathrm{v}=-\Omega \mathrm{u}-\frac{1}{\mathrm{~A}} \frac{\partial}{\partial \theta}[\kappa+\Phi], \tag{3.3}
\end{align*}
$$

where
$\Phi=\Phi_{\mathrm{s}}+\mathrm{gh}$, the free surface geopotential ( g is the gravitational acceleration),
$\Phi_{\mathrm{s}}=$ the surface geopotential,
$\Omega=2 \omega \sin \theta+\nabla \times \mathbf{V}$, the absolute vorticity,
$\omega=$ angular velocity of the earth,
$\kappa=\frac{1}{2} \mathbf{V} \cdot \mathbf{V}$, the kinetic energy.

A significant advantage of this form of the momentum equation is that the metric terms, which are singular at the poles, are absorbed into the definition of the relative vorticity, which is well defined (i.e., non-singular) at the poles. A disadvantage of this form is that the numerical form of the kinetic energy $\kappa$ needs to be carefully formulated to minimize inconsistency between $\nabla \kappa$ and the absolute vorticity fluxes. This inconsistency manifests
itself as a spurious momentum source and could result in what is called "HollingsworthKålberg instability" (Hollingsworth et al. 1983).

The conservation law for the absolute vorticity can be readily obtained by taking curl of the vector momentum equation [i.e., $\nabla \times(3.2,3.3)$ ]

$$
\begin{equation*}
\frac{\partial}{\partial \mathrm{t}} \Omega+\nabla \cdot(\mathrm{V} \Omega)=0 \tag{3.4}
\end{equation*}
$$

The divergence $(\eta=\nabla \cdot \mathbf{V})$ equation is obtained by applying the divergence operator to the same vector equation. If the vorticity-divergence form is chosen, a way must be found to invert the pair $(\Omega, \eta)$ back to ( $u, v$ ) each time step for the time integration to proceed. The spectral transform method is ideally suited for this purpose because the inversion is nearly trivial. Due to the continuous differentiability of the basis functions used in the spectral transform method, there is no theoretical advantage for the spectral method to choose the vorticity-divergence form over the usual or the vector-invariant form of the momentum equations described above. There is, however, advantage for choosing the vorticitydivergence form when local discretization methods are used (The "Z grid", Randall 1994). Part of the advantage can be explained by the fact that the transport of the (absolute or relative) vorticity, a higher order conservative scalar, is being modeled directly. To retain this advantage while avoid inverting an elliptic equation, the idea introduced by Sadourny (1975) and Arakawa and Lamb (1981, AL hereafter) can be generalized to discretize the vector-invariant form of the momentum equations. AL's method amounts to a subtle second order center-in-space discretization to (3.1), (3.2), and (3.3), Some design constraints are enforced to ensure that, after taking curl of the center differenced form of (3.2) and (3.3), the resulting vorticity equation is reduced to the celebrated "Arakawa Jocobian" for vorticity advection (Arakawa 1966) when the flow is non-divergent. The approach developed here in some ways mirrors that of AL's, but in other ways is a complete opposite to their approach. The fundamental departures from their approach are outlined next.

The first and the most important difference is in the transport scheme itself and in the way absolute vorticity is transported in a more general divergent flow. AL's method is a center-differenced scheme and therefore it is possible to conserve both the total energy and potential enstrophy, in the point-wise sense. A subgrid scale mixing parameterization is generally required for realistic flows. In our approach, we seek to build the subgrid mixing process into the grid-scale transport process by using a physically motivated upstreambiased monotonicity-preserving finite-volume scheme - the multidimensional FFSL
scheme. It is applied explicitly to the transport of the fluid depth $h$ and implicitly to the absolute vorticity $\Omega$. The discretized h and $\Omega$ are considered as cell-averaged values, not point-wise values. Because the implied subgrid distribution is forced to be monotonic, no additional damping (subgrid scale mixing) mechanism is needed. The same scheme is used for transporting h and $\Omega$, regardless of the divergence of the flow. Functional relations between h and $\Omega$ can therefore be better preserved. In AL's approach, the equation for the fluid depth (Eq. 3.1) is center differenced in a straightforward manner while (3.2) and (3.3) are center differenced, in a more sophisticated way, to achieve the goal of vorticity transport by the Arakawa Jacobian for nondivergent flow. Therefore, the transport scheme for h and $\Omega$ in AL's approach will be, in general, different. As a consequence, initial functional relationship between these two variables will be lost during the course of time integration. It is our view that the lost of the functional relation will have some negative impacts on the predictability of the flow.

To achieve the goal of transporting $h$ and $\Omega$ in exactly the same manner, a basic requirement is that they be defined at the same point. Since our prognostic variables are h and ( $u, v$ ), instead of $h$ and ( $\Omega, \eta$ ), the D-grid arrangement (see Fig. 1) is the best choice. It is known that any grid, other than the C grid or the Z grid (Randall 1994), generates two-grid-interval gravity wave noises. We avoided this problem by computing the time-centered advective winds ( $u^{*}, v^{*}$ ) directly on the C grid. We shall consider $\left(\mathrm{u}^{*}, \mathrm{v}^{*}\right)$ as given and defer the discussion on how they are computed after the discretization of the governing equations on the D grid are presented.

It is observed that if the first term on the right hand side (r.h.s.) of 3.2 and 3.3, at the numerical level, is interpreted as the time-averaged latitudinal and longitudinal flux of the absolute vorticity, respectively, a consistently discretized absolute vorticity equation can be formed by taking curl, numerically, of these two discretized component equations. Directly from Eq. (2.9), the discretized transport equation for h and $\Omega$ are simply as follows.

$$
\begin{align*}
& \mathrm{h}^{\mathrm{n}+1}=\mathrm{h}^{\mathrm{n}}+F\left(\mathrm{u}^{*}, \Delta \mathrm{t} ; \mathrm{h}^{\theta}\right)+G\left(\mathrm{v}^{*}, \Delta \mathrm{t} ; \mathrm{h}^{\lambda}\right)  \tag{3.5}\\
& \Omega^{\mathrm{n}+1}=\Omega^{\mathrm{n}}+F\left(\mathrm{u}^{*}, \Delta \mathrm{t} ; \Omega^{\theta}\right)+G\left(\mathrm{v}^{*}, \Delta \mathrm{t} ; \Omega^{\lambda}\right) \tag{3.6}
\end{align*}
$$

where

$$
()^{\theta}=()^{\mathrm{n}}+\frac{l}{2} g\left[{\overline{\mathrm{v}^{*}}}^{\theta}, \Delta \mathrm{t} ;()^{\mathrm{n}}\right], \text { and }()^{\lambda}=()^{\mathrm{n}}+\frac{l}{2} f\left[\overline{\mathrm{u}^{*}}, \Delta \mathrm{t} ;()^{\mathrm{n}}\right]
$$

It is stressed here that we will not actually update $\Omega^{n}$ to $\Omega^{n+1}$. Instead, only the absolute vorticity fluxes will be used for the discretization of the r.h.s of Eq. 3.2 and 3.3. To complete the discretization of (3.2) and (3.3), the pressure gradient terms are discretized with the explicit "forward-backward scheme" (Mesinger and Arakawa 1976), which is stable and second order accurate if it is combined with a forward-in-time advection scheme such as the one used here. The final form of the momentum equations are

$$
\begin{align*}
& \mathrm{u}^{\mathrm{n}+1}=\mathrm{u}^{\mathrm{n}}+\Delta \mathrm{t}\left\{Y\left(\mathrm{v}^{*}, \Delta \mathrm{t} ; \Omega^{\lambda}\right)-\frac{1}{\mathrm{~A} \Delta \lambda \cos \theta} \delta_{\lambda}\left[\kappa^{*}+{\left.\left.\overline{{\overline{\Phi^{\mathrm{n}+1}}}}{ }^{\theta}\right]\right\}}^{\mathrm{v}^{\mathrm{n}+1}=\mathrm{v}^{\mathrm{n}}-\Delta \mathrm{t}\left\{X\left(\mathrm{u}^{*}, \Delta \mathrm{t} ; \Omega^{\theta}\right)+\frac{1}{\mathrm{~A} \Delta \theta} \delta_{\theta}\left[\kappa^{*}+{\overline{\bar{\Phi}^{\mathrm{n}+1}}}^{\theta}\right]\right\},}\right.\right. \tag{3.7}
\end{align*}
$$

where $\kappa$, the upstream-biased "kinetic energy" defined at the four corners of the cell (the hollow circles in Fig. 1), is formulated as

$$
\begin{equation*}
\kappa^{*}=\frac{1}{2}\left\{X\left({\overline{\mathrm{u}^{*}}}^{\theta}, \Delta \mathrm{t} ; \mathrm{u}^{\mathrm{n}}\right)+Y\left(\overline{\mathrm{v}^{*}}, \Delta \mathrm{t} ; \mathrm{v}^{\mathrm{n}}\right)\right\} \tag{3.9}
\end{equation*}
$$

The above form of $\kappa$ minimizes the inconsistency in the momentum equation and thus avoided the "Hollingsworth-Kållberg instability". It is noted that (3.6) can be recovered by taking "curl" of the two components, (3.7) and (3.8), of the vector momentum equation. The time-centered winds $\mathbf{V}^{*}=\left(u^{*}, v^{*}\right)$ on the $\mathbf{C}$ grid are computed by advancing the advective winds at time level $n$ on the $C$ grid (obtained by spatial averaging) for a half time step. For clarity, we describe next the complete cycle of the time marching.

Assuming the time integration starts from time-level $n$, before updating the prognostic variables on the $D$ grid for a full time step to time-level $n+1$, the time-centered advective winds (u, $\mathrm{u}^{*}$ ) on the C grid are computed (cf., 3.7 and 3.8 ) as follows.

$$
\begin{align*}
& \mathrm{h}^{*}=\mathrm{h}^{\mathrm{n}}+F\left(\mathrm{u}_{\mathrm{c}}^{\mathrm{n}}, \frac{\Delta \mathrm{t}}{2} ; \mathrm{h}^{\theta / 2}\right)+G\left(\mathrm{v}_{\mathrm{c}}^{\mathrm{n}}, \frac{\Delta \mathrm{t}}{2} ; \mathrm{h}^{\lambda / 2}\right)  \tag{3.10}\\
& \mathrm{u}^{*}=\mathrm{u}_{\mathrm{c}}^{\mathrm{n}}+\frac{\Delta \mathrm{t}}{2}\left\{Y\left(\mathrm{v}^{\mathrm{n}}, \frac{\Delta \mathrm{t}}{2} ; \Omega_{\mathrm{c}}^{\lambda / 2}\right)-\frac{1}{\mathrm{~A} \Delta \lambda \cos \theta} \delta_{\lambda}\left[\kappa^{* *}+\Phi^{*}\right]\right\},  \tag{3.11}\\
& \mathrm{v}^{*}=\mathrm{v}_{\mathrm{c}}^{\mathrm{n}}-\frac{\Delta \mathrm{t}}{2}\left\{X\left(\mathrm{u}^{\mathrm{n}}, \frac{\Delta \mathrm{t}}{2} ; \Omega_{\mathrm{c}}^{\theta / 2}\right)+\frac{1}{\mathrm{~A} \Delta \theta} \delta_{\theta}\left[\kappa^{* *}+\Phi^{*}\right]\right\}, \tag{3.12}
\end{align*}
$$

where

$$
\begin{aligned}
& h^{\lambda / 2}=h^{n}+\frac{1}{2} f\left(u_{a}^{n}, \frac{\Delta t}{2} ; h^{n}\right), \quad h^{\theta / 2}=h^{n}+\frac{1}{2} g\left(v_{a}^{n}, \frac{\Delta t}{2} ; h^{n}\right), \\
& \Omega_{\mathrm{c}}^{\lambda / 2}=\Omega_{\mathrm{c}}^{\mathrm{n}}+\frac{1}{2} f\left(\mathrm{u}_{\mathrm{b}}^{\mathrm{n}}, \frac{\Delta \mathrm{t}}{2} ; \Omega_{\mathrm{c}}^{\mathrm{n}}\right), \Omega_{\mathrm{c}}^{\theta / 2}=\Omega_{\mathrm{c}}^{\mathrm{n}}+\frac{1}{2} g\left(\mathrm{v}_{\mathrm{b}}^{\mathrm{n}}, \frac{\Delta \mathrm{t}}{2} ; \Omega_{\mathrm{c}}^{\mathrm{n}}\right), \\
& u_{b}^{n}={\overline{u^{n}}}^{\lambda}, \quad v_{b}^{n}={\overline{v^{n}}}^{\theta}, \\
& u_{c}^{n}={\overline{u_{b}^{n}}}^{\theta}, \quad v_{c}^{n}={\overline{v_{b}^{n}}}^{n}, \\
& u_{a}^{n}={\overline{u_{c}^{n}}}^{\lambda}, \quad v_{a}^{n}={\overline{v_{c}^{n}}}^{\theta}, \\
& \Omega_{\mathrm{c}}^{\mathrm{n}}=2 \omega \sin \theta+\nabla \times \mathbf{V}_{\mathrm{c}}^{\mathrm{n}},
\end{aligned}
$$

and $\kappa^{* *}$, the upwind-biased kinetic energy defined at the mass point, is computed as

$$
\begin{equation*}
\kappa^{* *}=\frac{1}{2}\left[X\left(\mathrm{u}_{\mathrm{a}}^{\mathrm{n}}, \frac{\Delta \mathrm{t}}{2} ; \mathrm{u}_{\mathrm{c}}^{\mathrm{n}}\right)+Y\left(\mathrm{v}_{\mathrm{a}}^{\mathrm{n}}, \frac{\Delta \mathrm{t}}{2} ; \mathrm{v}_{\mathrm{c}}^{\mathrm{n}}\right)\right] \tag{3.13}
\end{equation*}
$$

After $\left(u^{*}, v^{*}\right)$ are obtained, prognostic variables $h^{n}$ and $\left(u^{n}, v^{n}\right)$ are updated using Eq. 3.5,

## 3.7, and 3.8.

It is noted that the "divergence" of the advective winds $\left(u^{*}, v^{*}\right)$ and the "curl" of the prognostic winds $\left(u^{n}, v^{n}\right)$, the relative vorticity, as well as the "mass" are defined at the same point. Therefore, as far as linear behavior of the system is concerned, this two-grid (C and D) system is essentially the same as Randall's Z grid. Due to the use of the two-step procedure, there is no need to invert the vorticity and divergence, which is a great computational advantage.

The algorithm described above can be easily applied to a regional model if appropriate boundary conditions are supplied. There is formally no time step restriction associated with the advective processes. There is, however, a stability condition imposed by the gravitywave processes, which are treated explicitly. For our intended application on the whole sphere, a polar filter is therefore recommended for computational efficiency. The purpose of the polar filter is to stabilize the short-in-length (and high-in-frequency) gravity waves that are being unnecessarily and unidirectionally resolved at very high latitudes in the zonal
direction. Numerical examples of the above algorithm can be found in Lin and Rood (1997).


Fig. 1. Schematics of the two-grid system: the combined "CD grid". The time-centered advective winds $\left(\mathrm{u}^{*}, \mathrm{v}^{*}\right)$ (the hollow arrows) are staggered as in the C grid whereas the prognostic winds ( $\mathrm{u}^{\mathrm{n}}, \mathrm{v}^{\mathrm{n}}$ ) (the solid arrows) are staggered as in the D grid. The cell-averaged relative vorticity is computed by the Stokes theorem.

## 4. Concluding Remarks

The Flux-Form semi-Lagrangian methodology for the shallow water equations can be easily extended to the hydrostatic primitive equations using a traditional hybrid sigma-P vertical coordinate (Lin 1997). We have recently developed a "Lagrangian ControlVolume" vertical coordinate for the 3D hydrostatic system, which is the basis of a dynamical core for the proposed next generation Goddard Earth Observing System General Circulation Model (GEOS-GCM).
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## 1 Introduction

Numerical methods used for the transport, of trace constituents are an important component of general circulation and chemical transport methods. But, in spite of the simplicity of the equations expressing this tiansport, solving the equations pose a formidable task, because we insist that the mumerical solutions be accurate, and also satisfy a number of constraints Rasch and Williamson [1990a]. Some of the more important these constraints, in addition to accuracy are:

1. The solutions should be cost effective, that is, memory and computational costs should be sufficiently small that practical problems may be solved;
2. The solutions should be local, that is, the solution at any point should not be strongly influenced by what, is going on far away from that point;
3. The solutions should be transportive, that is information should tend to propagate primarily downwind;
4. The solutions should be monotonic, that is, in the absence of divergence, the numerical method should not introduce new extrema in the solution, since the continuous form of the equations would not. It is this property that maintains the positive nature of the species mixing ratios or densities in a tracer simulation.
5. The solutions should be conservative, that is, some of the integral constraints expressed in the contimuous equations should have an analogue in the discrete system. In the context of tracer transport problems we usually require that the mass within a volume be conserved, or that the change in mass within one volume have a corresponding compensating change in other volumes.

The solutions of transport equations in a spherical geometry pose other particular problems. The singularities at the pole and associated convergence of the longitudinal coordinate create what has become known as the 'pole problem'. We will not discuss most aspects of the pole problem, but, one manifestation of it is that solutions on (approximately) regular latitude by longitude grids suffer by having very small cells in the vicinity of the pole. Many numerical methods require that the information be restricted to propagate some fraction of a cell distance in one time step, the so-call 'Courant-Friedrichs-Lewy', or CFL condition. This CFL restriction is often expressed in terms of a CFL number $C=u \Delta t / \Delta x<$ constant $O(1)$, where $u$ is the velocity, $\Delta t$ the time step and $\Delta x$ the cell width. When this time step restriction is exceeded. the solutions become unstable, and rapidly useless. Therefore, for methods suffering from CFL conditions, very small time steps are required with (approximately) regular spherical grids. One of the first techniques to overcome this restriction in meteorology was the 'semi-Lagrangian' technique of Robert [1982]. This technique has much more robust stability properties, and it, is often cited as having no limit on the length of the time step. In fact the technique also has a stability restriction, expressible as a restriction on the Lipschitz number $\left(\left\|\frac{\partial u}{\partial x} \Delta t\right\| \leq 1\right.$.

In practice this is equivalent to requiring that trajectories of parcels solved for within the semi-lagrangian method not be allowed to cross in one time step. In constant flow of course trajectories cannot cross, and thus for this special case there is no time step limitation other than that imposed by a need for reasonable accuracy. In the early 1990s, Rasch and Williamson [1990b] and Williamson and Rasch [1989] introduced a class of shape preserving semi-Lagrangian transport (SLT) methods that added the monotonicity property in the above list of desirable properties to this mumerical method.

Monotonic versions of semi-Lagrangian transport (SLT) have proved to be a useful numerical framework for treating the advection process in GCMs and CTMs over the last decade. They are used in many applications around the world, due to their robust stability properties, lack of over- and undershoot, and local nature. Nevertheless, SLT schemes are not perfect. SLT methods are not inherently conservative (constraint 5 above), becanse they effectively sample different points in a fluid (with different parcel properties), and from the use of an advective form, rather than a flux form of the evolution equations. These methods also can have problems in the vicinity of the upper and lower boundarys in atmospheric models, because they require the velocity fields (and associated trajectory calculation) to be very consistent with the tracer field as the boundary is approached. The boundary condition formulation, and the lack of a strict conservation constraint sometimes interact with each other to form particularly troubling problems. The manifestation of these problems is discussed in some detail in Feichter ( 1998 , this volume). To partially alleviate the conservation problems Williamson and Rasch [1989], and Rasch et al. [1995] have proposed ad-hoc conservation corrections to the solution that improve the solutions behavior, but they are not completely successful.

Finally, we have repeatedly encountered problems in the representation of transport at low resolution in the vicinity of the tropopause, where the atmosphere makes a transition from a relatively well mixed turbulent fluid to a stably stratified one. One important example of this problem occurs for the transport of trace species with a similar distribution to ozone, and this constitutes our test problem below.

Recently, another class of numerical methods have appeared that also have very robust stability properties. These are discussed in Leveque [1993], Lin and Rood [1996], Leonard et al. [1996a] from three very different (and each very useful) perspectives for one dimensional advection problems. Extensions to these one-dimensional methods have also been proposed that make them useful for multi-dimensional problems. These techniques also have a stability restriction very similar to that of the SLT method. But they have the advantage of being strictly conservative. This gain is not without penalty however. For large Courant mumbers the schemes are no longer strictly monotonic. In practice the amount of overshoot or undershoot they introduce is very small and it is hoped to be tolerable. They are also somewhat more expensive (at least in our implementation) than SLT methods.

In this note we compare the solutions found by the two numerical methods for a prototypical problem that has been found to be particularly difficult for SLT methods, the simulation of an Ozone-like tracer with extremely steep gradients at the tropopause. This test problem was developed during the evaluation of our chemical transport model MATCH (Model for Atmospheric Transport and CHemistry) (Rasch et al 1997) with a photochemical module developed as a rather simple representation of ozone chemistry in the pristine troposphere [Lawrence, 1996]. It has since also manifested itself during the development of a more comprehensive CTM called MOZART that consists of MATCH with additional complex photochemistry, deposition and emission modules [Brasseur et al., 1996].

In section 2 we describe our form of the class of flux form methods mentioned above. In section 3 we describe the test problem, and in section 4 we show the results of simulations with the SLT scheme and our new method. Section 5 summarizes our conclusions about the new methods.

## 2 New fluxform method

We have developed a numerical method combining ideas gleaned from the formalisms of Leonard et al. [1995b], Lin and Rood [1996], Leonard et al. [1996b], Purnell [1976], Collela and Woodward, 1984; Hyman et. al. 1992; Leonard et, al. [1995a], and others to construct a multi-dimensional flux form (conservative) scheme that is shape preserving. We will only describe the methodology schematically in this paper. More
detail will be provided in an upconing paper.
The scheme works in the context, of a tracer density $\bar{\rho}=\rho m$, where $\rho$ is an air density, and $m$ a tracer mixing ratio. The conservation equation for the tracer density is

$$
\frac{\partial \tilde{\rho}}{\partial t}=-\nabla \cdot \tilde{\rho} V
$$

The multi-dimensional scheme is constructed by a sequence of one-dimensional updates. We first outline the one-dimensional scheme, and then describe its multi-dimensional extension.

### 2.1 The one-dimensional scheme

The one-dimensional updates solve the conservation equation

$$
\begin{equation*}
\frac{\partial \tilde{\rho}}{\partial t}=-\frac{\partial \tilde{\rho} u}{\partial a} \tag{1}
\end{equation*}
$$

where $a$ is the $x, y$ or $z$ coordinate.
The solution to equation (1) is inspired by Leonard et al. [1995a]. First an 'integral' or 'primitive' function $\Psi$ is constructerl

$$
\begin{equation*}
\Psi(a)=\int_{0}^{a} \tilde{\rho}\left(a^{\prime}\right) d a^{\prime} \tag{2}
\end{equation*}
$$

The integral is calculated by assuming that $\tilde{\rho}_{i}$ represents the mean value within a cell, so the exact discrete integral at the cell walls $a_{i+1 / 2}$ is:

$$
\begin{equation*}
\Psi\left(\rho, a_{i+1 / 2}\right)=\Psi\left(\rho, a_{i-1 / 2}\right)+\bar{\rho}_{i} \Delta a_{i} \tag{3}
\end{equation*}
$$

where $\Psi_{\left(n_{1 / 2}\right)}=0$. Then the departure point for a particle arriving at each cell wall is clefined as

$$
\begin{equation*}
a_{i+1 / 2}^{d p}=a_{i+1 / 2}-v_{i+1 / 2} \Delta t \tag{4}
\end{equation*}
$$

The flux of mass through a cell wall is then just

$$
\begin{equation*}
F(\rho)_{i+1 / 2}=\Psi\left(a_{(i+1 / 2)}^{d p}\right)-\Psi\left(a_{(i+1 / 2)}\right) \tag{5}
\end{equation*}
$$

and the discrete solution to (2) is

$$
\begin{equation*}
\dot{\rho}^{\pi}=\tilde{\rho}^{\circ}-\left(F(\rho)_{i+1 / 2}-F(\rho)_{i-1 / 2}\right) / \Delta a_{i} \tag{6}
\end{equation*}
$$

Since the $a^{d p}$,s are not located at a gridpoint, an interpolation is required. We use a quasi-monotone uniformly 4 th order accurate cubic interpolant, that in principle provides no loss of accuracy at extrema (Huynh, 1991) of the integral function $\Psi$. This results in a $\mathcal{C}^{1}$ continuous representation for $\Psi$ whose clerivative provides a 3 rd order accurate representation to $\tilde{\rho}$. Because the integral values $\Psi_{i+1 / 2}$ are monotonic, no special treatment, near extrema is required (there are no extrema). This formalism results in a 1-D conservative robust, positive definite solution valid for a non-uniform grid.

Althongh the interpolant for $\Psi$ is monotonic, the solutions using this interpolant, are merely positive definite. The addition of Leonard's 'universal limiter' makes the 1-D scheme strictly monotonic.


Figure 1: Solutions to the solid body rotation over the pole test. The solution has been integrated for 256 time steps.

### 2.2 Extensions to multi-dimensions

Again we have borrowed unabashedly from previous work, in this case the previous studies of Easter(1993), Lin and Rood (1996), Leonard et al. [1996a] and Li and Chang (1996). The horizontal transport is obtained by toggling eastwest and north south updates every other time step. We will refer to the 2 coordinates as coordinate $a$ or $b$ to keep them generic. The horizontal transport proceeds in three steps.
Step 1: We calculate the fluxes in direction $a$ using (5). We also calculate an advective update to the density that represents the solution to the advection equation

$$
\frac{\partial \tilde{\rho}}{\partial t}=-u \frac{\partial \tilde{\rho}}{\partial a} .
$$

Note that in this case we are neglecting the divergence term in the evolution equation. We call the solution to this equation the provisional advective update, and solve this equation using the discretization

$$
\bar{\rho}^{\times}=\tilde{\rho}^{\circ}-\left(F(\rho)_{i+1 / 2}-F(\rho)_{i-1 / 2}\right) / \Delta a_{i}+\Delta \operatorname{t\rho }^{a}\left(u_{i+1 / 2}-u_{i-1 / 2}\right) / d a
$$

Step 2: We then calculate the fluxes in the other direction $b$, this time using the provisional advective densities $\rho^{\star}$. We call these fluxes $G\left(\rho^{\star}\right)$.

Step 3: Finally we update the horizontal solution with

$$
\tilde{\rho}_{i, j}^{r t} \Delta a_{i} \Delta b_{j}=\tilde{\rho}_{i, j}^{o} \Delta a_{i} \Delta b_{j}-\left(F\left(\rho^{\circ}\right)_{i+1 / 2}-F\left(\rho^{o}\right)_{i-1 / 2}\right)-\left(G\left(\rho^{\star}\right)_{j+1 / 2}-F\left(\rho^{\star}\right)_{j-1 / 2}\right)
$$

where $i$ and $j$ are indices in direction $a$ and $b$ respectively. As noted in other studies, because of the operator splitting and the large time step solution the result is shape preserving, but not strictly monotonic. In
practice all of the problems occur near the pole, and some special treatment is inevitably required. Lin has used a polar cap. Li and Chang have used extended grid zones near the pole. Here, we have used a simple one dimensional running mean filter in the zonal direction, and this seems sufficient to provide a monotonic solution. An example of the quality of the solution can be seen in the simple solid body rotation test of a cone over the pole and along the equator (figure 1). The test is performed on a standard spectral ganssian grid. Each test, returns the cone to its starting point in 256 time steps. For the rotation over the pole, the Lipschitz number is $\approx 0.9997$ for the $128 x 64$ grid. The deformation number is very close to that point where the solution will become unstable. The accuracy of the solutions seen here is quite similar to that shown for Lin and Rood's and Li and Changs solution. The rotation along the equator is performed very accurately. The tests of rotation over the pole is somewhat less accurate but still quite good.

## 3 The test problem

Because we have noted difficulties with SLT at the tropopause we have attempted to construct a test problem that reveals problems rapidly, and simply. Briefly, the test problem begins with the specification of initial conditions for a tracer that looks something like ozone. The tracer is small near the surface, and increases slowly to the vicinity of the tropopause. There, it jumps by a factor of 30 over 5 km , then continues to increase linearly to above 40 km . The initial conditions for the tracer are shown in figure 2 . It is uniform in latitude and longitude. This test was performed in a chemical transport model (CTM) called the Model for Atmospheric transport and Chemistry (MATCH, [Rasch et al., 1997]). The test was performed using meteorological clata from the NCAR CCM [Kiehl et al., 1997]. In order to isolate sensitivities to vertical resolution we have replaced the standard vertical SLT transport with the new vertical advection algorithm, and left the horizontal advection alone. The tracer is advected for 10 days in MATCH in a variety of configurations. First, the tracer is advected at the (low) nominal resolution of our CTM (in our case 18 levels spaced approximately 4 km apart, near the tropopause, with a top about 35 km ). This is the nominal vertical resolution used for the CCM3. It is not ideal for a reasonable representation of cross-tropopause transport. Then the tracer integrations are repeated at a sequence of higher resolutions. Each time the wind field is interpolated to the higher resolution in the vicinity of the tropopause by inserting a set of levels in between the original nominal resolution levels and linearly interpolating thenn. In this way the tracer field is allowed to evolve at higher resolutions, in a wind field which is essentially unchanged. The sequence of higher resolutions gradually reduces the spatial discretization error to smaller and smaller amplitudes. and the 'true' (i.e. convergent solution) becomes evident. The highest vertical resolution is near that used at NCAR in problems involving interactions between the stratosphere and troposphere (Boville, 1995. Rasch et al., 1995, e.g.].

## 4 Results

In figures (3) and (4) we show the solution to the test problem at day 10 for two numerical methods for a sequence of three increases to the numerical resolution, from approximately 5 km , to 2.5 km , to 1.25 km , using respectively 18,24 and 46 levels. The tick marks on the left side of figure (2) show the distribution of layers for the standard 18 level model used in configurations of CCM2, and CCM3 designed for tropospheric problems. The numerical method used in the left columns of figures (3) and (4) use the standard semiLagrangian numerical method we have developed and used for years in MATCH and CCM. The right column of those figires uses the new numerical method that is described above.


Figure 2: The initial conditions for the pseudo-ozone tests. Tic marks on left show the level structure for the 18 level model. Tics on right show the level structure for the 46 layer model.

Figure 3 shows the solution at about 100 hPa , just below the tropopanse in the tropics, and above it in extratropical and polar regions. The top row of the figure shows that the solutions for the two numerical methods look very different at low resolution. As the resolution is increased to 25 layers (middle row), the simulations begin to converge, and by 46 layers, they are virtually identical. It is reassuring to see that both methods do converge to the (presumably) correct solution by a 1.25 km layer spacing, although it is distressing that, the semi-Lagrangian solution is clearly converging much more slowly. The new vertical advection scheme looks virtually the same at all three vertical resolutions, suggesting that it has converged to the correct solution much more rapidly than the SLT scheme.

The picture is somewhat clifferent 5 km higher, at about 65 hPa , above the tropopanse in our models, and right, at the discontinuity in the initial conditions (figure 4). Neither numerical method has converged at, the 5 km or 2.5 km resolution. Interestingly, the SLT scheme seems to be converging to the correct solution slightly more rapidly. The downward transport in the extratropical vortices is present at 25 levels in the SLT scheme and much weaker in the new scheme. When one reaches 1.25 km resolution one does see evidence that the two mumerical methods are converging towards the same solution, but even then, significant, differences are evident. To be the same, one would probably want to go to approximately 0.5 km resolution in the vertical in order to feel comfortable that, these solutions were not strongly affected by the numerics.

## O3, day 10, eta=.099, IC = 80ppb



Figure 3: The mixing ratio of pseudo-ozone after 10 days at approximately 100 hPa . Left column shows the traditional semi-lagrangian transport. Right column shows the new flux form transport scheme. Upper panels show the solutions using an 18 level model. Middle panel show the solutions using 25 levels, and lower panels show the solution using 46 levels.

O3, day 10, eta=.064, IC = 100ppb


Figure 4: As in figure 3, except at approximately 65 Hpa .

## 5 Summary

We have introduced a new conservative advection algorithm, and compared ts behavior to the popular semilagrangian transport (SLT) algorithm. For the test problem with an analytic solution, the new advection algorithm is perhaps a factor of 2 to 3 times more accurate. For the more realistic problem of a tracer similar to ozone the results are mixed. There are sitnations where the new advection algorithm is clearly superior, and situations where the new advection algorithm seems somewhat inferior. These two tests reveal clifferences in the advection algorithms when nsed in a 'horizontal transport only' comparison and a -vertical transport only" comparison. We have also examined the model belavior for a much broader class of practical problems where both the horizontal and vertical transport is replaced, but all other processes are held identical within the model. These comparisons will be made elsewhere, but, we can say that the chief advantages of the new scheme tend to be:

- It is strictly conservative, and it is possible connect the fluxes across regions to mass changes within the domain. This eases significantly improves ones ability to interpret the model results.
- Unlike the SLT method, it is natural to specify the numerical solution in terms of a no flux boundary condition and the solutions using new and SLT schemes can look quite different in the vicinity of the boundaries.

It is also worth noting however that in situations within the free atmosphere where the solutions differ, the only method that provides confidence in the result is to increase the resolution. And we also note here that the solutions tend to look the most different when there are no other processes (ie sources or sinks) entering the problem. When other processes are important the simulations become nearly indistinguishable.
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# Design of a semi-implicit cell-integrated <br> semi-Lagrangian model 

by<br>Bennert Machenhauer and Markus Olk<br>Max Planck Institute for Meteorology, Hamburg, Germany


#### Abstract

In a cell-integrated semi-Lagrangian (CISL) transport scheme considered here trajectories are constructed backward in time from the corner points of a grid cell, thereby defining the extent of the cell at a previous time. The predictive variables being advected are considered to be averaged values over the cell rather than point values. The determination of the averaged values over the irregular cells at the previous time level is called a remapping. By choosing integral invariants (e.g. mass, angular momentum, total energy) as the predicted variables and an explicit time scheme the application of the CISL scheme gives a model which conserves exactly these invariants in a locally consistent way.


A full set of baroclinic model equations, based on the primitive ones, for such a model was set up in Machenhauer (1994). This system would conserve exactly mass, total energy, angular momentum, entrophy, humidity and last but not least important any passive tracer (e.g. chemical constituents) included in the model. In a subsequent paper Machenhauer and Olk (1996) investigated the numerical stability of simple one-dimensional shallow water model versions for which they also designed and tested two versions with semi-implicit time extrapolation. The two versions conserved exactly mass and momentum or mass and total energy, respectively.

Computational expensive remapping procedures have so fat been a limiting factor for the use of CISL schemes. In the paper Machenhauer and Olk (1997) a new efficient 2D remapping procedure was designed and also formulations on the sphere were presented for a set of shallow water equations.

In Machenhauer (1994) a procedure for a consistent semi-Lagrangian time extrapolation of the hydrostatic continuity equation was proposed. It was building on a tracking backward the 3D cells which were assumed to move with vertical walls. It resulted in an implicit system of coupled linear equations in surface pressure, one equation for each horizontal grid point, which would be computational expensive to solve. A much less expensive time extrapolation has been designed. The new one is building on tracking backward only the horizontal grid cells, still assumed to move with vertical walls, and extrapolating forward in time the vertical grid intervals of pressure. Application of the hydrostatic equation then determine the vertical pressure interval of the grid cells at the new time level. The time extrapolation of the continuity equation is the basis for the extrapolation of all the prognostic variables.
So far the horizontal transport on the sphere of a passive scalar has been coded in the framework of the ECMWF IFS code and is being tested using monotonous parabolic distributions within each cell. Plans for the future are presented.

## 1 Introduction

The accuracy of atmospheric numerical models has steadily improved with enhanced resolution and improvements in physical parameterization schemes. This increase of accuracy, which has taken place for the relatively high resolution weather prediction models as well as for the lower resolution climate models, has been made possible due to the steadily growing computer power but also due to the introduction of more efficient numerical techniques. One such numerical technique was the semi-implicit time stepping scheme, which was introduced by André Robert (Robert, 1969, Kwizak and Robert, 1971) and is used now in most atmospheric models to eliminate the Courant-Friedrichs-Levy (CFL) time step restriction due to gravity waves. In semiimplicit models typically a six time larger time step than in the former explicit models can be used without loss of accuracy. The time step in the usual Eulerian semi-implicit models is limited only by the advective CFL restriction. Another important new technique, also introduced in meteorological applications by Robert (1981, 1982), is a semi-Lagrangian treatment of advection offering a potential further increased efficiency by elimination of the advective CFL time-step restriction. In principle, the time step in a combined semi-implicit semi-Lagrangian model can be chosen based on accuracy considerations. As developers of physical parameterizations are uncomfortable applying their schemes over time steps exceeding one hour (Williamson and Olson, 1994), this may put an upper bound to the time steps which can be used in practice. Significant computational savings can however be obtained in many applications, even within this limit.

The semi-Lagrangian advection offers additional advantages beyond the longer time-step. It gives minimal phase error, minimizes computational dispersion, can handle sharp discontinuities and furthermore desirable properties such as monotonicity or, more generally, shape preservation may be incorporated.

A disadvantage is that the smallest scales resolved may be damped more by semi-Lagrangian methods than by some Eulerian methods. However, this seems not to be a serious issue as it can be counteracted by a reduction or elimination of horizontal diffusion. A more serious disadvantage of semi-Lagrangian schemes today is that they do not formally conserve integral invariants as total mass or total energy. This may not be a problem in weather forecasting applications. For long simulations in climate applications, however, lack of conservation might have serious consequences. The total mass, in particular, has been found to drift significantly if no corrections are applied during longer integrations. Moorthi et al. (1994) report that the global mean surface pressure increased monotonously over a seventeen-month integration period. The rate of increase varied and at the end of this seventeen-month period it had increased 34 hPa from its initial value. In another case, reported by Machenhauer (1994), a three-month test integration with an early version of the ECMWF operational semi-implicit semi-Lagrangian model resulted in a systematic loss of mass corresponding to 4.5 hPa . Obviously in these cases errors in the prediction equation for surface pressure are accumulating. The mechanisms leading to these errors are not known and we can detect only the error in the global mean surface pressure field. Therefore, we know nothing about the three dimensional structure of the errors in the mass field. It seems likely, however, that the accumulating large errors in the mean surface pressure are accompanied by pressure errors locally which are even larger and which may be systematically correlated with the pressure pattern. If such a correlation exists the internal dynamics of
the model may be affected significantly. We do not know if this is the case, but it seems possible, and if it is the case the non-conservation is a symptom of some, perhaps more serious systematic errors.

Conservation of total mass may be obtained by a "mass-fixer" which after each time step restores the mean surface pressure to its initial value. Such a mass-fixer was tested by Moorthi et al. (1994) who repeated the above mentioned seventeen-month integration restoring after each time step the mean surface pressure by multiplying everywhere the preliminary calculated surface pressure by a constant factor equal to the ratio between the initial mean value and the preliminary mean value. This mass-fixer is similar to that used by (Williamson and Olson, 1994), except that they allow for variations in the total mass due to variations of water vapour. By this form of the mass-fixer the horizontal pressure gradient is not affected by a restoration and the effect on the internal dynamics is therefore minimized. When comparing seasonally averaged fields from the above mentioned seventeen-month integrations with and without mass restoration Moorthi et al. (1994) found no significant differences. Thus, with this type of mass-fixer the restoration does not seem to affect significantly the simulated climate. This result is not so surprising as the fixer as mentioned above was designed to have minimal effect on the dynamics. However, the restoration each time step with the same factor everywhere is of course completely arbitrary and most likely the geographical distribution of the corrections is wrong.

Recently Gravel and Staniforth (1993) have presented an alternative mass-fix procedure where the restoration of the mean pressure is made only in some specially selected points. They argue that the interpolation is likely to introduce the errors that cause the lack of conservation in areas of strong gradients and that the points where they make the corrections are exactly such points. A great deal of arbitrariness is, however, still present in their procedure with regard firstly to the magnitude of correction in each point (kind of equipartition among the points chosen) and secondly by choosing not to do any mass restoring corrections in those points in which the preliminary correction to fulfil monotonicity goes in the "wrong" direction.

## 2 The cell- integrated semi-Lagrangian scheme

In the present report we will advocate for a different approach towards incorporating conservation principles within the semi-Lagrangian framework. Namely to use special forms of the meteorological equations and special numerical schemes designed to conserve integral invariants exactly. Such a system based upon the full set of primitive equations was set up in Machenhauer (1994). Each of the prognostic equations in the system was written on the form

$$
\begin{equation*}
\frac{d}{d t}(X \delta M)=F_{X}+\delta M S_{X} \tag{1}
\end{equation*}
$$

where $\delta \mathrm{M}$ is the mass of an infinitesimal particle moving with the flow, X is unity or the mean value over the particle of a conservative variable, $F_{X}$ is a flux and/or pressure terms working at the surface of the parcel and $S_{X}$ is a source term working inside the parcel. When X is unity $(X \equiv 1)$, equation (1) is the continuity equation for which both right hand terms are zero. In the remaining equations of the system, X is specific total energy, specific angular momentum, specific entrophy, specific humidity or specific liquid water. In the discrete form of (1) grid point
values of X are assumed to be mean values over the surrounding grid cell. As the moving parcel in (1) we consider the air which at the end of a time step is ending up in a grid cell. It is tracked back in time using trajectories from the corner points of the grid cell. With a consistent evaluation of the flux terms $\mathrm{F}_{\mathrm{X}}$ in neighboring grid cells and a conservative remapping of X at the previous time level the integral invariants valid for (2.1) are maintained also for the discrete form of the system. A model based on equations of the form (2.1) and in the finite-difference form as indicated above will be called a cell-integrated semi-Lagrangian (CISL) model.

After the initial design of the CISL system considered here it was realized that a somewhat similar system had been developed for the Navier-Stokes equations by Hirt et al. (1974) and had been applied to hydrodynamical problems. More similar in all respects to the cell-integrated scheme proposed here are the 2D advection schemes introduced and tested by Rancic (1992) and Laprise and Plante (1995). Although we did not know their works when our scheme was initially developed, the cell-integrated model system we propose may be considered as an extension to the complete 3D system of the meteorological equations of the scheme developed by Rancic (1992) and the similar one developed independently by Laprise and Plante (1995).

## 3 Linear stability and semi-implicit time-stepping

In Machenhauer (1994) we speculated that perhaps due to the conservation properties of a CISL model it might be absolutely stable even with an explicit time-stepping scheme. In Machenhauer and Olk (1996), however, experiments with simple one-dimensional versions showed that even such a model becomes unstable when the time step exceeds the critical value determined by the CFL criterion for gravity waves. The most unstable short waves are found to grow in amplitude even though total mass and total momentum or total mass and total energy are conserved exactly. When the amplitude has become large the trajectories begin to cross in some points which at once causes a break down of the conservation properties and subsequently leads to an "explosion".

In order for a CISL model to be able to compete with traditional semi-Lagrangian models it is essential that either a split-explicit or a semi-implicit time-stepping scheme can be introduced in the cell-integrated system. We have tried to develop a split-explicit version of the cell-integrated model which conserves mass and momentum or mass and total energy. It turned out, however, that it was not possible to design such a model without relaxing the requirement of exact conservation of these quantities. This is because when splitting the system of equations in an advective and an adjustment part each of these subsystems does not conserve total momentum or total energy, respectively. Without abandonment of the exact conservation properties this leaves us with the semi-implicit scheme as the other known possibility of an efficient time-stepping. From the start it was not obvious how the CISL scheme could be combined with the semi-implicit time stepping as firstly the divergence has been eliminated and appears indirectly in the trajectory positions and secondly because some of the prognostic variables are nonlinear in the basic variables. For both one-dimensional energy conserving and momentum conserving versions, these difficulties were overcome in Machenhauer and Olk (1997) and semi-implicit models were established which maintain the conservation properties. In the onedimensional model only two quantities, mass and an additional one, can be conserved exactly. In three dimensions, beside the mass of various forms of water variables and passive trousers,
four quantities can be conserved and the obvious choice is mass, angular momentum, total energy and entrophy, as was done in Machenhauer et al. (1994). However, it seems not possible to chose total energy as one of the predictive variables when we want to use the semi-implicit scheme. This is due to the fact that we cannot linearize the expression for kinetic energy in two dimensions as we could in one dimension. We consequently have to choose an alternative third equation instead of (3). In the model we plan to set up we have intend to use the v-component of the momentum equation in vector form instead. The form of the momentum equation we will use is (the shallow water version for simplicity)

$$
\begin{equation*}
\frac{d}{d t}((U h \vec{i}+v h \vec{j}) \delta A)=-\delta A \nabla \frac{1}{2} g h^{2} \tag{2}
\end{equation*}
$$

in which the Coriolis term is included into the advective part. Here $U=u+2 \mathrm{a} \Omega \cos \varphi, \mathrm{u}, \vec{i}, \mathrm{v}$ and $\vec{j}$ are velocity components and unit vectors pointing towards the east and the north, respectively, and $h$ is the height of the shallow water. (2.2) has been derived from the vector form of the momentum equation proposed by Rochas (1990) and Temperton (1994). We will use only the $v$-component which is derived from the discrete version of (2) (taking into account, of course, the changes of the orientation of the local coordinate system as one moves along the trajectories (Ritchie, 1988)).

## 4 An efficient remapping scheme

Computational expensive remapping procedures have so fat been a limiting factor for the use of the CISL scheme. In the paper Machenhauer and Olk (1997) a new efficient 2D remapping procedure were designed and also formulations on the sphere were presented for a set of shallow water equations.

We shall briefly sketch this new remapping procedure. Consider as an example the shallow water continuity equation. The Lagrangian form is

$$
\begin{equation*}
\frac{d}{d t}(h \delta A)=0 \tag{3}
\end{equation*}
$$

Where $h$ is again the height of the fluid, which apart from a constant factor, the density, is equal to the mass in a column of unit cross section area. $\delta \mathrm{A}$ is the cross section area of a fluid column or a cell we follow and thus h $\delta \mathrm{A}$ is proportional to the mass of the cell.


Figure 1: Illustration of the backward tracking of a grid cell in the CISL scheme.
As illustrated in Figure 1 we use a three-time-level scheme with time step $\Delta t$ and determine the departure points at $t-\Delta t$ of trajectories which end up at the corner points of the grid cells. The trajectories are assumed to be great circles and are determined using the winds at time level t and the usual iterative procedure.
In the case of explicit time stepping we get the following discrete form of equation (3):

$$
\begin{equation*}
h_{i, j}^{+} \Delta A_{j}=\overline{h_{i, j}^{-}} \delta A_{i, j}^{-} \tag{4}
\end{equation*}
$$

The superscripts " + " and " - " denote the time levels $\mathrm{t}+\Delta \mathrm{t}$ and $\mathrm{t}-\Delta \mathrm{t}$, respectively. $\overline{h_{i, j}} \delta A_{i, j}$ denotes the integral of h at time level $\mathrm{t}-\Delta \mathrm{t}$ over the (i, j )-cell area, $\delta A_{i, j}^{-}$(see Fig. 2.1):

$$
\begin{equation*}
\overline{\overline{h_{h i, j}^{-}}} \delta A_{i, j}=a^{2} \iint_{\delta A_{i, 1}^{-}}{h^{-}}^{-} \cos \varphi \mathrm{d} \varphi \mathrm{~d} \lambda=a^{2} \iint_{\delta A_{i, j}^{-}}{h^{-}}^{-} \mathrm{d} \lambda \mathrm{~d} \mu \tag{5}
\end{equation*}
$$

$\lambda$ and $\varphi$ are longitude and latitude, respectively, and $\mu=\sin (\varphi)$. We use the $\lambda-\mu$ coordinate system for the evaluation of such integrals because of the simple cartesian-coordinate-like expression we obtain for the integrals and assume that the sides in the quadrangle of area $\delta A_{i, j}^{-}$are straight lines in this coordinate system.

At time level $t-\Delta \mathrm{t}$ we have given the area mean values $h_{i, j}$ in each of the "regular" grid cells (see Fig. 2.1). In order to evaluate the integral in (5) over grid cells in the irregular grid we may define analytical two-dimensional functions $\psi_{i, j}(\lambda, \mu)$ in each regular cell. Each function must have the correct mean value i.e. it must satisfy

$$
\begin{equation*}
\overline{h_{i, j}}=\frac{1}{\Delta A_{j}} \iint_{\Delta A_{j}} \psi_{i, j}(\lambda, \mu) \mathrm{d} \lambda \mathrm{~d} \mu \tag{6}
\end{equation*}
$$

The simplest possibility is to assume piecewise constants for $\psi_{i, j,}$, that is, $\psi_{i, j}(\lambda, \mu)=h_{i, j}$. This would imply discontinuities at the cell boundaries and rather severe damping during the integration, especially of small scales. To reduce the damping the assumption of a higher order polynomial than the piecewise constant one is necessary. Piecewise biparabolic functions were considered by Rancic (1992) to be a good compromise between the desired properties and the computational cost to determine them in each cell. The nine coefficients determining each such function were determined in such a way that (6) is satisfied and so that interpolated values at the cell corner points and side mid points were fitted exactly. The calculation of the coefficients for all the cells followed by the remapping, i.e. the determination of the integrals in (5), turns out to be very time consuming. In his comparison with a usual semi-Lagrangian cubic interpolation scheme Rancic (1992) found for pure advection that the cell integrated scheme with the biparabolic functions gave slightly better results, but needed 2.5 times more computer time. Obvious a more efficient method should be found if the CISL scheme should be competitive; as far as possible without scarifying the good performance with biparabolic representations. Such an alternative method were presented in Machenhauer and Olk (1996) and since then we have introduced an even simpler version which we shall describe briefly.


Figure 2: Illustration of the remapping procedure showing an irregular grid cell at $t-\Delta t$ which at $t+\Delta t$ ends up in a regular grid cell.

The departure cell is at first approximated by a figure with the same area but with sides parallel to the coordinate axis as indicated by hatched area in Figure 2. Then the accumulated mass from the Greenwich meridian $(\lambda=0)$ to each of the sides parallel to the meridians are computed assuming parabolic (one-dimensional) variations within each (regular) grid cell in each coordinate direction. The integrated mass (5) is then determined as the sum of the accumulated masses of the western sides minus the sum of the accumulated masses of the eastern sides. Each of the accumulated masses contributing to one area $\delta A_{i, j}^{*}$ is contributing to a neighbor area with the reversed sign.For each regular cell both one-dimensional parabolic functions has a mean value equal to the mean value (6) of the cell.

## 5 Extensions to three dimensions

We turn now to three dimensions. In Machenhauer (1994) a procedure for a consistent semiLagrangian time extrapolation of the hydrostatic continuity equation was proposed. It was building on a tracking backward the 3D cells which were assumed to move with vertical walls. It resulted in an implicit system of coupled linear equations in surface pressure, one equation for each horizontal grid cell, which would be computational expensive to solve. We have now designed a much less expensive time extrapolation.


Figure 3: Illustration of new procedure used in the integration of the continuty equation.
In the old formulation the discrete form of the continuity equation were

$$
\begin{equation*}
\Delta p_{k}^{+} \Delta A^{+}=\overline{\delta p_{k}^{-}} \delta A_{k}^{-} \tag{7}
\end{equation*}
$$

Here p is pressure and k denote the number of an arbitrary level in the hybrid sigma-pressure vertical coordinate system.

$$
\begin{equation*}
\Delta p_{k}^{+}=\Delta A_{k}+\Delta B_{k} p_{s}^{+} \tag{8}
\end{equation*}
$$

The A's and B's are constants defining the levels. The new formulation is building on tracking backward only the horizontal grid cells, still assumed to move horizontally with vertical walls with the velocities at level $k$ and time $t$, but extrapolating forward in time the vertical grid intervals of pressure. Thus instead of (7) the new formulation is

$$
\begin{equation*}
\overline{\delta p_{k}^{+}} \Delta A^{+}=\overline{\Delta p_{k}^{-}} \delta A_{k}^{-} \tag{9}
\end{equation*}
$$

The procedure is illustrated in Figure 3.
Summing up the pressure increments obtained at all levels then determine the surface pressure at $t+\Delta t$.

$$
\begin{equation*}
p_{s}^{+}=\sum_{k=1}^{\text {NLEV }} \delta p_{k}^{+} \tag{10}
\end{equation*}
$$

The vertical pressure intervals of the grid cells at the new time level is then determined by (8). The time extrapolation of the continuity equation is the basis for the extrapolation of all the other prognostic variables which beside the horizontal remapping from the irregular to the regular grid cells at $t-\Delta t$ also require a vertical remapping at $t+\Delta t$ to the vertical pressure intervals of the grid cells determined by the continuity equation.

## 6 Outlook

So far the horizontal transport on the sphere of a passive scalar has been coded in the framework of the ECMWF IFS code and is being tested using monotonous parabolic functions within each cell. The preliminary results look promising and we plan to intensify the implementation of the CISL scheme for a full 3D baroclinic primitive equation system as outlined above.
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# A Finite Difference Approximation For Convective Transports Which Maintains Positive Tracer Concentrations 

Sabine BRINKOP and Robert SAUSEN<br>DLR, Institut für Physik der Atmosphäre, Oberpfaffenhofen, 82234 Weßling, Germany


#### Abstract

We have modified the mass-flux convection scheme of Tiedtke (1989) in order to ensure positive tracer concentrations during the course of a model integration. The transport equations in updraught, downdraught and the environment now take the form of an upwind scheme instead of a central-difference scheme. The model with the new numerics is testet against the standard scheme in a one-column (1-D) and a (3-D) climate model. From the 1-D results we find that for certain initial conditions the standard scheme may keep or even increase maxima in tracer concentration profiles in convective situations. The standard scheme is not able to smooth out maxima and minima in each case. All shortcomings are eliminated when the new numerical formulation is used. The model with the new numerics has been tested against the standard scheme in several 3-D climate model simulations which differ with respect to the location of the tracer source. Typical difference patterns associate with the prescribed tracer source can be noticed from the results. In the case of a strong surface source, the upward transport away from the surface tends to be reduced with the new scheme compared to the standard scheme. However, in the case of atmospheric tracer sources at an upper tropospheric level the upward transport above the source and downward below it are both enhanced. A student-t test confirms that these difference patterns are highly significant ( $99 \%$ ).


## 1. Introduction

Cumulus convection is a major process in determining the temperature and moisture vertical profiles of the atmosphere through condensation and the corresponding diabatic heating. Accordingly, convective processes must be adequately represented in large-scale models of the atmosphere. In the framework of environmental tracer studies it is important to include convective tracer transports in the respective parameterizations. This has been done, in the case of the general circulation model (GCM) ECHAM, which has been developed as a sophisticated tool of climate research (Roeckner et al., 1992). Convection is parameterized by a state-of-the-art mass-flux scheme (Tiedtke, 1989). This parameterization can also be found in the weather prediction models of the German Weather Service (Cress et al., 1995) and the Forecast Model of the European Centre
of Medium Range Weather Forcasts (ECMWF). A convection scheme should guarantee non-negative concentrations. This is of particular importance for humidity and for tracer studies. Unfortunately, this constraint is not fulfilled for all possible conditions by the Tiedtke scheme. The main problem shows up in cases of convective activity connected with strong vertical tracer gradients, when more mass can be moved away from a grid box than is available. This results in a numerically modified tracer distribution that is clearly unwarranted. Apart from this basically numerical feature, subsequent physical effects like the interaction of tracers with radiation or chemistry may be expected to enhance this error dramatically. We have modified the mass-flux scheme of Tiedtke, such that tracer concentrations remain non-negative throughout a model integration.

## 2. Development of an Alternative Numerical Scheme

A detailed analysis of the numerics of the mass-flux scheme revealed several sources of potential negative tracer concentrations. The main source is due to the discretization of the tracer variables. In the operational versions of ECHAM a tracer concentration $\bar{X}_{k}$ is defined as a prognostic variable on full levels (middle of a layer, index $k$ ). However, in the numerical scheme for the calculation of convective transports $\overline{X_{k}}$ is interpolated from full levels to half levels (index $\left(k+\frac{1}{2}\right)$ ) according to

$$
\begin{equation*}
X_{k+\frac{1}{2}}=\frac{1}{2}\left(\overline{X_{k}}+\overline{X_{k+1}}\right) \tag{1}
\end{equation*}
$$

The prognostic variables temperature $T$ and humidity $q$ are extrapolated to the half levels according to Equation (25) of Tiedtke (1989). This deviates from the treatment of variables outside the convection routine. The modifications in the convection routine refer to tracers only. Thus, tracers are left on full levels in the new scheme (Brinkop and Sausen, 1997). In the original model the transport equations are discretized as centered-finite differences in updraught, downdraught and the environment. Now they take the form of upwind schemes. The calculation of tracer mass fluxes below cloud base also has been changed. The technical details are described in Brinkop and Sausen (1996).

## 3. Testing the new numerical scheme

In order to test the new numerical scheme of the mass-flux parameterization we performed a variety of numerical simulations with the ECHAM3 model (Roeckner et al., 1992) applying the (1-D) and the (3-D) version.

### 3.1 Mass conservation

First it was checked whether the mass conservation constraint is fulfilled during a model integration period. It can be expected that tracer mass increases during a model integration if negative tracer concentrations calculated by the convection scheme are set to zero by the semi-Lagrangian advection scheme. We run the 3-D model over 15 time steps from a critical initial tracer distribution without sources and sinks. The initial tracer
distribution is prescribed globally at 1000 hPa in one layer only. By analyzing the differences between initial and final total tracer mass we found that with the new formulation the tracer mass remains constant during a model integration whereas with the standard formulation the mass increases by $12 \%$. As indicated by a larger number of similar simulations, the magnitude of the mass increase depends on the altitude where the initial tracer is located. Strong tracer gradients in the boundary layer seem to be most critical in generating large negative tracer concentrations and hence creating additional tracer mass.

### 3.2 Simulations with the one-column version

The 1-D simulations were used to study in detail how an initially prescribed tracer distribution is modified after 15 timesteps ( 10 hours simulated time). Only one type of convection (deep convection or shallow convection) is present throughout the simulation period. Several initial tracer distributions critical to the development of negative tracer concentrations were chosen. No sources or sinks of tracer mass were allowed. Several cases with deep or shallow convection of different strength were selected and analysed. Generally, it can be expected that during convective events sharp gradients of tracer concentration are smoothed out towards a more homogeneous distribution over the height of convection. The standard scheme, however, increases the tracer concentration gradient (Figure 1a) instead of mixing the tracer mass as it can be seen for the simulation with the modified numerics (Figure 1b). Additionally, the results of the standard scheme show negative tracer values. Some general features are evident for the final tracer profiles: The standard convection scheme is not effective in smoothing out maxima in the tracer concentration profile. Often the maxima are kept or even increased in magnitude. This is in part due to the fact that the calculated local maxima can only be seen as smoothed out by the convection scheme (Figure 2). All these difficulties are eliminated with the new numerical formulation of the tracer transport in the convection scheme.

### 3.3 Permanent July simulations with the 3-d climate model

In this section the results of two simulations with the ECHAM model with different sources of tracer mass are presented. The model was integrated from a balanced climate state over 26 month in perpetual July mode. Only the last 20 months were choosen for comparison between the standard and the modified model version. In experiment SL the tracer sources are presribed at all surface points while in experiment AL they are prescribed in the free atmosphere at 326 hPa . The sources are uniformly distributed over the respective model level. The half-lifetime of tracers of 3.83 days is assumed globally, recalling the life time of a standard tracer like radon. In both the SL and the AL case a comparison of zonal mean tracer distributions simulated by the revised scheme and the original scheme reaches differences up to $10 \%$. Both cases produce a quite characteristicdifference pattern. In the SL case (Figure 3) the new scheme transports less tracer mass into the free atmosphere than the standard scheme. Instead, more tracer mass remains in the lowest model layers. The typical difference pattern for AL (Figure 4) shows a completely different structure. Here, the new scheme transports more tracer mass downwards
than the standard scheme, which is an effect of the new discretisation of tracer variables on full model levels. Additionally, more tracer mass can also be found above the source, leading to a distinct dipole structure. Applying a student $t$-test it can be proved that all these differences have not a random character but are statistically significant. The $99 \%$ significance level (shaded area in Figures 1 and 2) is reached for almost the whole region affected by the difference patterns just described.

## 4. Conclusion

We have modified the mass-flux convection scheme of Tiedtke (1989) in order to ensure positive tracer concentrations during the course of a model integration. Tracer concentrations now remain on full levels in the convection scheme as it is already discretised in the rest of the model. We do not conclude that the result of former tracer simulations with the frequently used standard scheme have been proven worthless by the results of this paper. The resulting distributions remain rather similar at all. Nevertheless, due to the significance and robustness of the difference pattern in connection with a prescribed source in the 3-d simulations it can be expected that the results of former tracer studies will significantly change. This might become very important in simulations, where the tracer interacts with other physics as for instance radiation or chemistry. Most importantly, regarding chemical species as tracers, the mass is conserved without additional correction terms. So far only the numerics of the tracer transport have been corrected. It is intended also to correct the heat and moisture transport and corresponding variables to get a consistent modification of the numerics in the convection routine.
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Figure 1: (a) Initial (full line) and final (dashed line) tracer concentration profile (after 10 hours) normalized with the maximum tracer concentration of the initial profile. This is a case of shallow convection simulated with the standard convection scheme. (b) As Figure 1(a) but with modified numerics.


Figure 2: As Figure 1(a) but 2 final tracer concentration profiles: Full line: Tracer concentration on half levels as it is interpolated and used by the convection scheme. Dashed line: Tracer concentration on full levels as it is seen by the other routines of the model.


# Coupling of a Semi Langrangian Transport Scheme to the Berlin TSM GCM 

P. Braesicke and U. Langematz
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## Introduction

The semi-Langrangian transport scheme developed by Boettcher (1996) has been coupled to the Berlin TSM GCM (Langematz and Pawson, 1997). The scheme calculates the displacement vector $\boldsymbol{\alpha}$ using the equations:

$$
\begin{aligned}
q(\boldsymbol{x}, t+\Delta t) & =q(\boldsymbol{x}-\boldsymbol{\alpha}, t) \\
\boldsymbol{\alpha}_{\frac{1}{2}}=\boldsymbol{x}(t+\Delta t) & -\frac{\Delta t}{2} \boldsymbol{v}(\boldsymbol{x}, t+\Delta t) \\
& +\frac{(\Delta t / 2)^{2}}{2} \frac{D \boldsymbol{v}(\boldsymbol{x}, t+\Delta t)}{D t} \\
\boldsymbol{\alpha} & =x(t+\Delta t)-\boldsymbol{v}\left(\boldsymbol{x}-\boldsymbol{\alpha}_{\frac{1}{2}}, t+\frac{\Delta t}{2}\right) \Delta t
\end{aligned}
$$

where q is the advected quantity and $\Delta t$ is the time step for the transport calculation. The interpolations in $\lambda, \phi$ and $z$ are performed using smoothed exponential splines. The smoothing function is derived by investigating the local curvature of the tracer field. The transport model is evaluated every n'th time step. Figure 1 summarizes the different time scales of the model, assuming a one month integration, where the transport is calculated every six hours.

## A first application

An arbitrary January integration was performed with the Berlin TSM GCM. The initialization was for 0 GMT on 1 . January. The initial tracer distribution was zonally stratified, with the


Figure 1: Summary of the different model time scales.
lowest values at the South Pole and the highest at the North Pole. Only the situation after 32 time steps ( $\sim 8 \mathrm{~d}$ ) will be discussed here.

Figure 2 shows a comparison between the tracer distribution and Ertel's potential vorticity (PV). On the left-hand side polar stereographic projections between 20 and $40^{\circ} \mathrm{N}$ at about $\sim 20 \mathrm{~km}$ are presented. The top panel shows PV (shaded) on the 475 K isentropic surface with the 50 hPa geopotential height (isolines), the bottom panel shows the tracer distribution (shaded) near 20 km and the same geopotential height field. Comparing the PV and tracer distributions to the east of Greenwich, it is obvious that the low values of PV are in good agreement with the tongue of lower tracer concentrations; but the tongue is much more confined than the PV pattern. The right hand side of figure 2 shows latitude-altitude cross sections (with low latitudes to the right) at Greenwich, displaying wind (shaded) together with temperature (isolines) at the top and PV (shaded) together with the tracer distribution (isolines) at the bottom. There is no evidence of a corresponding disturbance in the wind and temperature fields at this location and time. But the tracer distribution displays again the confined tongue of low tracer concentrations between 20 and 25 km . The PV also shows some meridional displacement of low values to the north near 500 K . This kind of (northward) meridional displacement agrees qualitatively with some kind of observations (e.g. Danielsen et al., 1991).


Figure 2: Left panel: Polar stereographic projections between 20 and $40^{\circ} \mathrm{N}$ of three meteorological quantities (Greenwich to the bottom). Top: Ertel's potential vorticity (PV, shaded) on the 475 K isentropic surface and geopotential height (isolines) at 50 hPa . Bottom: Tracer distribution (shaded) at $\sim 20 \mathrm{~km}$ altitude and geopotential height (isolines) at 50 hPa . Right panel: Latitude altitude cross section between 20 and $40^{\circ} \mathrm{N}$ at Greenwich using different measures of altitude. Top: zonal wind (shaded) and temperature (isolines). Bottom: Ertels's potential vorticity (PV, shaded) and tracer distribution (isolines). The potential temperature scale refers to PV and the geometric height to the passive tracer.

## Summary

Since the PV is more diffusive than the tracer transport, the meridional (northward) transport of air can be identified clearly by using a passive tracer. This assumption is only fulfilled for short time periods, where no mixing takes place. Generally the distributions of PV and tracer are in good agreement. The obtained results are qualitatively in good agreement with observations (e.g. Danielsen et al., 1991).
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