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Abstract

Operator splitting applied to cloud micro-physical and multiphase chemical process causes the so-called operator
splitting errors in addition to other numerical errors when used in numerical models. Operator splitting is mainly used
due to limited computer resources or for historical reasons. Unfortunately, it is impossible so far to theoretically

estimate either the order of magnitude or the tendency of the splitting errors in complex non-linear systems such as
mutually interacting cloud chemical and micro-physical processes.

The present study systematically investigates the splitting error mentioned above, by numerical means to define valid

ranges of the applicability of the method of operator splitting to those systems. Results of the current study show that
de-coupling intervals larger than 100 s cause an underestimation of the total liquid water content as well as the particle
radius of the order of 10% for simulation periods of 1000 s. The maximum overprediction of the total content of

dissolved material in the particles is of the order of about 20% for de-coupling intervals of 10–15 min. The error in the
sulphate production contributes about 50% to the discrepancy in total aerosol content. Since the de-coupling intervals
between dynamical, micro-physical, and chemical processes in most recent air quality models are considerably longer
than 15min, the consequences of the application of operator splitting requires further investigation with respect

to predicted aerosol formation, cloud water content, deposition rates, photo-chemistry, cloud optical properties, etc.
r 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Simultaneous numerical simulation of the change of
pollutant concentrations due to dynamical, micro-

physical, and multiphase chemical processes in multi-
dimensional models based on the well known advection–
diffusion–reaction equation

qc
qt

¼ �r � ð~vvcÞ �
q
qrs

ð’rscÞ þ r � ðKrcÞ þ RðcÞ ¼ Lchð~xx; cÞ

c ¼ cð~xx; tÞ; ~xxAR4 ð1aÞ

is very demanding on computer resources. Therefore,
the application of such numerical models even with
modern computer resources often requires a functional
separation of the overall model and a separate

sequential solution of the corresponding sub-problems.
According to Eq. (1a) this can be expressed as

qc
qt

¼Lch; 1ð~xx; tÞ þ Lch; 2ð~xx; tÞ þ Lch; 3ð~xx; tÞ þ Lch; 4ð~xx; tÞ

¼Lchð~xx; tÞ;

tA½t0; T 	; ~xxAR4; cð~xx; t0Þ ¼ c0ð~xxÞ: ð2aÞ

In Eqs. (1a) and (2a) c is vector-valued in Rm

representing species concentration in any phase, while

Lch and Lch, i stand for non-linear vector functions or
spatial derivative operators in Rm; and ~xx ¼ ðx; y; z; rsÞ
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and ~vv ¼ ðu~ii; v~jj; w~kkÞ are the generalized spatial vectors
and the corresponding velocities. rs is the size coordinate

of the particle population, and ’rs is the corresponding
velocity which is related to the growth rate of the
particles due to condensation/evaporation of volatile

compounds. The terms of the r.h.s of Eqs. (1a) and (2a)
describe the spatial transport of c (first term), the
transport of c along the particle size coordinate due to
phase changes (condensation/evaporation) (second

term), turbulent transport (third term), and produc-
tion/destruction rates of c such as chemical reactions,
emissions, deposition, as well as changes of c due to

micro-physical processes (e.g. particle scavenging, coa-
gulation, etc.) (fourth term).

The averaged budget equation of related changes of

the water mass concentration, Gw; (likewise, the number
concentration could be used) of the suspended particles,
which establish the environment for aqueous phase

chemical reactions, can be written as

qGw

qt
¼ �r � ð~vvGwÞ �

q
qrs

ð’rsGwÞ þ r � ðKrGwÞ þ RðGwÞ

¼Lmpð~xx; GwÞ

Gw ¼Gwð~xx; tÞ; ~xxAR4: ð1bÞ

The first three terms of the r.h.s. of Eq. (1b) have an
analogous meaning compared to Eq. (1a), while R(Gw)
represents the size dependent sources/sinks of the water

mass concentration due to the microphysical processes
coagulation/breakup. In an analogy to Eq. (2a), the
budget equation (1b) can be formulated as

qGw

qt
¼Lmp; 1ð~xx; tÞþLmp; 2ð~xx; tÞþLmp; 3ð~xx; tÞþLmp; 4ð~xx; tÞ

¼Lmpð~xx; tÞ;

tA½t0; T 	; ~xxAR4; Gwð~xx; t0Þ ¼ Gw; 0ð~xxÞ: ð2bÞ

The basic principles for this approach, which is called
‘operator splitting’, were introduced by Marchuk (1975).

The application of operator splitting to solve 3D
chemistry–transport problems has been widely accepted
for many years in the modelling of atmospheric chemical
processes (e.g. Berkvens et al., 2000; McRae et al., 1982).

A separate time integration of single processes such as
advection, diffusion, and chemistry using efficient
numerical solvers specifically designed for these sub-

processes is the basis of operator splitting. Disadvan-
tages, inherent to this method, are the creation of spatial
concentration distribution which are relatively far away

from the chemical equilibrium at the beginning of each
‘chemical’ time step (which also lead to an increase on
the stiffness in the case of the chemical system) and

splitting errors which add to the discretization errors
and other errors due to the numerical solution method.

Currently, some attempts are being undertaken to
investigate the effect of operator splitting for advection–

diffusion–gas phase chemistry problems (e.g. M .uller
et al., 1996; Verwer et al., 1998; Blom and Verwer, 1999;
Berkvens et al., 2000). Theoretical derivations of the

error due to operator splitting are, to date, available
only for relatively simple (linear) systems (e.g. Murthy
and Nanjundiah, 2000; Lanser and Verwer, 1998;
Verwer and Sportisse, 1998; Strang, 1968).

Moreover, operator splitting is analogously applied to
the complex micro-physical and multiphase chemical
processes in clouds. In doing so, not only micro-physical

processes are de-coupled from chemical processes, but
also the micro-physical processes themselves (condensa-
tion/evaporation, coagulation, breakup, aerosol scaven-

ging) are de-coupled as the gas phase reactions and the
liquid phase reactions are treated separately in some
cases (e.g. Hass, 1991).

In the calculation of the growth of droplets and
aerosols due to the uptake of trace gases (the most
important component being water vapour), the sensitive
ratio of the corresponding supersaturation in the

environment to the supersaturation at the particle’s
surface plays a central role. While the partial pressure in
the particle environment is determined by dynamical

processes in the case of water vapour, and by chemical
gas phase reactions in the case of trace gases and the
emission of corresponding precursors, the saturation

vapour pressure at the particle’s surface depends on the
composition/concentration ratios of the particles of
concern. The concentration ratios in the aerosols and
droplets change by uptake of trace gases and aqueous

phase chemical reactions. Furthermore, it is predomi-
nantly the phase change of water that affects the
temperature in the near surroundings of the particles

which has, in turn, an impact on the saturation water
vapour pressure and on the saturation vapour pressure
of all other trace gases. The phase change of water also

establishes the link between cloud dynamics and micro-
physical and chemical processes, respectively.

The initial growth by the uptake of trace gases,

consisting of mainly water vapour, determines both the
efficiency and the onset of droplet interactions via
coagulation and break-up and the collection efficiency
of aerosol–droplet interaction. These redistribution

processes over the particle size spectrum are very
efficient for the redistribution of chemical substances
and water (e.g. Flossmann et al., 1985; M .uller and

Mauersberger, 1994).
The exchange of water vapour as well as the

redistribution mechanisms of particle constituents over

the whole particle size range are size dependent and
strongly non-linear. The de-coupling or linearization of
the corresponding processes is expected to cause strong

deviations from the solution of the completely coupled
system for both the micro-physical and the chemical
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particle properties. This would have further conse-
quences for the lifetime of clouds, their optical proper-

ties, the deposition behaviour of pollutants, etc.
The aim of this study is a systematic investigation of

the errors in the simulated cloud micro-physical and

chemical parameters generated by the de-coupled
modelling of the corresponding processes in cloud
models and cloud modules of air quality models as a
function of the de-coupling period. Special emphasis is

given to the size of aerosols and cloud droplets, liquid
water content, liquid phase concentrations and their size
distribution as well as the resulting partitioning of trace

gases between the corresponding phases.
The following Sections 2 and 3 describe the applied

model and the model set-up. Section 4 presents the

results of the comparison between the base case
simulations and those performed under operator split-
ting constraints. Recommendations and a summary are

given in Sections 5 and 6.

2. Model description

In order to investigate the effect of operator splitting
between micro-physical and multiphase chemical pro-

cesses a simple box model is employed. To determine a
clear cause–effect relationship, a relatively simple system
of processes for a size distributed particle population is

considered. Micro-physical processes are represented by
condensation/evaporation, while multiphase chemistry
complies the exchange of volatile trace gases between

particles and the gas phase, as well as aqueous phase
reactions. Hence, the initial problem (Eq. (1a) and (1b)
and Eq. (2a) and (2b)) reduces to

qc
qt

¼ �
q
qrs

ð’rs cÞ þ R ðrs; cÞ ¼ Lch; 2ðrs; cÞ þ Lch; 4ðrs; cÞ;

c ¼ c ðrs; tÞ; rsAR1; ð3aÞ

qGw

qt
¼ �

q
qrs

ð’rs; GwÞ ¼ Lmp; 2ðrs; cÞ;

Gw ¼ Gwðrs; tÞ; rsAR1: ð3bÞ

For practical use of Eq. (3), the operators Lch, 4 and ’rs
have to be specified. A traditional way to describe the
corresponding changes of a volatile compound j in all
phases is the separation of the general concentration
vector c into gas and aqueous phase species, respectively,

denoted by pj and cj : The exchange of volatile species
between the aqueous and the gas phase is an important
mechanism which determines subsequent reactions in

the liquid phase. Therefore, compared to the Henry-
equilibrium approach, the numerically more expensive
flux formulation according to Schwartz (1986) is

employed. Within this framework, mass transport
limitations are induced by the transport in the gas phase

and by the interfacial transport. The dissociation

equilibrium is assumed to be adjusted instantaneously
as well as homogeneous concentration distributions
within the drops. Hence, the mass transfer coefficient

kmt; jðs
�1Þ of the jth chemical species is given by

k�1
mt; j ¼

r2s
3Dg; j

þ
4rs

3%vjaj
; ð4Þ

where Dg; j and %vj represent the diffusivity and the mean
velocity of molecules of the jth trace gas in air,
respectively, aj is the gas specific sticking coefficient.

Fig. 1 shows the principle behaviour of kmt; j as a
function of particle size and sticking coefficient. It
becomes obvious from Fig. 1 that maximum uptake
rates are reached for smallest particle sizes and biggest a
values. The radial mass flux, Fj (mol l�1 s�1), between the
gas phase and a single droplet with radius rs; and the flux
between the gas phase and the whole droplet population,
%FjðtÞ ðmol l�1 s�1Þ; can be written as

Fjðrs; tÞ ¼
kmt; j

RuTN

pjðtÞ �
cjðrs; tÞ
H *
j ðrs; tÞ

 !
: ð5Þ

In Eq. (5), the flux Fj is proportional to the concentra-
tion gradient between both phases, whereas H *

j

represents the effective Henry coefficient, Ru is the

universal gas constant and TN is the environmental
temperature.

%FjðtÞ ¼
Z

N

0

Fjðrs; tÞ
dNðrs; tÞ

drs
Vðrs; tÞ drs; ð6Þ

V and dN/drs are the volume of drops with mass ms(rs)
and the drop number density in the size range rsþdrs;
respectively. With Eqs. (4)–(6) the local change of the
partial pressures pj ; of the aqueous phase concentration

Fig. 1. Mass transfer coefficient of H2O2 as a function of

various sticking coefficients a and particle sizes rs.
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cj ; with Lch; 4ðrs; tÞ are determined by

qpjðtÞ
qt

¼ �RuTN
%FjðtÞ þ TjðtÞ; ð7Þ

qcj
qt

ðrs; tÞ ¼ Fjðrs; tÞ þUjðrs; tÞ; ð8Þ

Tj and Uj symbolize the sum of the source and sink
chemical reactions of the jth chemical species in the
gas and in the aqueous phase, respectively. They

depend on the choice of a specific reaction mechanism.
Table 1 summarizes the considered gas phase species,
their diffusion coefficients, Dg; j ; and sticking co-

efficients aj :
The used chemical reaction mechanism follows

essentially the work of Walcek and Taylor (1986) and

Lin and Chameides (1991). Besides the mass transfer of
the trace gases between the gas and the aqueous phase, it
comprises the most essential oxidation pathways of
S(IV) to S(VI) by O3 and H2O2 in the liquid phase

(Lagrange et al., 1991). The involved gas phase species
have primary importance for the acidity development in
the liquid phase (i.e. Pandis and Seinfeld, 1989). The

applied formulation of the sulphur oxidation reactions
follows M .oller and Mauersberger (1995). Therefore, the
employed reaction mechanism is representative for acid

rain formation, and its complexity is, in spite of its
relatively small number of reactions, sufficient to
demonstrate the typical behaviour of stiff reaction

mechanisms.
For the calculation of Lch, 2 and Lmp, 2 the size and

concentration dependent droplet growth rate ’rs must be
specified. The size dependent formulation of the change

of water mass mw by condensation/evaporation of water
(Eq. (9)) accounts for the temperature effect due to the
release/uptake of latent heat by the phase change of

water (first term in the exponential expression), the
Kelvin effect (second term), and the Raoult effect (third
term). In this study, we follow the description of

Pruppacher and Klett (1997), and Jacobson (1997).
The system of implicit equations for dmw/dt is

completed by an equation for the temperature at the
particle surface, Ta

drsðtÞ
dt

¼
rs

3mwðrs; tÞ
dmwðrs; tÞ

dt
¼
D*

v Mwesat; wðTNÞ
rsrsRuTN


 Sv �
1

1 þ d
exp

LeMw

RuTN

d
1 þ d

��

þ
2MsssðTaÞ
RuTarsrs

1

1 þ d
�

Mw

103rs

X
cjðrs; tÞ	Þ

Taðrs; tÞ
TN

� 1 ¼ d ¼
1

4p
Lers

rsk
*
a TN

dmw

dt
: ð9Þ

In Eq. (9), Sv is the saturation ratio, rs is the density of
the solution, Mw and Ms are the molecular weight of
water and the average molecular weight of the solute,
and esat; w and Le are the water vapour saturation

pressure and the heat of vaporization, cjðrsÞ is the
molarity (mol l�1) of the aqueous phase species in
particles of size rs: Activity effects are disregarded

throughout this study assuming that all particles are
highly diluted. This disregard, however, might be
inaccurate for the smallest particles during the first few

seconds of their growth (M .uller, 1994). According to
Eqs. (3) and (9) dilution/enrichment of cj by condensa-
tion/evaporation of water vapour is proportional to

’mw=mw:
In the case of mutual interaction of micro-physical

and multiphase chemical processes, Eqs. (3a) and (3b)
are simultaneously solved with a Gear-solver (Hind-

marsh, 1980). For the case of de-coupled treatment of
the considered processes, Eq. (3a) is split up into two
equations

@c

@t
¼ Rðrs; cÞ ¼ Lch; 4ðrs; cÞ; ð10aÞ

@c

@t
¼ �

@

@rs
ð’rs; cÞ ¼ Lch; 2ðrs; cÞ: ð10bÞ

Eqs. (10a), (3b) and (10b) are sequentially solved,
whereby the latter equations are again simultaneously

solved. This implies that the particle growth due to
condensation is, on the one hand, ultimately linked to
dilution of the aqueous phase chemical compounds. On
the other hand, dilution leads to a reduced Raoult effect

and reduces water vapour uptake. To solve these two
systems of coupled equations, the Gear-solver is applied,
too. The used tolerances for the error control of the

Gear-solver are rtol=1e-4 and atol=1e-20. The Jaco-
bian was numerically determined in all cases (mf=22).

Hence, beside at t ¼ 0 and around printout, Strang

splitting is used on the differential equation level which
retains second order accuracy (Strang, 1968; Gerisch
and Verwer, 2000). Since the Gear-solver is used to solve

all operators the influence of the numerical algorithm on
the solution is the same in all the considered cases.

Table 1

Diffusion coefficients, Dg; j ; and sticking coefficients, aj for the

uptake of gaseous species (1) Kirchner et al. (1990). (2) Mirabel

et al. (1996). (3) Worsnop et al. (1989). (4) Schurath et al.

(1996). (5) Ponche et al. (1993)

Gas Dg; j (cm2 s�1) aj Reference (aj)

O3 0.15 0.0042 1

HNO3 0.13 0.11 2,5

H2O2 0.18 0.13 2

HCl 0.18 0.08 3

CO2 0.16 0.0002 4

SO2 0.13 0.13 5

NH3 0.25 0.097 2,5
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Therefore, the resulting differences can be directly traced
back to the de-coupling of processes.

3. Set-up of the numerical experiments

It is assumed that the arbitrarily selected de-coupling
intervals (i.e. the integration periods for each operator)
of 0.01, 0.1, 1, 10, 100, 200, 500 and 1000 s are

representative for the present day air quality models
where dynamical and micro-physical/chemical processes
are de-coupled as well. The integration time steps

themselves are automatically chosen by the solver. The
box is regarded as ‘open’ with respect to the thermo-
dynamic parameters temperature TN; relative humidity
RH, and pressure P: Very often these parameters are

kept constant when applying the concept of operator
splitting. With respect to the trace gases the box is
considered to be ‘closed’ since trace gas concentrations

are objects of the chemical processes. The initial

conditions for both the considered trace gases and the
thermodynamic parameters, given in Table 2, are chosen

to represent average conditions in clouds.
The physico-chemical aerosol parameters are arbitra-

rily chosen for this study. The applied maritime aerosol

distribution is constructed as a superposition of three
log-normal distributions according to Jaenicke (1987)
that is displayed in Fig. 2 (left panel). The selected size
dependent distribution of the aerosol composition is

shown in Fig. 2 (right panel). NaCl, (NH4)2SO4, SiO2

are considered as initial aerosol components. For this
study, the particle size range is arbitrarily selected

according to the critical particle radius for activation,
rc; at the given relative humidity RH. In Fig. 2, the bold
parts of the lines indicate this size range with minimum

dry and wet particle radii of rc=5.4
 10�5 cm and
7.4
 10�5 cm, respectively.

4. Results

This section presents the results for both the base case

simulations, where all processes are treated simulta-
neously, for selected parameters and for splitting errors
as a function of the de-coupling period. The differences

in percent are calculated with respect to the base case
simulation.

4.1. Micro-physical parameters

Starting with the micro-physical parameters of the
particle population, Fig. 3 shows the spectral evolution

Fig. 2. Initial physico–chemical aerosol parameters. Left: particle mass density (solid line, left axis) and particle number density

(dotted line, right axis); Right: particle composition is an internal mixture of the main components NaCl, (NH4)2SO4, and SiO2.

Table 2

Initial conditions for the box model simulations

Trace gas

species

Mixing ratio

(ppb(V))

Thermodynamic

parameter

Initial

value

H2O2 1 T (K) 280

HNO3 1 RH (%) 100.1

NH3 1 P (hPa) 800

SO2 5

HCl 0.5

CO2 330

O3 50
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Fig. 3. Time development of the size dependent liquid water content Gw (top) and total content of chemical substances in the particles

Gap; d (bottom) in units of g (cm3 air)�1.
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of the size dependent liquid water content, Gw; (top) and
of the total mass of dissolved material, Gap,d, in the

particles (bottom) when all processes are considered
simultaneously. Initial values are shown. With the
increasing simulation time both the water content

attached to the particles and the content of soluble
aerosol mass increase considerably in the smallest size
ranges due to the higher mass transfer coefficients
relative to the bigger particle sizes. In addition, sulfur

oxidation by ozone and H2O2 increases the total mass of
dissolved matter. The minimum in the total aerosol
content results primarily from two counteracting pro-

cesses, namely size-dependent dilution by water vapour
uptake and redistribution of volatile compounds over
the particle spectrum via the gas phase.

Differences caused by varying de-coupling intervals
are presented in Fig. 4. The differences in size integrated
total liquid water content (top panel, output was done

after the micro-physical operator step) become notice-
able for de-coupling intervals above 1 s. This can be
explained by the characteristic times of water vapour
diffusion which is about one order of magnitude smaller

than 1 s. A reduction of the de-coupling interval below
1 s does not significantly change the total liquid water
content, but the size dependent water content of the

particles is mainly influenced. With increasing de-
coupling intervals between micro-physical and multi-
phase chemical processes the total water content is

increasingly underestimated in the case of de-coupled
treatment. The difference reaches about 5–8% for 1000 s
simulation time and de-coupling periods above about
200 s. The differences in total liquid water content reach

a maximum around 100–200 s simulation time for each
de-coupling interval. This behaviour can be explained as
follows. At the beginning of the growth simulation, the

counteracting Kelvin and Raoult (or solution) effects are
of special importance for the smallest particles which are
characterized by the highest rates of water vapour as

well as trace gas uptake, respectively. In the case of
simultaneous interaction of dilution by condensation of
water vapour and multiphase chemical processes, con-

densation causes enhanced fluxes of trace gases due to
the reduction of the trace gas specific saturation vapour
pressure at the particle surface. This, in turn, regenerates
the depression/reduction of the water vapour saturation

ratio at the particle surface (Raoult’s law). In the case of
de-coupled treatment, the water vapour fluxes towards
the particle surfaces decrease faster for longer de-

coupling intervals due to rapid dilution since the mass
of chemical substances in the individual particles is fixed
during the micro-physical operator step. In these

cases, the Raoult effect rapidly loses impact on the
drop specific condensation rate. This mechanism
is of decreasing importance for bigger particles, and

hence of decreasing importance for increasing simula-
tion time.

The time evolution of the differences between
simultaneous and de-coupled treatment of the processes,

with respect to total mass dissolved in the particles
(Fig. 4, bottom), is qualitatively different from that of
the total liquid water content. In general, one can

observe an overestimation of the total amount of
admixtures in the cloud elements (droplets, aerosols)
for the case with operator splitting compared to the
completely coupled case. The overestimation increases

with increasing de-coupling periods due to increasing
dilution during the preceding micro-physical operator
step. Higher dilution of the particles (compared to the

coupled case) causes higher uptake rates of volatile
chemical species and enhanced irreversible aqueous
phase reactions of the corresponding precursor species.

The decreasing overestimation with increasing simula-
tion time is caused by the limitation of the gas phase
precursor concentrations in the course of the simulation

time. The splitting error for the total mass of chemical
matter inside the particles reaches a maximum of 15–
20% for de-coupling intervals of 100–1000 s at the
beginning of the simulation. This error gradually

decreases to about 5% after 1000 s simulation time.
Differences in the total water content and total mass

of chemical compounds result in differences in particle

size. Fig. 5 shows the corresponding differences of the
smallest particle size category with respect to the base
case. The smallest particle grow from about 1.5 mm at

10 s to about 12 mm after 1000 s simulation. According to
the Figs. 4–6, the time evolution of the differences in
particle size (especially of the smallest particles) follows
essentially the temporal development of the difference in

total water content of the particles.
For de-coupling periods above 10 s, the differences in

particle radius reach a maximum of about 7% after 50 s

of individual lifetime. This maximum decreases to 1%
for all de-coupling intervals above 10 s at the end of the
simulation time. Examining the radius differences for the

whole particle size distribution (Fig. 6) reveals that
considerable deviations persist only in the size range
below about 20mm. Fig. 6 illustrates the shrinking of the

maximum deviation and the affected particle size range
with decreasing de-coupling intervals. The smallest size
fractions always show the highest underestimation of
particle size in the case of de-coupling. This is of special

importance for the determination of the optical proper-
ties, which are very sensitive to the small particle size
range.

4.2. Chemical composition of the particles

The size dependent development of the species
concentration in the particles is determined by both
dilution due to water vapour uptake and chemical

reactions in the aqueous phase including the exchange of
volatile species between the surrounding gas phase and
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Fig. 4. Percent difference between completely coupled and de-coupled model runs as a function of de-coupling interval and of

simulation time. Total liquid water content (top) and total dissolved mass in the particles (bottom).
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the particles. Hence, the time rate of change of cj could
be written as

qcjðrsÞ
qt

p
cjðrsÞ
mjðrsÞ

qmjðrsÞ
qt

�
cjðrsÞ
mwðrsÞ

qmwðrsÞ
qt

: ð11Þ

In Eq. (11), mw and mj are the droplet water mass and
the total mass of chemical compounds inside a single
droplet. Since the admixtures in the particles partially
consist of chemically rather inert species like SiO2,

sodium, etc. the concentration change of those species is
caused only by the change of the water content. Hence,
the magnitude of the size dependent and size integrated

splitting error, respectively, experienced by chemically
inert species is inversely proportional to the splitting
error of the liquid water content. As an example for

chemically inert aerosol species, Fig. 7 shows the
spectral evolution of sodium ions in solution for the
base case (Fig. 7a) and for the case of a de-coupling

interval of Dtup ¼ 1000 s (Fig. 7b). The results (also for
the following pictures) are shown at the end of the full
integration step. These pictures demonstrate the distinct
effect of operator splitting on the evolution dynamics of

chemically inert species. The molar concentration of
Na+ continuously changes with changes of the particle
spectrum (Fig. 7a), while in the case of operator splitting

(Fig. 7b) the particles have already reached their final
size and Na+ concentration before the chemical
operator starts. As one could expect, the time evolution

of the corresponding splitting error for the integral
sodium concentration as a function of the de-coupling

interval shown in Fig. 7c obeys the equation ’cjðrsÞ=cj 

ðrsÞp� ’mwðrsÞ=mwðrsÞ:

Beside the micro-physical processes, even aqueous
phase chemical reactions as well as interfacial exchange
of volatile compounds contribute to the concentration

change of chemically active species in the particles.
Again, one can expect stronger effects due to operator
splitting in the smaller size ranges caused by larger mass
transfer coefficients, kmt; j ; in this size range compared to

bigger particles. For one of the main constituents,
namely sulphate, dilution due to water vapour uptake
dominates the sulphate production in the small particles

due to the uptake of SO2 and subsequent oxidation
processes by ozone and H2O2 in the case of simultaneous
treatment of all relevant processes (Fig. 8a). For

particles larger than rsB30mm, dilution is less effective
than SIV oxidation due to the strong size dependence of

’rs: De-coupling micro-physical and chemical processes

leads to a strong dilution of all aqueous phase species,
not only of sulphate, during the micro-physical operator
step over the whole particle size range. Fig. 8b illustrates
this. At time t ¼ 0 of the chemical operator step the final

sulphate concentration distribution over the size range
after the micro-physical operator step is shown in the
case of a de-coupling interval Dtup ¼ 1000 s. During the

subsequent chemical operator step no further dilution by
water vapour takes place. The resulting fluxes of volatile
compounds caused by the preceding dilution and

subsequent oxidation processes overcompensate the
effect of reduced mass transfer coefficients related to
larger particle sizes at the end of the micro-physical
operator step compared to the coupled case. This results

in a maximum total sulphate overestimation by about
60% in the case of Dtup ¼ 1000 s (Fig. 8c). Since the gas
phase reservoir of precursor species is limited (closed box

assumption), the splitting error reduces (to about 30% in
the presented case) with increasing simulation time for a
fixed de-coupling interval.

The corresponding time evolution of the splitting
error for sulphate related compounds in the gas phase,
SO2, and sulphur in the aqueous phase, SIV, is shown in

Fig. 9. Since de-coupling results in an overestimation of
total particle sulphate, the SO2 gas phase concentration
is underestimated in this case. Fig. 9b impressively
demonstrates the abrupt concentration changes of

volatile compounds during the changes of operators.
At the beginning of each chemical operator step, the
differences are always negative since SIV was not

reduced due to oxidation reactions in the de-coupled
cases. In the course of the chemical operator step SIV is
more efficiently removed compared to the coupled case.

This results in the positive concentration differences
towards the end of the chemical operator step.

Since the overprediction of sulphate results in lower

pH values in the de-coupled cases another consequence
of operator splitting is a higher degassing rate of very

Fig. 5. Time evolution of the percent differences for the

smallest particles (rsðt ¼ 0Þ ¼ 7:4 
 10�5 cm) for different de-

coupling periods.
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volatile dissociating species like HNO3 or HCl for longer

de-coupling intervals (not shown here).
To complete the investigation of the consequences of

operator splitting, Fig. 10 shows the time evolution of

gas phase concentrations of selected species, which are

present in all considered phases, for the base case and all
considered de-coupling intervals. The step function-like
behaviour of the concentration change again indicates

Fig. 6. Temporal and size dependent development of the percent difference of the radii for two different de-coupling periods: 10 s (top)

and 1000 s (bottom).
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Fig. 7. Spectral evolution of Na+ for (a) the base case, (b) the de-coupled case Dtup ¼ 1000 s, and (c) for the percent differences of total

aqueous phase sodium due to operator splitting.
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Fig. 8. Same as Fig. 7, but for aqueous phase sulphate.
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the operator change for all de-coupled cases. For

most of the species, de-coupled treatment of the
processes results in an underestimation of the gas phase
concentrations compared to the simultaneous calcula-

tion of the corresponding equations. Concentration
differences of the gas phase species shown in Fig. 10,
locally generated by operator splitting, will affect further

evolution of gas phase species especially in cloud-free
grid boxes when transport processes will be additionally
considered.

5. Recommendations

Having estimated the tendency and the magnitude of
the splitting error as a function of the de-coupling

interval one can derive upper limits for the length of the
de-coupling interval to produce valid simulation results
for given error thresholds with models where operator

splitting is applied. For the tested system of micro-
physical and multiphase chemical processes the follow-
ing conclusions can be drawn:

Fig. 9. Percent differences of sulphate related compounds as a function of simulation time and de-coupling interval: (a) gas phase SO2,

(b) total aqueous phase SIV.
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* The effect of operator splitting is especially important
for all particles smaller than about 10 mm, i.e. for all

aerosols and most cloud droplets.

* To limit splitting errors to less than 1% for
integral quantities such as total liquid water content

or total amount of chemical substances inside the

Fig. 10. Time dependence of selected gas phase concentrations for de-coupling intervals indicated in the legend (lines for de-coupling

intervals less than or equal to 10 s overlie each other).

F. M .uller / Atmospheric Environment 35 (2001) 5749–57645762



particle, de-coupling intervals less than 10 s have to
be used.

* For size-dependent quantities such as the evolving
particle size itself, chemical composition, or water
content attached to particles of a certain size, de-

coupling intervals shorter than 1 s are necessary to
keep the splitting error below 1%.

6. Summary

The objective of this preliminary study was a

systematic investigation of the splitting error for
mutually interacting cloud micro-physical and multi-
phase chemical processes under characteristic conditions

using a box model.
It was shown that both micro-physical and chemical

properties of the particles are affected by operator

splitting. The splitting error shows a very strong size
dependence, whereby the properties of the smallest
particle sizes are more affected due to smaller time scales

of the trace gas fluxes (including water vapour) between
the phases for smaller particles and the non-commu-
tativity of the split operators. In the case of de-coupled
treatment of the processes, the liquid water content is

underestimated by 5–10%, while the total aerosol
content is overestimated by about 20%. More specifi-
cally, the concentrations of chemically inactive species

(here Na+, SiO2, etc.) or highly soluble species like HCl
are overestimated by the same amount as the liquid
water content is underestimated in the case of de-

coupled treatment of the corresponding processes.
Chemical product species in the aqueous phase like
SVI are increasingly overestimated with increasing de-
coupling periods. This is mainly the result of the state of

the aqueous phase at the end of the micro-physical
operator step, which is equally the beginning of the
chemical operator step. This state of operator change

can be characterized as highly diluted with a higher pH
compared to the coupled case. These conditions lead to
higher fluxes of volatile compounds towards the particle

surfaces, and in the case of sulphur oxidation to higher
oxidation rates via O3 and H2O2 for the operator
splitting case.

The effect of changed operator sequence was not
explicitly investigated. However, based on the work of
Verwer and Sportisse (1998) an optimal operator
sequence was already chosen since the chemical pro-

cesses tend to force the system towards its equilibrium
state. It is, therefore, expected that a change of the
operator sequence would lead to an increase of the

concentration differences for the chemical compounds.
The results for the micro-physical properties such as
liquid water content would not experience bigger

changes since water vapour is not limited in the used
model set-up.

One could argue that the arbitrary choice of the
physico–chemical aerosol properties and of the environ-

mental conditions might influence the demonstrated
results. However, we think that such an arbitrary
selection could only slightly modify our results, but

would neither have an effect on the order of magnitude
of concentration variations due to operator splitting,
nor on the overall conclusions drawn. Further investiga-
tions are necessary to estimate the splitting errors in

more complex systems (additional micro-physical pro-
cesses) and to identify those processes which could be
efficiently treated separately with only little loss of

accuracy. For those processes which cause considerable
splitting errors alternative numerically efficient solution
techniques have to be developed.
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