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Abstract

A line-by-line mode' for the purpose of proving the influence of the ab-
sorption line parameters and the performance of the spectral resolution on
evaluating radiative transfer has been developed for clear sky conditions in
the infrared. It has been found that for small spectral ranges a resolution
scheme with grouping subintervals according to the distribution of lines in
conjunction with numerical Gaussian quadrature of different orders which
depend on the absorption line ranges, assures high accuracy. For larger spec-
tral intervals a resolution scheme using constant subintervals with 0.01 cm™!
widths in conjunction with an eight point Gaussian quadrature gives sufficient
accuracy.

The influence of overlapping of absorption bands has been examined and
it has been found that for the demands of models using fast approximative
algorithms only overlapping of simultaneously two bands in the IR has to be
considered. However, the inclusion of the 14 um ozone band to the corre-
sponding overlapping bands of H,0 and CO, improves the accuracy in the
lower stratosphere considerably. The weak CO, band at 10.4 um should be
additionally included to the 9.6 um ozone band and the water vapor continu-
um range, if drastically enlarged carbon dioxide concentration are considered.

Finally, the influence of the uncertainties of line parameter values on radi-
ation transfer has been considered. For the assumption of an error of + 10 %
for all line strenghts and halfwidths an error margin of up to 10 % for the cool-
ing rates in the stratosphere and a maximum about 4 % in the troposphere
has been found.
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Introduction

Climate investigations are only thinkable with the inclusion of radiation processes.
The most straightforward application of radiation theory is done by line-by-line
models and as this designation already indicates: each absorption line of each
absorber has to be considered in conjunction with radiative sources and scattering
processes.

Of course, this treatment would require too much computation time in climate
models, so various parameterizations of radiation transfer have been developed
(see e.g. the review article of Stephens [1984] ). Nevertheless, because of the lack
of measurments, line-by-line models serve as benchmarks for the approximative

radiative properties.



However, even for this purpose one is obliged to apply approximations in order
to keep calculation times reasonable. For instance, one strategy is to seperate the
calculation of radiative properties into: firstly, evaluating transmissions line-by-
line at various suitably chosen pressure and temperature values, and secondly, in-
terpolating fluxes and cooling rates for any atmospheric profiles from the tabulated
transmissions. This has been done for example by Fels and Schwarzkopf (1981)
using a modified version of the line-by-line code of Drayson (1966); by Scott and
Chedin (1981) using the code of Scott (1974); and by Chou and Kouvaris (1986)
using precomputed transmissions by Chesters and Arking (1985).

This proceeding is advantageous if one is interested in radiative transfer calcu-
lations for a variety of atmospheric profiles without changing line parameters on
which the calculation of transmission functions are based. However, the line-by-
line model presented in this paper is intended as a benchmark and a tool for the
development of approximate radiative transfer codes. From this, more concern
has been put in testing the influence of various absorption coefficient formula-
tions and approximations, than to supply fluxes for a set of atmospheric condi-
tions. Therefore, the direct calculation of the transmission functions for various
pressure-temperature levels within the atmosphere is prefered.

The following points list the processes in evaluating radiative properties which

require most of the calculation time:

— the spectral resolution,
- the calculation of the absorption coefficients,
- the integration with respect to height,

- and the integration over the zenith angle.

The spectrum may be resolved by steps with constant widths (Chou and
Arking; 1980) or by subintervals with nonconstant widths distributed according
to the line centres (Kunde and Maguire; 1974). And the integration with respect
to these subintervals may be carried out with different numerical quadratures.

The determination of the absorption coefficients is the most intricate problem.
Here, we are faced with many physical properties, e.g. the distribution of lines and
bands and, more substantially, with uncertainties in the absorption coefficients for
many reasons. In order to save computation time most line-by-line models use the
application of cutting off absorption lines in a certain distance from the centres.
Another way of reducing computation time by approximating the absorption co-
efficients is that by Scott (1974). He shifts absorption lines to take advantage of a
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mathematical simplification he proposes.

The treatment of the integration with respect to height in order to receive
high accuracy depends on the subdivision of the given atmosphere into layers.
If the layers are thin enough to assure almost homogeneity, then the calculated
absorption coefficients can be considered as to be constant within each layer. If not,
then numerical integration schemes have to be applied, or at least an assumption
of the lapse rate of the absorption coefficients between the boundaries of each layer
1s necessary.

Finally, the integration with respect to the zenith angle is performed most
accurately by numerical quadrature. Simplifications may be obtained by applying
the diffusivity factor of 1.66 or by tabulated functions of the optical thickness
(Liu and Schmetz, 1988). However, the numerical integration over the zenith
angle requires only negligible computation time compared to the above mentioned
processes.

In the present paper results of a line-by-line model for calculating radiation
flux densities and cooling rates in a clear sky plane-parallel atmosphere in the in-
frared (IR) are reported. At first the integration of the radiative transfer equation
for a plane-parallel layer is performed in section 2, followed by the integration of
the optical thickness in section 3, where assumptions concerning the lapse rate of
nonconstant concentrations are proposed which allow the analytical integration of
the optical thickness. After providing the equations for the absorption coefficients
of central ranges and wings of lines, numerical approximations used for economical
reasons are discussed. In section 4 the spectral resolution is examined in view of
numerical quadrature, and the widths and distribution of the subintervals. In sec-
tion 5 calculated fluxes are compared with results of line-by-line models recorded in
the ICRCCM study (WMO 1984). Next the influence of overlapping of absorption
bands is discussed. Finally, estimates of errors in the absorption line parameters

on the calculation of fluxes and atmospheric cooling rates are presented.



2
Equation of Radiative Transfer

We start with the equation of radiative transfer for plane-parallel layers which can
be found in standard text books (e.g. Liou, 1980).
dL,(1,, u,
Bt _ e ) = i, 0) (1)
Here L, denotes the spectral radiance, J, the source function, 7, the optical
thickness (for definition see section 3), p the cosine of the zenith angle, and ¢
the azimuth angle. For convenience the index indicating the dependence on the
wavenumber v will be omitted in the following.
First we consider a plane-parellel atmosphere divided into layers with the upper
boundary denoted by the subscript 2 the lower with 1. The geometry of such a

layer is shown in Fig. 1.
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What we want to know are the upward and downward radiances at the bound-
aries of each layer for a clear nonscattering atmosphere in local thermal equilibrium
in the IR. With the seperation in up- and downward components we get equations

(2) and (3) with B denoting the Planck function depending on temperature 7.

i / dr’
L'y, p) = L'(y, p)e= =m0k 4 / " B(T)e~('-m)m TT @)
T2
! l (4 — )/ T —(r —T')/ d'T',
Li(ry,p) = L (r3, p)e” ™ “+/ B(T)e™™ o (3)
T2

A general solution of the integrals are not known, but with the assumption of

the Planck function being linearized (Zdunkowski et al.,1974)
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B(7):= By + B*r (4)

By — B, Bity — By
= — and By=———"—""—
T2 — "N To— T

Bil

an analytical integration is possible and equations (5) and (6) are received.

L'(ro,p) = L'(ry,p)en=mllu

+ (Bo + B*ﬂ)(l - 6_.(11 —’7‘2)/#) + B*(Tg - Tle_(Tl —‘rz)/u) (5)
L'(r,p) = L'(m,p)e"(n=mln
+ (Bo — B*u)(1 ~ e~ (m=m)e) 4 B*(7y — rye=(n—m2)/k) (6)

Integrating the radiances wih respect to the zenith and azimuth angles with
the assumption of horizontal homogeneity supplies the spectral flux density F..
The further integration from wavenumber v; to v, yields the total flux density

FA, within the given wavenumber interval Av.

v2 173 2r ol
Fam = [ R =" [T [ dndudg v (7)

Because Eq. (7) cannot be integrated analytically numerical Gaussian quadra-
ture is applied for both, the integrations with respect to u and v. The letters N
and O denote the numbers of Gaussian weights ¢ and points relative to x and
v within the subinterval Ay;. The summation (the letter M) of the subintervals
yields the total interval Av. The order of quadrature may be varied within each
subinterval.

N O
Fp ()= 20 3 gkigiiLiy, (7, i Jpwi A (8)

j=lk=1I=1

Finally the cooling rate in a layer is given by

oT g, =

Approximated cooling rates for layers are calculated from the differences of the

net flux densities at the layer boundaries.
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Determination of the Optical Thickness

For calculating fluxes and cooling rates it is necessary to provide a formulation of
the interaction of radiation with the material of the layer throughout its path. In
our case of a clear nonscattering atmosphere the normal optical thickness simplifies
to the form given in Eq. (10) with the absorption coefficient k,, of the i-th gaseous
component, the height z, the absorber density p;, the absorber concentration g;,

and the gravitational acceleration g.
dry,, = =k, pidz = k,,..ﬁ dp (10)
g
To evaluate the optical thickness we have to:

— design a model atmosphere,
— consider the calculation of the absorption coefficients,

- and integrate Eq. (10).

The total normal optical thickness will then be the sum of all components.

3.1
Atmospheric Profiles

Of course, a model designed for calculating radiation transfer has to be applicable
to any atmospheric condition which mays happen to occur. Usually, the atmo-
spheric profiles are provided in the form of specifications of temperature, pressure,
and density or concentration at discrete heights. Because of the atmosphere di-
vided into layers at fixed pressure levels for the purpose of computing cooling rates,
the atmospheric properties have to be interpolated to these levels and, if possible,
to be expressed as functions of pressure within the layers.

The fixing of the pressure levels has been proved by Morcrette and Fouquart
(1985) in detail in changing the number of layers. They conclude that an atmo-
spheric model should include about twenty well suited layers in the stratosphere

and about the same number in the troposphere, too.
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Fig. 2: Atmospheric profiles given by McClatchey et al. (1978) for the

tropics (crosses), the midlatitude summer (asterisks) and the subarctic

winter (circles).



In our calculations the atmosphere is divided into about 45 layers. The actual
number depends on the conditions at the ground. If the surface pressure is higher
than 1000 hPa the boundaries of the lowest layer are fixed to surface pressure
and 1000 hpa (then the next boundary is at 940 hPa) and, if not, then to surface
pressure and 940 hPa. The further pressure differences between the boundaries of
the layers are in succession from the bottom to the top (in hPa): 11x60, 2x30,
6x25, 9x10, 5x5, 2x2.5, 7x1, and as much steps of 0.5 hPa until the atmospheric
pressure level of 1 hpa is reached.

Between two successive points of the given "real” atmosphere the conversion
between height and pressure is done with the barometric height formula with the
application of the virtual mean temperature. The temperature gradient is assumed
to be constant and the air density is determined with the equation of state. The
lapse rate of water vapor and ozone density are assumed to be exponential within

each layer.
To facilitate the comparison of different radiation transfer models it is custom-

ary to use the model atmospheres given by McClatchey et al. (1978) for tropical,
midlatitude summer and winter, and for subarctic summer and winter conditions.
The profiles of temperature and the densities of air, vapor, and ozone are shown

in Fig. 2.

3.2
Absorption Coefficients

The absorption coefficient k, of a single line is described by the product of the
temperature dependent line strength S and the normalized line shape (see for
instance Goody, 1964)

k, = S(T)f(v —vo) ,

where 14 is the wavenumber of the ideal monochromatic line. The strength of a
line in dependence on temperature is given by

2T DulT0) o M- 1) (1)
Q-(T) Qu(T) kT T

Here h and k are the Planck and Boltzmann constants, c is the velocity of light, E
is the lower state energy, and @, @, are the rotational and vibrational partition
functions. After Herzberg (1945) the quotient of the rotational partition functions

is approximately given by

S(T) = S(Th)




Q(T) T
The power j depends on the type of molecule. Values for j and the vibrational

partition functions for special temperatures are listed in Table 2.

Table 2:

From McClatchey et al., 1973

with additional temperature dependence parameter n (Rothman et al.; 1987)
Vibrational Partition Functions

Molecule | j | Tempera- | 175 200 225 250 275 296 325 n
ture

H,0 1.5 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.001 .64
CO, 1.0 1.0095 | 1.0192 | 1.0327 | 1.0502 | 1.0719 | 1.0931 | 1.1269 || .75
O3 1.5 1.004 | 1.007 | 1.013 | 1.022 | 1.033 | 1.046 | 1.066 76
N,O 1.0 1.017 | 1.030 | 1.048 | 1.072 | 1.100 | 1.127 | 1.170 75
CO 1.0 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 69
CH, 1.5 1.000 | 1.000 | 1.001 | 1.002 | 1.004 | 1.007 | 1.011 .75
0O, 1.0 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.001 .50

3.2.1
Absorption of Spectral Line Centres

For atmospheric conditions the process of forming the line shape is dominated by
collisional damping and the Doppler effect. In general, absorption line profiles are
asymmetric broadened and frequency shifted. However, there is no allbountiful
solution to collisional broadening, especially not for the wings more than several
wavenumbers away from the centre. But near the line centres pressure broadened
line shapes are given by the Lorentz profile, where ay is the halfwidth of the half
peak intensity of the line.

S(T) a!.(ps T) ¢
(=) + a2(p,T) (12)

kl,(p, T) =

At low pressures Doppler broadening from the Maxwell Boltzmann velocity
distribution of molecules prevails. The convolution of the Lorentz and the Doppler

profiles results in the Voigt profile (see for example Armstrong, 1967).

y [t e*
D) =kl [t 13
D)=kl [ (13

where



S(T) ,In2 iz
ko aD(T)( )
= Ot;,(p, )(1 2)1/2 and = — Vo(ln 2)1/2 .
ap(T) Q'D(T)

The pressure-temperature dependent air-broadened Lorentz halfwidth and the

temperature dependent Doppler halfwidth are given by

wp D) = ol R ad o =2ELma, (g
where the temperature dependence parameter n for different absorbers is listed in
Table 2.

The Voigt line shape is only valid for collisional and Doppler broadening inde-
pendent of each other. For high resolution spectroscopy deeper considerations may
be necessary. Here is to mention the article of Herbert (1974) about collisional
narrowing of the Doppler line shape which gives for the limit of soft collisions
the Galatry profile. However, as Rodgers (1976) points out: for the most impor-
tant absorbers in the atmosphere the maximum error in the equivalent widths of
spectral lines comparing Voigt and Galatry profiles will not exceed 0.3 %. In the
presence of the errors we have to tolerate in order to calculate fluxes and cooling
rates by spectral and vertical integration this may be negligible.

The parameters of the individual spectral lines, i.e. position of the centre, line
strength at given temperature, air-broadened Lorentz halfwidth at given temper-
ature and pressure, and the lower state energy, which are required for compu-
ting absorption coefficients, are taken from the HITRAN database: 1986 edition
(Rothman et al., 1987).

3.2.2
Absorption in the Wings of Spectral Lines

Various measurements have shown for the extreme wings of spectral lines that
there is no sufficient accordance between calculated and measured absorption co-
efficients. Neither the dependence of the absorption coefficient on wavenumber
nor its decrease with increasing temperature is reproduced accurately enough by

theoretical shapes as discussed by Burch and Gryvnak (1980).
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The behaviour of self and foreign broadened wings are different from each other
and, according to Burch and Gryvnak, the total halfwidth for a binary collision

at fixed temperature is given by
@ = alp, +ajp; .

Here, normalized properties are denoted by the superscript 0, p, is the partial
pressure of the absorbing gas, and p; is the one of the radiative inactive gas.
The total absorption coefficient in the range between absorption bands, called

windows, then is given by
k = k(local) + CJp, + Cips ; (15)

where k(local) is the absorption coefficient of lines lying in the window, C° and
C? are the self and foreign broadening coefficients, respectively.

Finally, Eq. 15 leads to an expression for the continuum absorption coefficient

kGont. (v, 2,05, T) = CJ(v, T)[ps + v(p — ps)] , (16)

where 7 is the ratio of the foreign-broadening and the self-broadening coefficient,
and p is the total pressure.

For the continuum absorption of water vapor in the window of 8 - 12 um
Roberts et al. (1976) found the empirical relation

CnT) = Cv)exp{Tulz — 500}

(17)
Cl(v) = a+bexp{-pv},

with the constants a = 4.18 em%g~latm™!, b = 557.8 cm?g~latm™!, B =
0.00787 ¢cm, v = 0.001 , and Tp = 1800K.

As Roberts et al. state, the estimation of v is rather difficult and the value
may be between 0 and 0.001 . The value of v assumed to be constant means that
the shapes for self and foreign broadening are the same.

No other continuum absorption than the one of water vapor at 10 um is incor--
porated into the line-by-line model, because continuum absorption should only be
important for high pressures and the absorption in the troposphere is dominated
by water vapor. The continuum absorption of H,O in the window at 4 pm is not

incorporated, because there the blackbody radiation from the surface is small.
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3.3
Integration of the Equation of the Differential Optical Thickness

It is evident from the discussion of the ébsorption coefficient that the integration
of the general form of the differential optical thickness (Eq. 10) across a layer is
not feasible. But if it is assured that the absorption coefficients do not vary with
temperature and pressure within the layer too much, by keeping the layers small
enough, we can assume that k, = k, is constant within each layer. Then, the
difficulty of the integration of the optical thickness remains just a question of the
assumptions made for the concentrations. The simplest case occurs for gases with
constant concentrations. Here the integration can be performed at once and we

receive
T1—7'2=Eu§(P1—P2) . (18)

It would be easy to treat gases with variable concentrations the same by using
an averaged concentration, but this is not necessary. If we assume that these
concentrations are exponential dependent on height within each layer, which is
more realistic especially for H;0, and do the same for the air density,

dlnq:= Alnq= dlnp:= Alnp=r (19)
dz Az dz Az
then the integration can be performed analytically.
First we make use of the relation for the concentration and get

h,

dr = E,gz-eh(‘_”)dp )
g

With the further assumption of the layers being in hydrostatic equilibrium

dp = —pgdz = —pge’*~2)dz (20)
it 1s
[_L(p ~ py) + 1P/ = ehle=z2) (21)
P29
Using the substitutions
r h
a=-—— ; n=—= ; b=—aps+1 ; D=a(p1 —p2)+1
P29 r
the integral equation for the optical thickness can be rewritten.
™ P
[Tdr = "R (e 4 dyf (22)
2 P2 g
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Finally, paying attention to two cases the difference of the optical thickness at
the boundaries of the layer is found.

k‘]z

(D™ 1) (23)

n#—-1: m-7m=

(n+ 1)
) 92 1
n=-1: m-—m=Fk*>= va —In(D) (24)

To derive the formula of the optical thickness for the case of H,O continuum

absorption equations (10) and (16) are combined to
dr = Cv, T){e+(p - e)}_g-dp . (25)

This time only the assumption that the absorption coefficients are constant
with respect to temperature within the layer have to be made. However, the
dependence on pressure can be explicitly considered. Again using the assumptions
of exponential dependences of the concentration and the air density on height and
additionally with the partial water vapor pressure e ~ ¢p/0.622, there is similar
to the above

7'1—7'2~s(1—7)/ p'lap’ + b]*" dp’ -l-t/; p'lap’ + 0" dp’ (26)
2

with using the express1ons

s =C%,T)—2— and t=C%y, T)% .

0. 622
Now paying attention to four cases the difference of the optical thickness at
the layer boundaries are received (Eq. (27), (28) , (29), and (30) ).

n;é—l,#—zyié—%
s(1 —7){ 1 (D2n+2_1)_L D+t _ 1)}

n-Tn R a2 2n+2 2n+1
5 (D™ = 1) = —— (D - 1)) (21)
n=-1
T — Ty R S(la—;ﬂ{ln(D) + b(% -1}
+ Z{a(en — p2) — bIn(D)} (28)
n=-—2
~ 3(1 — ) 1 2n+2 b 2n+1
n-noA a27{2n+2(D +_1)—2n+1(D -0l
+ ={In(D) +b(5 — 1)} (29)
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n-n ~ 820 ) - bin(D) (30)
+ {5 (DM = 1) - —— (D™ — 1))

Although the determination of the optical thickness proposed here seems to be
intricate, it is not time consuming in a model run, because it can be precalculated
once for all layers. Only the coefficients k, and C%(v,T) have to be inserted at

each wavenumber point.

3.3.1
Numerical Aspects of the Calculation of the Absorption Coefficients

The direct integration of the Voigt profile (Eq. 13) is very time expensive. Several
approximation algorithms have been proposed, where the one by Armstrong (1967)
is the most accurate, taking advantage of the coherency of the Voigt profile and
the complex probability function. Drayson (1976) and Pierluissi et al. (1977) have
proposed algorithms proceeding from Armstrong’s one, which are faster but less
accurate. Other methods with partly intuitive assumptions have been developed
by Whiting (1968) and Matveyev (1972).

Computer runs have been made to compare the calculation times and the
accuracies of the mentioned approximations. For this purpose all algorithms were
put into seperate FORTRAN subroutines where the codes given by Armstrong and
Drayson were modified by using those parts one time which are only needed for the
initialization (The FORTRAN DOUBLE PRECISION statements were disabled).

We chose an artificial spectral line at vy = 2400 cm™! and measured the cal-
culation time of each algorithm (inclusive calling the subroutine) starting at the
line centre until the distance Av=1 cm~! from the line centre was reached. Two
runs for T = 300 K were made, the one with p = 1 hPa and the other with
p = 1000 hPa. In Table 3 the quotient of the calculation time of each algorithm,
related to the time Armstrong’s code needed, can be seen.

In Fig. 3 the accuracy that each algorithm yields is shown in dependence on
the distance from the line centre. The absorption coefficients are compared with
those obtained by Armstrong’s code. We see that the algorithm of Drayson agrees
very well in any distance to the line center, the one by Pierluissi et al. likewise, but

with the exception of a narrow range about Av = .014 cm~! , where the deviation

14



reaches up to —28 %. Hence, the algorithm of Drayson is used in our line-by-line
model to calculate the absorption coefficients of the central range of spectral lines.
Table 3:

Comparison of Voigt Profile Calculation Algorithms.
Quotient of running time related to Armstrong’s code.

Authors at p=1hPa | atp = 1000 hPa
Armstrong (1968) 1.000 1.000
Drayson (1976) 0.403 0.334
Pierluissi
et al. (1977) 0.459 0.271
Matveyev (1972) 0.607 0.701
Whiting (1968) 0.402 0.448
Lorentz profile 0.151 0.174
]
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-10°-10%=10"10" =1-08 0. .05 .1 10%0" 0% 0 0"
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Fig. 3: Comparison of different codes for approximating the Voigt
shape related to the one of Armstrong (1967) as function of the distance

from the line centre.
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If we consider the time differences between Drayson’s code and the Lorentz
profile we notice that the usage of the Lorentz profile is advantageous whenever
it is possible. From Fig. 3 it is evident that the Lorentz profile yields very good
accuracy for distances of 1 cm™! and more from the centre, where the asymptotic
approach has already occured.

In order to obtain the worst possible error in using the Lorentz profile instead
of the Voigt profile, the atmospheric and spectral conditions have been chosen such
that the asymptotic approach of both profiles should be as far as possible from the
line centre. This occurs for high temperature, low pressure, and high frequency.
In this context the dependence on Lorentz halfwidth does not play an important
part.

Artificial absorption lines have been created by chosing for each of the seven
main absorbers such spectral ranges, which correspond to the line positions in
the most shortwave band of the absorbers in the IR. Results for T = 320 K and
p = 1 hPa are shown in Fig. 4 .

Distance to the Line Centre [ cm—1 ]

10 TR TN TTTT | 1 1 1 LR RIS

3 2 1 t 2 3 4
-10" -10" -1 "1 =530 5 1 45 40% 107 10

Relative Deviation [ % ]

Fig. 4 : Relative deviation of the Lorentz profile from the Voigt profile
for the denoted molecules as function of the distance from the centres

of artificial absorption lines with line positions taken from Table 4.
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The distances from the artificial line centres for each absorber, for which the
relative deviations between the Lorentz and the Voigt profile wings are less than
1 % are listed in Table 4. For distances greater than these the Lorentz profile is
used in our line-by-line model instead of the Voigt profile.

Table 4: Explanations see text

vo [em~!]  Av.[em™1]
H,O : 2300 .052
CO, 2400 .036
O3 - 2300 .032
N,O 2500 .036
co 2400 .044
CHy : 2500 060
02 : 1700 .030

4

Spectral Resolution

The accuracy of evaluating fluxes and cooling rates depends not only on the cal-
culation of the absorption coefficients but on an appropriate spectral resolution,
too. Two ways of influencing the resolution are considered: varying the division of

the whole spectrum and changing the order of the numerical integration scheme.

4.1
Division of the IR

The simplest way to handle resolution is to divide the IR into very small intervals
with constant width. If, for example, a trapezoid integration scheme would be
applied and it should be assured that the central part of each line is represented
at least by two points even in the stratosphere, then a width of =~ 10~* c¢m™!
for long wavelengths and somewhat more for shorter wavelengths (because of the
dependence of the Voigt halfwidth on frequency) should be used. For the whole
IR this would result in a few millions of subintervals.

In order to reduce the number of subintervals larger constant steps could be
used, but then many line centres could be missed which should result in consid-
erable errors. However, to obtain a line-by-line model with a reduced number of
subintervals a resolution scheme was developed which takes the spectral distribu-

tion of the absorption lines into account.
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For each absorbing gas in a calculation the positions of the line centres are
looked up, then the Voigt halfwidths at atmospheric conditions at about 50 Km
height are evaluated. All spectral points with the distance of the Voigt halfwidth
to each centre are calculated, and sorted in ascending spectral sequence.

If we suggest the line cores to have rectangular shapes, as noted similar by Fels
(1979), the widths of the central part of isolated lines in the upper part of the
stratosphere are approximately known. The double of the Voigt halfwidths, which
are given approximately by Eq. 31 (Posener; 1959), equals the widths of the cores.

ay ~ (o2 +a2)i (31)

(The notion of rectangular cores to be independent on pressure works best for high
frequencies. However, in the IR the line cores get much broader with increasing

pressure, especially for the rotational water vapor lines).

14
T

=1 t xo \\: +
external subint.

intermediate subint.

~[1LAm

Fig. 5: Spectral intervals and the distribution of the subinterval types

within the resolution scheme dependent on the spektral lines distribu-
tion (DLD).

When sorting the spectral points flags are set for isolated lines, two overlapping
lines, or clusters of more than two overlapping lines where the latter are rare in
the IR. The number of points are reduced by omitting one of the four points of
only two lines being overlapped. Here, the stronger line gets the full width of its
line core, the rest interval remains for the weaker line. For clusters of lines on
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contrary, all spectral points are used without reducing the number according to
the line strengths.

If two neighbouring cores do not overlap, the range between them is split into
two parts and subdivided as follows: The left and right most subintervals are
obtained by incrementing the logarithms of the corresponding Voigt halfwidths
by a constant amount. The following subintervals are enlarged by incrementing
the logarithm of the preceding ones. This is done until the middle of the range is
reached (the remaining ’incomplete’ subinterval is added to the last). However, it
is assured that no subinterval exceeds the width of 0.1 cm™! .

Of course, the determination of the widths of the cores are not restricted solely
to the double of the Voigt halfwith as described above. So, a higher resolution
scheme is achieved by setting the widths of the cores equal to the double of the
Lorentz halfwidths at low pressure.

Calculations were made to compare the described resolution scheme (Depend-
ing on the spectral Lines Distribution: DLD resolution) with the resolution with
constant steps of 1072 and 1073 cm™! in three distinct spectral ranges: part of the
rotational band of water vapor (400 - 410 cm™1; only H,O lines were considered),
part of the 15 pum band of CO, (620 - 630 cm™! ; CO; and H;0), and part of
the 9.6 um ozone band (1000 - 1010 cm~?; O3, CO, , and H,O with continuum

absorption).

Fig. 6: Comparison of spectral resolutions: Relative deviations of the
downward flux densities (left) and cooling rates (right) derived with
constant steps of 0.001 cm™*(solid curve), the DLD resolution with
the application of the Voigt halfwidths as half cores (dashed curve),
and the usage of constant steps of 0.01 cm™! (pointed curve) from the
DLD resolution scheme with the application of the Lorentz halfwidths
at p = 1 hPa and T = 296 K as half cores. For each subinterval an

eight point Gaussian quadrature is applied.
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All lines were cut off at the distance Av = 10 cm™! from the line centres. For
the integration over the cosine of the zenith angle a four point and for the spectral
integration an eight point Gaussian quadrature was applied. And the midlatitude
summer atmosphere was used.

Fig. 6 shows the deviations for the downward total flux densities and for the
cooling rates produced by the DLD scheme with the application of the Voigt
halfwidths as half cores, by the scheme with constant steps of 0.01 cm™!, and by
the scheme with constant steps of .001 cm™! from those of the DLD scheme with
the application of the Lorentz halfwidths at about 50 Km height as half cores.

Good agreement between all schemes is exhibited within the atmosphere, with
the exception of the resolution by constant steps of 0.01 cm™! within the strato-
sphere. The largest deviations of the scheme with the broader constant steps
(pointed) appear in the range of the rotational water vapor band (400 - 410 cm™?).
However, it is known that IR fluxes and cooling rates in the stratosphere are dom-
inated by CO,, so the larger deviations for the rotational water vapor band within
the stratosphere are negligible. The maximum deviations of the flux densities
within the stratosphere of less than 0.5 % and the cooling rates of less than 1.5 %
for the range 620 — 630 cm™! seem tolerable.

4.2
Varying the Order of the Spectral Gaussian Quadrature

As mentioned before the accuracy of calculated fluxes and cooling rates is affected
by the order of the numerical integration scheme. In order to reduce computa-
tion time without losing too much accuracy we want to avoid using a quadrature
of high order when it is not necessary. The line-by-line model with DLD reso-
lution distinguishes three spectral ranges: line cores, intermediate subintervals,
and external subintervals. Here, as indicated in Fig. 5, intermediate subintervals
are located in the range extending from the core to the spectral point where the
Lorentz halfwidth (at 1 atm and T = 296 K) is reached. External subintervals
then lie between the spectral positions of the Lorentz halfwidths at p = 1 atm of

two adjacent lines.
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For each of these interval types different orders of the numerical integration of
the DLD scheme with the application of the Voigt halfwidths as half cores were
tested. As reference the flux densities and cooling rates calculated with an eight
point Gaussian quadrature in each of the three interval types are used. Retaining
all computational settings and the eight point in the respective other ranges now
a five point quadrature for the cores (solid curve in Fig. 7), for the intermediate
subintervals (dashed curve), and for the external subintervals ( pointed curve) is
applied.

From Fig. 7 it is evident that sensitivity is highest in the intermediate subinter-
vals. This is quite reasonable because here the transition from line core behaviour
to wing behaviour is found, if we go through the atmosphere from the ground to
the top. If very accurate fluxes are needed, an eight point quadrature is recom-
mended here. However, deviations of less than 0.5 % of downward flux densities
and of less than 0.7 % of cooling rates within the stratosphere should be sufficient
in most cases.

The interval between 400 - 410 cm™! is the only one in which the influence
of varying the order of quadrature in the external subintervals can be examined
because in the other two ranges external subintervals are too scarce. There it
seems that the five point quadrature is sufficient enough.

For the core range, there are larger deviations only in the interval within the
ozone band. However, the maximum of relative deviations of the cooling rates
occurs where a change from cooling to heating happens and the absolute values of
the cooling rates in 30 Km height are rather small.

Finally, the application of a two point Gaussian quadrature for the cores within
the DLD scheme with the Lorentz halfwidths as half core widths gives sufficient re-
sults (maximum relative deviation of - 0.1 % for the downward flux densities within
the stratosphere). However, for this resolution scheme the number of subintervals

is higher.

Fig. 7: Variation of the number of points for the Gaussian quadrature
(npG) with the denotation npG(core, intermediate subintervals, exter-
nal subintervals) : solid curves with npG(5,8,8); dashed curves with
npG(8,5,8); pointed curves with npG(8,8,5).
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4.3
Flux Densities and Cooling Rates in the Range of 1100 to 1500 cm~!

In this section the comparison between the spectral resolution scheme of dividing
the IR into constant subintervals (0.01 cm™! width) and the DLD resolution scheme
is applied on the spectral range 1100 - 1500 cm~!. Within the DLD scheme
Gaussian quadrature has been applied with three points for the line cores (which
widths equal the double of the Lorentz halfwidths at p = 1 hPa), eight points for
the intermediate subintervals, and five points for the external subintervals. This
spectral interval is chosen, because here intricate overlapping of absorption bands
is found. Considerable absorbers are H;O (with continuum absorption), O3 , CH, ,
and N,O.

Flux densities and cooling rates were calculated for a midlatitude summer

atmosphere with both resolution schemes.

Interval: 1100 —~ 1500 em=—1 Interval: 1100 ~ 1500 ¢m—1

— 50 Y — 50 T
£ £ i
X 45 |- X 45 [}
— — 1
= £ !
& r & o !
f f '
]

35 |- 3 |- :

30 - Wl T

23 |- 28k

20 & 20

15 15 |

0} 10 [ r

5 5

g L 0 1

=.1 0. a 2 3 -3 -2 -1 a 1
Deviation of Fluxes (down) Deviation of Cooling Rotes

Fig. 8: Relative deviations (solid curves) in % and absolute deviations
(dashed curves) in W/m? for the downward flux densities and K/d for
the cooling rates with the application of the spectral resolution with
0.01 cm™! constant width and the DLD resolution scheme with the
application of the Lorentz halfwidths at p = 1 hPa and T = 296 K as
half of the widths of the cores.
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In Fig. 8 the relative deviations of downward flux densities (left picture) and
cooling rates (right) are drawn as solid curves and the dashed ones represent the
absolute deviations. The absolute deviations for the cooling rates and for the
downward are almost vanishing, so there is no need to be concerned with the
relative deviations. Not shown are the upward flux densities, because even the
relative deviations are almost vanishing.

These results seem to justify to use the constant step width 0.01 cm™! in
conjunction with the eight point Gaussian quadrature in any spectral range of

the IR.

5
Calculation of Flux Densities and Cooling Rates in the IR

For the following calculations the same settings in our line-by-line model will be
retained:

The inclusion of the Voigt line shape is approximated as discussed in sec-
tion 3.3.1 and all absorption lines are cut off at the distance of 10 cm™! from the
line centres.

In the atmospheric window between 8 um and 14 um the water vapor continu-
um absorption according to Roberts et al. (1976) is included additionally to the
line-by-line absorption coefficient.

For the numerical integration over the cosine of the zenith angle a four point
Gaussian quadrature is used.

The atmosphere is divided into layers with the pressures at the boundaries
mentioned in section 3.1 . The densities of water vapor and ozone are taken from
the applied model atmosphere and for the gases with constant concentrations the
following values are used: COj: 300 ppmv; N,;0: 0.28 ppmv; CO: 0.75 ppmv;
CH,: 1.75 ppmv, and O,: 20.95 %.

The evaluation of the optical thickness for gases with constant concentrations is
carried out according to Eq. (18), the one for water vapor and ozone line absorption
with the assumption of the concentrations being exponential dependent on height
within a layer according to Eq. (23) and (24), and for the water vapor continuum

according to equations (27) to (30).
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5.1
Comparison of Flux Densities with the ICRCCM Study

The mentioned settings facilitate the comparison of calculated flux densities with
those recorded in the ICRCCM study (the InterComparison of Radiation Codes
in Climate Models; WMOQO 1984). In this study, among other things, the results
of several line-by-line models have been compared with each other for various
atmospheric states and absorbers. The comparison with results of our own model is
restricted to flux densities in a midlatitude summer atmosphere with absorption by
a) H3O lines only, b) CO; lines only, ¢) Oj lines only, and d) with total absorption
in the IR by CO;, O3, H;0 (with continuum), CHy4, and N,O.

From Table 5 it is evident that there is good agreement between all line-by-
line models, if the lines of only one absorber (for CO; the adjusted flux densities
have to be compared, see footnotes 6 and 7) are considered seperately. Only in
the case of the 14 pm ozone band the flux densities show a discrepancy between
the ICRCCM study and our own results. However, as already suggested in the
study, the line-by-line models use different line parameter compilations. Since the
AFGL 1980 edition used by GLAS and GFDL and the edition from 1986 used
in our model several updates and inclusions of new bands for ozone have taken
place. Finally, the fact that the sum of the (own) flux densities of both bands
(5.76 W/m?) deviates from the value of the (own) flux densities for the whole IR
(5.86 W/m?) is due to ozone absorption lines out of the 9.6 and 14 um bands.

The comparison of fluxes for the case of water vapor lines shows that the
agreement between our own model and the one of GLAS is much better than with
LMD. This is probably due to the fact that GLAS and our model performed for
the shown results angular integration and a strict cut off of all lines at the distance
of 10 cm™!. Whereas the LMD model applies the diffusivity factor D=1.66 and
the cut off criterion 800 X a,. Hence, in the LMD model the cut off distance for

water vapor lines in the lower troposphere is up to 80 cm™!.
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Table 5 ,
Comparison of flux densities from the ICRCCM study with own calculations

up down net up?) down net up
Source Fsu.rface Faurjacc Fsurface Ftrop. F:rop. Ftrop. Ftop

From Table 2: Line-by-line flux calculations (W/m?) for CO; only.
Midlatitude Summer, 300 ppmv CO,

GISS? 423.57  75.36  348.21 371.49 384.33
GFDLY 423.57  75.38  348.19 371.96 384.54
LMDY 423.57  76.38  347.19 371.04 383.52
own®)7) 423.56  75.85  347.75 371.35 384.15
own?®) 422.81  75.85  347.00 370.60 383.40

From Table 5: Line-by-line flux calculations (W/m?) for O3 only.
Midlatitude Summer, 9.6 um + 14 um bands

GLASY 423.48 5.92 417.56 416.54 412.06
GISS 423.56 6.37 417.19 416.03 411.70
GFDL 421.37 6.07 415.30 414.31 409.82
LMD? 420.98 4.99 415.98 414.43 411.56
own!©) 422.81 5.86 416.94 416.05 412.06
own!1):12) 5.76

9.6 um band only

GLAS 4.40
GISS 4.79
GFDL 4.43
LMD 441
own 4.39
14 pm band only

GLAS 1.50
GISS 1.58
GFDL 1.53
own!?) 1.37
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Table 5: continuation

up down net up down net up
Source Fsurfa.ce Fsurfacc Fsurface Ftrop. Ftrop. Ftrop. Ftop

From Table 4: Line-by-line flux calculations (W/m?) for H,O (lines only).
Midlatitude Summer; interval: 100 - 2600 cm™!

LMD 420.98  267.29  153.69 324.71 329.51
GLAS  420.97 263.25 157.73 328.93 334.61
own 420.94  263.64  157.30 328.25 334.82

From Table 8: Line-by-line calculations for midlatitude summer atmosphere

including CO2 , O3 , H,O (with continuum), CH4 and N,O .

The LMD results are for 300 ppmv CO, , whereas the GLAS results are for 330 ppmv.
The spectral interval 100-2600 cm~! was used in all calculations.

LMD 421.00 341.80  79.20 288.30 20.70 268.00 284.00
GLAS 421.00 341.30  79.60 288.90 21.20 267.80 283.30
own'®  420.94  342.37 7857 290.13 21.43 268.70 285.70
(Continuum absorption in the interval 8 — 14 ym)

own 420.94  329.81 91.13  201.56 21.60 269.96 287.10

(Continuum absorption in the interval 8 — 12 um)

1) Tropopause at 13 Km or 179 hPa
) Goddard Institute for Space Studies, New York. Spectral range: calculation dependent

3)  Geophysical Fluid Dynamics Laboratory, Princeton. Spectral range: 0 - 2200 cm~!
4 Laboratoire de Meteorologie Dynamique, Paris. Spectral range: 100 - 2600 cm™!

5)  Goddard Laboratory for Atmospheres, Greenbelt, Maryland. Spectral range: 0 - 3000 cm™!

6)  settings for the own calculations as described in the text
spectral range: calculation dependent; used here: 10 - 2500 cm™~!

7 The results of the GFDL and LMD upward and net fluxes have been adjusted to those
which the various models would compute for the interval v = 0 to oo,
and so we did with our own results

8)  pure results without adjustment

®) LMD results include only partially the contribution of the 14 um band

10)  application of all lines in the IR

1) only for the sum of the 9.6 um and 14 um bands contributions

12)  GLAS and GFDL used AFGL line parameters from the 1980 edition.
However, in the 1982 edition a new band has been included (Rothman et al., 1983),
and in the 1986 compilation several updates took place

13)  own calculation with 300 ppmv CO,
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In comparing the flux densities calculated with the consideration of all lines
and the inclusion of the water vapor continuum absorption there is to state that
the fluxes of our model are larger than those of LMD and GLAS for both directions
at any level (except the upward flux at the surface). The largest differences are
found between GLAS and our model for F.} with 2.4 W/m?. However, this is
quiet understandable, because the larger CO; concentration used in the GLAS
model reduces upward flux densities. The largest percentage deviation is found at
the tropopause for the downward flux between LMD and our model with about
3.5 %.

Faced with the differences of about 4 W/m? at any level between GLAS and
LMD for H;O (lines only) absorption and the different treatment of the line cut
off, the agreement between both models for including all absorbers seems amazing.
Therefore, it is difficult to understand the reason for the remaining differences of
flux densities.

Finally, the comparison of own fluxes calculated with the inclusion of water
vapor continuum absorption in the spectral interval 8 — 14 um with those for the
interval 8 -~ 12 um demonstrates the importance of absorption by far wings of

water vapor lines.

5.2

Dependences of Flux Densities and Atmospheric Cooling Rates on the

Degree of Overlapping of Absorption Bands

For estimating the influence of overlapbing of absorption bands in spectral sub-
ranges, the absorption coefficients at STP for the seven main absorbers in the IR
for the case of a midlatitude summer atmosphere have been calculated. The IR
has been divided corresponding to the vertical dashed lines of Fig. 9 according to
the presence of overlapping absorption bands. The horizontal dashed part for HzO
denotes the continuum absorption range.

Calculations were carried out with subintervals of constant spectral resolu-
tion of 102 cm~! because of two reasons: firstly, this scheme needs much less
computation time than the DLD resolution scheme and secondly, only the reso-
lution with constant steps allows to calculate the transmission for each absorber
separately and to evaluate the transmission for the case of overlapping bands by
multiplying the single transmissions. (As mentioned before the DLD resolution
scheme depends on the spectral distribution of the lines, so that the calculation
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of transmissions for each single absorber and the combination of absorbers would
need its own computation run.)

The resulting downward total flux densities are shown in Fig. 10 and the at-
mospheric cooling rates in Fig. 11 for the subintervals a - p as indicated in Fig. 9.
Taking into account the magnitudes of the resulting flux densities and cooling
rates we notice that for some subintervals overlapping of bands is negligible, for
others the overlapping of only two bands has to be considered, and only for the
range between approximately 1000 - 1300 cm™! intricate overlapping might be

considered.

Fig. 9: Division of the IR according to the distribution of the absorp-
tion bands. The horizontal dashed part for H,O denotes the continuum

absorption range.
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Fig. 10: Downward flux densities in different spectral intervals with
the division of the IR according to Fig. 9. The solid curve denotes the

contribution of the seven main absorbers.
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Fig. 11: Atmospheric cooling rates in different spectral intervals with
the division of the IR according to Fig. 9. The solid curve denotes the

contribution of the seven main absorbers.
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With regard to radiation fluxes and cooling rates approximated by narrow
or broad band models it is desirable to avoid band overlapping as much as it
is reasonabel. Therefore, from the preceding results, the spectral intervals and
absorbers are set according to Fig. 12 in order to test whether reliable fluxes and

cooling rates can be achieved.

Fig. 12: Division of the IR according to the distribution of absorption
bands with neglected weak bands.
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Here the contributions of O, , CO, and N;0 to absorption of radiation in
the IR are totally neglected, and no absorption at all is considered in the range
between 2200 - 2500 cm™!. The comparison of the cooling rates and total flux
densities with those obtained with the full consideration of all lines in all parts
of the IR is shown in Fig. 13 and 14 (solid curves) in the form of relative and
absolute deviations, respectively. The dashed curves result from calculations with
additional inclusion of the ozone band at 14 um (indicated by the dashed line in
Fig. 12).

Within the stratosphere cooling rates show deviations up to £ 10 %. In the
region of the tropopause the relative deviations go up to 50 % . However, these
large relative deviations only occur where the absolute deviations are small. In
the troposphere (below 10 Km) the absolute and relative deviations are small.

The deviations of the upward flux densities (Fig. 14, top) do not exceed 1 %
or 3 W/m?, respectively. For the downward flux densities (Fig. 14, bottom) the
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Fig. 13: Deviations of cooling rates of bands corresponding to Fig. 12
from cooling rates with the application of all lines in the IR. Dashed

curve with the inclusion of the 14 pum band of ozone.

relative deviations have a maximum of 7 % (=~ 0.5W/m?) at about 27 Km and get
less towards the ground. The absolute deviations, however, increase with decreas-
ing height and reach a maximum of about 2.8 W/m? in the lower troposphere.
But the inclusion of the 14 um band of ozone improves the results especially in
the lower stratosphere.

However, if weak bands are neglected, the effect of possible or potential changes
in the concentration of atmospheric absorbers has to be discussed.

As it can be seen from Fig. 10 for the midlatitude summer atmosphere, the
downward flux density in the interval 950 —~ 1100 cm™! is dominated by ozone in the
stratosphere and by water vapor and ozone in the troposphere. The contribution
of CO; may be neglected concerning the application of narrow and broadband
models, which means in the considered interval an error of about 0.7 W/m? at the
surface.

But, if for example the atmospheric composition is changed by doubling the
CO; concentration, and by reducing the ozone density to the half and the one for

water vapor to the tenth at all levels, then the neglecting of the CO, contribution to
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downward flux density leads to an error of about 2 W/m? at the surface. Therefore,

the weak band of CO, has to be taken into account.

Nevertheless, neglecting of weak bands in some intervals gives sufficiently ac-

curate fluxes and cooling for any reasonable atmospheric composition.
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curve with the inclusion of the 14 ym band of ozone.
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5.3

Dependences of Fluxes and Cooling Rates on Error Bounds of the Line

Parameters

In using the HITRAN line parameters we assumed in the preceding text that the
tabled parameter values are correct. However, these values are not known precisely,
because they were obtained by measurments or approximations. Rothman et al.
(1986) discuss the error bounds of the line strengths and the halfwidths in detail. In
the following a sensitivity study of line-by-line calculations to possible systematic
errors is presented. However, not the uncertainty of each line parameter is applied
(which is in fact not given), but from the specifications in the HITRAN atlas an
average error of 10 % for both, line strengths and halfwidths may be inferred.

For economical reasons the variation of the line strengths and the halfwidths are
combined in such a way that the resulting error in the absorption coefficient gets a
maximum. From the Lorentz line shape (Eq. 12) and the Voigt line shape (Eq. 13)
it is evident that increasing the line strength increases the absorption coefficient in
any spectral range, too. For the Lorentz profile enlarging the halfwidth also causes
an increase of the absorption coefficients in the wings. Calculations with the Voigt
line shape show only little influence of enlarging the halfwidth on the absorption
coefficients in the central range at high wavenumbers and (or) low pressure. At
high pressure forming the line shape is dominated by collisional broadening and
enlarging the halfwidth diminishes absorption according to the Lorentz profile in
the central line range. However, it is known that absorption of radiation at high
pressure occurs mainly in the wings of absorption lines. Therefore, the strongest
influence on absorptions coefficients occur when either the line strengths and the
halfwidths are enlarged simultaneously according to their error bounds or when
they are diminished at the same time.

In order to get the resulting error bounds of cooling rates and flux densities,
the calculations have been performed for: a) the line strengths and halfwidths
of the HITRAN parameter atlas were decreased by 10 %, b) the parameter have
been used as they are, and c) they have been increased by 10 % . The deviations
of the cases a) from b) and c) from b), respectively, are shown in Fig. 15 for the
cooling rates and Fig. 16 for the flux densities. There, the solid curves stand for
decreasing the line parameters and the dashed ones for an increase.

Only those levels are considered where the absolute deviations are not negligi-

ble. Here, the cooling rates show relative deviations up to + 4 % in the troposphere
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the line strengths and the halfwidths by - 10 % leads to the solid curve.
The dashed curve is due to an increase of 10 % for both.

and up to £ 10 % in the middle stratosphere. The maximum absolute deviation
of about + 0.8 K/d is found in the upper stratosphere.

The upward flux is affected most in the whole troposphere with the consequence
that flux densities at the top of the atmosphere show deviations about 4 1.5 %
which means about + 3 W/m?2. The maximum uncertainty for the downward flux
densities is even larger. Here we find at the height of 3 Km the amount of about
5 W/m?2.

These mentioned deviations give an idea of the possible uncertainty even of
line-by-line flux and cooling rate calculations due to the presently knowledge of

line parameter values.
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6

Summary

In the preceding text a line-by-line model is described which is designed for the
purpose of proving the influence of uncertainties of the line shapes and the pressure-
temperature dependence of halfwidths as well as affections of numerical properties
(orders of numerical quadratures and the subdivision of the IR) on the calculation
of radiation fluxes and atmospheric cooling rates.

We have foundthat in general for large spectral ranges the resolution with con-
stant subintervals of 0.01 cm™~! widths in conjunction with an eight point Gaussian
quadrature gives high accuracy in the troposphere. For most parts of the strato-
sphere relative deviations of the cooling rates are less than 0.25 %. In the lower
stratosphere the absolute deviations of cooling rates are small so relative deviations
up to a few per cent do not matter.

For smaller spectral intervals the division into subintervals of 0.01 cm™! widths
gives accurate results for the troposphere, too. But for the stratosphere this may
lead to deviations of several per cent for the cooling rates in spectral ranges with a
large number of isolated lines. Here the application of the DLD resolution scheme is
advantageous which agrees well with the resolution by subintervals of the constant
widths 0.001 cm™ (the latter needs more computation time).

To estimate the influence of overlapping bands the IR is divided into 16 subin-
tervals and calculations of fluxes and cooling rates were carried out for each of
these. There, we have considered each of the seven main absorbers seperately and
the effect of overlapping of all lines of all absorbers. It has been found that for
those applications, where a 10 % accuracy of cooling rates would be sufficient,
it 1s possible to use the mentioned intervals with the consideration of only two
absorption bands in each. However, for the range 650 — 800 cm™! the additional
inclusion of the 14 pum ozone band to the bands of H,O and CO, improves the
results in the stratosphere. It is also necessary to include the 10.4 um CO; band
additionally to the 9.6 um ozone band and the water vapor continuum range, if
drastically enlarged carbon dioxide concentrations are considered.

Finally, we have tried to estimate an uncertainty range for cooling rates and
fluxes due to errors in the line parameters by the rough assumption that all line
strengths and halfwidths are uncertain by about 4+ 10 %. A more detailed con-

sideration of the uncertainties of the individual line parameters would probably
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narrow the error margin, because the strengths of strong lines are better known
than those of weak. On the other hand effects of the badly known dependence of
the halfwidths on temperature have not been considered. This is also true for un-
certainties of absorption line shapes. However, a further examination of this and
considerations concerning the integration of the equation of the optical thickness,
notably for larger atmospheric layers, would be certainly more economic by ap-
proximation algorithms if these are available for calculations of fluxes and cooling

rates with sufficient accuracy.
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