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The best of man is like water,

Which benefits all things, and does not contend with them,

Which flows in places that others disdain,

Where it is in harmony with the Way.
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Abstract

The terrestrial biosphere is believed to play a prominent role in the global carbon cycle

at time scales from one year to several decades. Consequently, models are required that

simulate vegetation activity on a global scale and are able to predict biogeochemical fluxes

of plant and soil carbon, COz and various isotopes.

However, recent biosphere model intercomparisons, some initiated by the International

Biosphere Geosphere Programme (IGBP), have shown large discrepancies in model results,

such as net primary production (NPP) or the net vegetation-atmosphere COz flux. Those

discrepancies probably arise from considerable conceptual uncertainties regarding how veg-

etation activity should be represented on large spatial scales. As a consequence, reliable

validation strategies are needed in order to increase confidence in global vegetation models

and eventually allow predictions into the future.

Long-term and global measurements of visible and near-infrared reflectances of the

earth's surface carried out on board a series of NOAA polar orbiting satellites constitute

a particularly well suited data set to check and improve global vegetation models. Such

data have often been converted to vegetation indices (e.g. NDVI) and then translated into

biophysical quantities, such as LAI or biomass. This approach, however, leads to serious

problems of accurac¡ because viewing conditions, soil background colour and atmospheric

conditions have a large impact on the signal.

Such difficulties have so far seriously impeded quantitative exploitation of satellite data.

Therefore, a different strategy is adopted in the present work that is able to avoid such

problems to a large extent. Instead of using satellite measurements directly as input data,

the study aims at a synthesis of vegetation modelling and remote sensing technology. It is

decisive that the vegetation model developed in this context can be run on its own, without
reference to satellite data.

The strategy consists of predicting the satellite signal by a combination of vegetation

and radiative transfer models. It is thus possible to consider both errors in the process

of measurement and uncertainties of vegetation modelling. As a next step, the model is

constrained such that measurements and simulations agree within the estimated range of

uncertainties. Only with this approach, quantifiable indications of the usefulness of satellite

data for vegetation carbon-cycle modelling can be delivered.

The model developed within the context of this work simulates the photosynthetic rate

of land plants embedded within a full energy and water budget of the earth's surface.

The link between CO2 uptake and water loss by transpiration through stomatal control is

represented explicitly. Plant and soil respiration are also calculated. Various results with

two photosynthesis schemes and different vegetation maps are compared, and the sensitivity

of the model against uncertainties implied in several parametrisations is assessed. Mean

global NPP is thus calculated to be 76 GtC (billion tons of carbon) with an error estimate

of f50 GtC. It appears that the large scatter range between models mentioned above is a
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true result of cumulated uncertainties involved in a mechanistic description of vegetation

activity.

A comparison of simulated satellite data with measurements shows good agreement for

most vegetation zones. Deviations exist for boreal coniferous forests (too "greent' in the

model), tundra (too barren) and for the contrast between wet and dry season in the tropics

(too large). Human impact can also be detected in some instances. A constraint of model

calculations to fit the satellite data reduces the global error estimate in NPP to t36 GtC.

The impact is largest for neadle-leaved forests and tropical savannas. This version of the

vegetation model agrees with conclusions by other authors that large parts of the tropical

rainforests depend on large soil water storage during the dry season.

Results are checked against the seasonal cycle of atmospheric CO2 concentration through

an atmospheric tracer transport model. Transport is prescribed from routine weather fore-

casts of high accuracy. It appears that within the modelling uncertainties, the simulations

that have been constrained by satellite data all agree with CO2 measurements - within

the error implied by this test. By comparison, there is less agreement for the mean uncon-

strained simulation, and some simulations within the uncertainty range of the unconstrained

model versions clearly contradict the measurements.

The conclusion is that on a global scale, satellite data have at least the same value for de-

termining vegetation activity as have CO2 measurements in the free atmosphere. In highly

productive but water limited areas, most threatened by human impact or a possible climate

change, their usefulness is particularly large. Because a multitude of micrometeorological

and optical factors can influence the signal, a quantitative interpretation of those data is

made possible only by a synthesis of observations and vegetation model simulations. At
present, these two data sets probably constitute the main constraint we have on vegetation

models.
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Glossary

AVHRR: Advanced Very High Resolution Radiometer, instrument on board the NOAA series of satellites.

C3: Photosynthetic pathway of most la.nd plants, with -+ Rubisco as the primary COz fixating enzyme.

C4: Photosynthetic pathway of many grasses growing in dry and warm environments, where COz is first
bound by the highly efficient enzyme -l PEPcase and stored in the form of malic acid, in order to

be fixated again in the chloroplasts of the bundle sheath cells, in the same way as in -+ C3 plants.

CL: Cramer-Leema¡rs (climate data set).

MI: Moisiure index, precipitation divided by potential evapotranspiration.

FC: Fractional cover, vegetated area divided by total ground area.

FPAR: The fraction of + PAR absorbed by plants.

GEMI: Global Environment Monitoring Index, an adva.nced vegetation index for -+ AVHRR data.

GPP: Gross primary productivity, equal to the gross photosynthesis rate (with photo respiration sub-

tracted).

IGBP: International Geosphere-Biosphere Programme.

ISCCP¡ International Satellite Cloud Climatology Project.

LAD: Lea,f a.ngle distribution.

LAI: Lea,f area index, one-sided lea,f area per ground area.

NADIWAS: New Adva¡rced Discrete model With Anisotropic Soil, model to simulate the reflectance at

the earth surface.

NDVI: Normalised Difference Vegetation Index, traditional vegetation index,

NPP: Net primary productivity, -+ GPP minus plant respiration.

PAR: Photosynthetically active radiation, portion of the visible light spectrum that is useful for photosyn-

thesis.

PEPcase: Phosphoenol pyruvate carboxylase (-+ C4 photosynthesis).

RES: Soil respiration respiration. COz release by soil organisms during decomposition of organic material.

Rubisco: Ribulose bisphosphate carboxylase oxygenase (-+ C3, C4)

SR: Simple Ratio, vegetation index.

GDD: Growing degree days.

ar: Grade of absorption by the soil (for total solar spectrum).

a,,e: Grade of absorption by the soil below dense vegetation.

a,: Grade of absorption by vegetation.

b": Parameter of stomatal control.
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cr: Simulated CO2 concentration in the free atmosphere.

c¡: Average of the ì c; simulations.

c¿,o6": Measured COz concentration in the free atmosphere.

co: Specific heat of air at constant pressure (a: 1005 J kg-lK-l).
cr: Maximum supply rate of the root system (ca. 1 mm/h).

d: ïme in days, Julian day number.

d¡,: Depth to which the soil is assumed frozen.

dran: The direct portion of -+ PAR.

d¿oo: Depth for the ca,lculation of the soil albedo (10 cm).

d;: Depth of the i'th soil layer.

d,: Rooting depth.

d,: Direct portion of -+ ,R".

eo: Vapour pressure in air.

ea¡: Daily minimum of vapour pressure in air.

e": Saturation vapour pressure.

e,: Evergreen fraction of vegetation.

/1""td: Sand fraction of the topmost soil layer.

/.: Fractional cover, -+ FC.

fftf : Effective fractional cover, including shadows (light absorpiion).

f",*ori Maximum fractional cover.

/cs: Raction of -+ C3 grasses.

/c¿: Flaction of -+ C4 grasses.

/": Ratio of actual to potential evapotranspiration,

"fp¡æ: -+ FPAR

f p.sa,.¿ -+ FPAR portion of evergreen vegetation.

fpftfti Manmum of the monthly means of -' FPAR.

f n¿: -+ Ra," / -+ A.,o.

/¡,ç: Growth respiration costs.

f R,teaf z Leaf fraction of total maintena¡rce respiration.

TN¡eø¡i Leaf fraction of total plant nitrogen.

,fR,o: Conversion factor from -+ NPP to I Ac,o,

/s: Shrub fraction of totd vegetation.

fu: Tree fraction of total vegetation.

/u: Fraction of total vegetation assigned to vegetation type o.

/-: Raction of wet days on a monthly average.

g: Surface gravity (9.8J. m s-2).

g": Stomatal conductance.

gr,o: Stomatal conductance without water limitation,

à: Height above mea¡r sea level.
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lrr: Vegetaûion height.

Â: Relative amplitude of vapour pressure in air at potential evapotranspiration.

hs: Relative humidity at sunrise a¡rd maximum soil drought.

h",: Snow height.

j2: Mean quadratic deviation of -+ c¡ from -) c;,o¿" normalised by -+ øf .

k: COz specificity of -+ PEPcase (-+ C ).
k: von Karma¡rn constant (0.41).

l: Cumulative LAI counted from the surface (as z-axis in a ca,nopy).

r¿: Relative sunshine du¡ation.

n": Degree of cloudiness,

n,: Number of soil layers (for calculating the bucket size).

p: Surface air pressure,

p¡: Standard air pressure at sea level (101.3 kPa).

p.¿: Probability of a wet day following a dry day"

p-.: Probabiliiy of a wet day following a wet day.

r2: Explained varia,nce, square of the correlation coefficient.

rc4: Ratio of -+ C4 grasses to the total amount of grasses.

rp¡¿: Ratio of potential to actual -+ PAR.

rpA1di The ratio -+ rpAR on dry days.

rpAaua The ratio -+ rpAr- on wet days.

16: Sun-earth dista¡rce.

s: Slope of the vapour pressure curve, -+ 0e"(T)107.

sf : Variance of the simulated value -+ c¡.

f: Time.

ú¿,,: Longwave transmissivity of vegetation.

tpent Ltmospheric transmissivity for -+ PAR.

tptn,o'. ta¡rsmissivity for the direct portion of -+ PAR.

ú,: Evaporation time (status variable of the Ritchie model).

u: Wind speed above ca¡ropy,

'rri,maai Capacity of skin reservoir per leaf area.

.4,: Net photosynthesis rate, assimilation rate.

,40: Assimilation rate without water limitation.

,4",s: Canopy assimilation rate without water limitation,

C": COz concentration in air.

C¿z COz concentration inside the leaf.

C¿,o¿ COz concentration inside the leaf without water limitation.

Ci,*¿n, Minimum CO2 concentration inside the leaf (for Monteith photosynthesis scheme)

Ca,*l Carbon content of dry matter (0.45 gClù.

D: Dema¡rd for evapotranspiration.
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.Ð: Rate of evapotranspiration.

^Ð: Activation energy for several variables (photosynthesis).

.E,n: Equilibrium evapotranspiration.

.E¡: Evaporation from the skin reservoir on leaves.

"8": Soil evaporation.

E ",*o"2 Potential soil evaporation.

.E"r: Snow evaporation.

E "n,*o*i Potential snow evaporation,

E¿: Transpiration rate, evaporation through leaf stomata,

,Ðo: Evapotranspiration from vegetation (-+ Et* -+ E¡),

Eu,*o,i Potential evapotranspiration from vegetation.

Epe¡"t Energy content of -+ PAR quanta (220 kJ/mol).

.F: Conversion factor from solar radiation to -+ PAR.

l¿z Mean daily degree of leaf wetting.

F¿¿rz Conversion factor for the direct portion of -+ PAR.

G: Soil heat flux.

Go: Aerodynamic conductance between the canopy a¡rd the reference height (10 m)

G.: Canopy conducta¡rce (in m/s).

G.,s: Canopy conductance without water limitation.

.I/: Sensible heat flux.

.É1.n: Sensible heat flux at equilibrium evapotranspiration.

11,: Sensible heat flux from the soil.

Iy'r¡ Sensible heat flux from the vegetation.

/p¿n: Rate of -+ PAR absorption.

./: Electron tra,nsport rate.

,/6:: Carboxylase limited assimilation rate (Farquhar model).

,/ø: Electron transport limited assimilation rate (Farquhar model).

J2: Mean of -+ j2 over the error range of simulations,

,.I"¡ Carboxylase limited assimilation rate (-+ C4).

"/.: Combined electron tra.nsport a¡rd -+ Rubisco limited rate (-+ C4).

"/¡: Electron transport limited assimilation rate (-+ C4).

-16:: Carboxylase limited assimilation rate (Farquhar model).

J¿: Electron transport limited assimilation rate (Farquhar model).

1l: Extinction coeficient (light absorption).

lfrz: Extinction coefficient at noon (light absorption).

llc: Michaelis-Menten consta¡rt of carboxylation.

Ko: Michaelis-Menten consta¡rt of oxygenation,

4: Lapse rate of the standard atmosphere (0 K/km).

Mo: molar mass of dry air (28.964 g/mol).
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M"z molar mass of ca.rbon (12 gC/mol).

N,: Number of vegetation types at a model pixel.

N¿: Number of layers for light absorption within a canopy.

Onz Oz concentration inside the leaf.

P: Precipitation rate.

P: Monthly mean of precipitation.

R: Intercepted precipitation by vegetation.

P,: Precipitation rate arriving at the surface.

P",: Snowfall.

P-: Mean precipitation on wet days.

Q: Heat stored in vegetation a,nd canopy air.

8¡¡: Biochemical heat.

Qro: Soil respiration change factor at a temperature rise of 10"C.

rR: General gas constant (3,314 J K-1mol-1).

R1: Upward light flux within 2-flux scheme.

r?1: Downward light flux within 2-flux scheme.

Rat LeaÍ or dark respiration,

r?¿,.: Canopy integral of dark respiration.

r?r: Solar radiation.

r?¿1: Longwave radiation from the surface.

.R¿1: Longwave radiation from the atmosphere down to the surface.

.R,: Net radiation balance.

.R,": Radiation bala¡rce of the surface.

,R,,: Radiation bala¡rce of vegetation.

.Ro¿: Sola¡ radiation above the atmosphere.

Rpdnz -+ PAR at the surface,

r?o: Growth respiration.

.R¡z : Maintenance respiration.

,9: Water supply from the roots.

So: Solar consta¡rt (1360 Wm-2).

^9-: Rate of snow melt.

1: Near-surface air temperature.

f: Daily average temperature,

?: Daily temperature amplitude.

?o.s: Soil temperature at 0.5 m depth.

To.s^o,z Annual maúmum of the monthly averages of -+ ?0.s,

?r.s: Soil temperature at 1.5 m depth.

7¡<: Air temperature in Kelvin.

f": Annual mean temperature.
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Q: Average temperature of the coldest month.

?a: Daily temperature amplitude on dry days.

T*¡n: Datly temperature minimum.

fl,: Canopy or vegetation temperature,

fl,: Average temperature of the warmest month.

T-: Daily temperature amplitude on wet days.

?4: Phenological temperature for calculating --) A-.

f4: Temperature saturation for calculating -l Â-.

7-: Madmum -+ Rubisco capacity.

Wz Total water amount at the surface (snow, soil and skin reservoir).

trU¿: Amount of water on vegetation, skin reservoir.

W;,6as2 Maximum storage of the skin reservoir on leaves,

Iztr¡": Plant available amount of soil water.

Wlf Í t Efrective amount of soil water for calculating the supply rate, -+ 
^9

W3,pqsi Maximum plant available soil water.

I4r.: Snow amount.

o: Eficiency of photon capture (0.28).

dr: Integrated C4 quantum efficiency (0.04, -+ C4 photosynthesis).

B: Forward scatter factor (light absorption).

B6: Forward scatter factor for the direct beam (light absorption).

7: Psychrometric constant (æ 65 Pa K-l).
e: light-use eficiency (Monteith photosynthesis scheme, Section 2.6).

eo: Thermal surface emissivity (0.97).

e¿o: Thermal emissivity of the cloud-free atmosphere.

4: Aspect ratio of vegetation (light absorption).

á: Curve parameter for -+ J".

d,: Solar zenith angle.

0o¿ Zenith angle of observation (remote sensing),

rc,: Desorpüivity of the soil (Ritchie model).

À: Latent heat of vaporisation (2.45 MJ kg-1at zO"C).

¡r: Cosine of. -+ 0u ,
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Chapter I-

Introduction

1.1 Scientific background

The continuous rise of the atmospheric carbon dioxide content, known since the late 1950's

(Keeling 1960), and the threat of a sustained warming of the global climate (Houghton et al.

1996) have much boosted research into the various components of the global carbon cycle. A
major part of this important biogeochemical system is the terrestrial biosphere, composed

of photosynthetically active plants and the organic fraction of soils. This importance is

underlined, for example, by the indication of a substantial sink for carbon dioxide within

the northern biosphere that might absorb no less than a third of the amount that is being

emitted from energy production (Schimel et al. 1996). Also, fluctuations of the atmospheric

CO2 content both within one year (Heimann and Keeling 1989) and over time spans of about

a decade (Francey et al. 1995, Kaduk and Heimann 1994, Friedlingstein et al. 1995) seem to

be caused primarily by terrestrial vegetation. Changes within the global carbon budget over

longer periods can be even more drastic: It has been estimated that the carbon pool of the

terrestrial biosphere has increased by afactor of 1.5 to 2 since the height ofthe last ice age,

at approximately 21,000 years before present (Crowley 1995, Adams et al. 1990). During

this time, the atmospheric content has risen from around 180 parts per million (ppm) to

around 280 ppm (Barnola et al. 1987), until industrialisation has lead to a rapid increase

to 360 ppm today (Etheridge et. al. 1996, Fig. 1.1). While the COz produced by mankind

is now probably being absorbed to even proportions by the atmosphere, the oceans, and

the land biosphere (see below), the latest transition from ice age to a warmer climate has

seen a massive transfer from the oceans into the atmosphere and the land biosphere.

There are two principle techniques being applied in the research of the global carbon cycle

(Heimann 1997): On the one hand, measurements of trace gases in combination with various

geological and biogeochemical methods are used to diagnose the present and past state of

the system. This technique only uses very simple models. On the other hand, complex

models are being constructed that represent laws of supposedly universal significance. Such

models are then used to extrapolate from a few spatially distributed measurements to the

1
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globe, and from the present state to past and future states of the system. However, this

latter technique requires a well developed understanding of the underlying processes as

well as a high degree of generalisation and simplification. While generalisation is just the

nature of physical laws, for biological rules such a development is still much in its infancy

(Walker and Steffen 1995, Körner 1991, Martin 1993). As a consequence, modelling the

global carbon cycle, and in particular its biospheric component, is bound to have a high

degree of uncertainty. Therefore, as far as the land biosphere is concerned, the two most

urgent tasks are:

1. to define the present state more accurately;

2. to clarify which processes are most significant for accurate modelling.

At present, a whole range of mechanistic, i.e. process orientated, models exist, and there

appears to be much consensus about which processes should be represented. However,

the results of model calculations often diverge dramatically, as it has been demonstrated

by a comparison initiated by the International Geosphere Biosphere Programme (IGBP,

Kicklighter et al. 1997, Ruimy et al. 1997). A further comparison by Heimann et al. (1997)

comes to the same conclusion. Such uncertainties, as suggested above, primarily reflect

conceptual problems when extrapolating from findings in laboratory and small field studies

to continental scales. Nevertheless, no estimate of the approximate error involved in those

model calculations has yet been presented, since it has become costumary to publish only

one value for the productivity of vegetation per model grid point.

A particularly suitable data set for checking and possibly for improving such global

vegetation models are long-term measurements of the optical reflectance at the earth's

surface from satellites. For that reason, the IGBP has, among others, decided to archive

such data globally and with a high spatial resolution (Townshend et al. 1994). Reflectance

values are usually converted into so-called "vegetation indices" that are then translated

into various biophysical quantities. However, this method leads to some serious problems

concerning accuracy, since conditions of observation, soil background colour and the state

of the atmosphere can significantly modify the signal (Verstraete 1994). Whether such

data are suitable for improving vegetation models will therefore depend on the accuracy of

vegetation modelling as well as on the accuracy of the satellite-based measurements.

L.2 The aim of this work

The aim of the present work follows the scientific questions raised above. First of all, it
consists of the calculation of the COz exchange fluxes between the land vegetation and the

atmosphere on a global scale with a mean climate and for a time resolution of around one

month. In other words, the contribution of the land biosphere to the global carbon cycle

should be clarified.
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Apart from the calculation of a mean value for these fluxes, estimating the possible error

in those calculations is also an important goal of this study. Once this is done consistently

within one model (instead of through comparison of different models, see above), those

processes can be identified that contribute most to the uncertainties. Such information can

then be of vital interest for the further development of such models, and for an increased

understanding ofthe causes that lead to changes and fluctuations in the global carbon cycle.

It is a further aim of this work to develop a method for checking and improving such

model calculations with the help of global observations. The data set used here consists

of satellite measurements of reflected sunlight at the earth's surface. The use of another

global data set - COz measurements in the free atmosphere - is also discussed. Eventually,

this work also intends to promote various techniques for the application of satellite data.

The work presented here should be seen as part of a comprehensive undertaking with

the aim of developing a model of the complete global carbon cycle that can eventually be

used for reliable predictions of the future. However, as for models of the general circulation

of the atmosphere and the oceans, one of the prerequisites for acceptable predictions is a

satisfactory representation of the present state. For this reason, the present work restricts

itself to the present and uses global data sets for model validation as a major component.

Hence it can be called a "diagnostic" study of the vegetation part of the earth's carbon

cycle.

1-.3 The global carbon cycle

The global carbon cycle essentially comprises the exchange of carbon between four pools:

the atmosphere, the oceans, fossil carbon, and the land biosphere. The rapid and still
accelerating rise of the atmospheric CO2 content - with presently ca. 75A GtC (Gigatons

of carbon, 1 Gt : 1012 kg) - is probably the best documented change in the global carbon

cycle caused by human activity. This is most clearly seen in long-term measurements on

Hawaii by the National Oceanic and Atmospheric Administration (NOAA) of the USA

(Keeling et al. 1996). This rise is shown in Fig. 1.1 together with the concentration that
would exist, if all COz from fossil fuel combustion had remained in the atmosphere since

1958, the beginning of the measurements. The yearly average of those emissions during the

1980's was 5.5 GtC, while the atmospheric value only increased by 3.2 GtC per year. The

difference can largely be attributed to the oceans: Their uptake rate is estimated at around

2.0 GtC a-l, with an uncertainty of 1 GtC a-r (Heimann 1997). According to this budget,

the land biosphere appears to be close to equilibrium" However, statistics of deforestation

indicate an additional human-created source of 1.6f1.0 GtC a-l, primarily in the tropics

(Houghton 1995). This source is compensated by regrowth of forests on former agricultural

land in the temperate zone, and by a largely unknown sink, also in the north (Schimel

1997). This so-called "missing sink" is still an important stimulus for research.

In contrast to the longer-term fluxes explained above, the fluctuations seen in Fig. 1.1

3



4 CHAPTER 1. INTRODUCTION

1970 1 980 1 990

Figure 1.1: Measured COz concentration at Mauna Loa station, Hawaii. For comparison,

the upper curve indicates the cumulative emissions since 1958 from the combustion of fossil

fuels.

a largely an expression of the photosynthesis of land vegetation (cf. Chapter 6). In this
process, plants take up an annual amount of approximately 100 GtC, with around half of
that being returned by plant respiration. This rate is much larger than the ones mentioned

before, even though its size is still not very well known.

An overview of the global carbon cycle is offered by Fig. 1.2. Again it should be borne

in mind that many of the numbers given carry large uncertainties with them, such as those

100 GtC for global photosynthesis, One of the well know facts is that the largest amount

of carbon (ca. 38,000 GtC) resides within the deep ocean. The exchange with the surface

ocean (ca. 1000 GtC pool size) is determined by the large-scale ocean circulation that runs

on time scales of centuries. The surface ocean, i.e. the 50 m thick well mixed surface layer,

is in diffusive contact with the atmosphere (ca. 750 GtC), so that several millennia after all

fossil fuel has been used up (a few thousand GtC) there will be a new equilibrium between

the atmosphere and the deep ocean with most of the carbon remaining in the ocean. For

even longer time spans, the formation of sediments also plays a role, while the oceanic

biosphere, which is only a very small pool (ca. 3 GtC), is of major significance for the

seasonal exchange of COz between the ocean surface layer and the atmosphere (Six and

Maier-Reimer 1996). It also accelerates the transfer of carbon from the surface to the deep

ocean.

The land biosphere represents the second largest active carbon pool within the system,
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Fossil
Emis-
sions

Figure 1.2: Diagram illustrating the global carbon cycle

with a third of it made up of living plants, and two thirds of soil carbon and plant litter.
As mentioned above, the size of this pool has changed significantly since the last ice age.

On short time scales, fluxes are determined by the COz uptake during plant growth and by

fast decomposition of plant litter, whereas longer-term changes concern, among others, the

build-up and decline of peat bogs, growth cycles of forests with fires and pest outbreaks,

and succession, such as the intrusion of forests into steppes. Here, human influence can play

an important role, e.g. through deforestation (see above) or the creation of arable land.

Such changes, however, only create fluxes that are small compared to uptake rates from

photosynthesis (gross primary production, GPP) or the net uptake during plant growth (net

primary production, NPP: GPP minus plant respiration). In fact, NPP and decomposition

of litter and soil carbon are in close balance over one year. Since only short-term exchanges

will be investigated, this will be a basic assumption of this modelling study.

L.4 Satellite remote sensing

Fig. 1.3 illustrates the type of passive remote sensing used in this study, that is carried

out by measuring the reflected sunlight coming from the earth's surface. A comprehensive

introduction will be given in Section 4.1; therefore, it is enough to state here that the three

angles given (d", 0u and A/) as well as the atmosphere between sensor and surface can

change the signal significantly, and that the contrast in reflectance between photosyntheti-

cally active light (red) and photosynthetically useless longer wave radiation (near infrared,

NIR) can be related to the amount of living vegetation at the surface.

5
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lncoming sunlight;the solar path is
drawn down to a point just below the
observer, so that the solar zenith

CHAPTER 1, INTRODUCTION

Satellite with
on-board instrument

angle (0") is the angle between
the surfãce and the line of view

Relative azimuth angle (ÀQ)

Refexion path viewed from
above. Angle to line of view is the
zenith of observation (0u)

Figure 1".3: An illustration of passive remote sensing with satellites. Orbital height is
strongly overstated (usually 800-900 km for polar orbits).

Three principle techniques for the validation of vegetation models with satellite data

can be characterised: classification of land cover through time series analysis, calculation

of the terrestrial energy budget or one of its components, and determination of the fraction

of green vegetation on the land surface through optical contrast, as above. Since a global

land type classification already exists (DeFries and Townshend 1994), Section 3.3 shows a

comparison of calculations with this map and with another vegetation map derived from
standard sources. The second technique is based on the fact that the energy budget and the

closely connected water budget strongly determine the micrometeorological environment in

which plants grow. In particular, evapotranspiration rates constitute a major limiting factor
of photosynthesis (cf. Section 2.5). Relevant measurements have already been carried out
within the Earth Radiation Budget Experiment (ERBE, Barkström 1984). A sensitivity

analysis in Section 3.3 shows that net radiation is indeed one of the more significant factors

for vegetation modelling.

The third technique, the one used in this work, is usually carried out through the for-
mation of various vegetation indices, e.g. NDVI (normalised difference vegetation index),

defined as reflectances (NIR-Red)/(NIR+Red). However, no general concept exists that
defines which quantity should be derived from the vegetation index. Various authors have
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used biomass, leaf area, absorbed photosynthetically active radiation, potential photosyn-

thetic rate, ratio of actual to potential evapotranspiration, and more. Clearly, a single

value cannot deliver all of those quantities, unless they strongly correlate. In fact, the rela-

tionships used are only approximate, without an appropriate assessment of their accuracy.

This question will be raised again in Chapter 4, where it will be shown that the fraction

of absorbed red, i.e. photosynthetically active radiation is the best suited quantity, and

that better results can be achieved with the Global Environment Monitoring Index (GEMI,

Pinty and Verstraete 1992a),, a more modern index than NDVI.

L.5 Scientific question and method

The aim set out in Section 1.2 will be investigated through the remaining part of this work

by the following representative scientific question:

To what degree will the uncertainty that is associated with the mathematical modeli-

sation of global vegetation activity change, if the model is constrained to satisfy the

satellite observations used - within their own degree of accuracy?

The method employed for answering this question constitutes a first synthesis of global

vegetation modelling with remote sensing data. Several steps have to be followed:

(1) Relevant data sets are collected and a vegetation model is constructed that can calcu-

late net primary production (NPP) and soil respiration (RES), as well as the quantities

relevant for remote sensing observation of vegetation. This model should reflect the

current state of mechanistic modelling, with the possibility of exchanging alternative

model parts within it (Chapter 2).

(2) The sensitivity of the results against variations of input data, model parameters and

various model concepts is assessed and a possible error is calculated. Such simulations

will be termed "prognostic" (Chapter 3).

(4) Results of the vegetation model are translated into satellite observations through a

remote sensing model. The possible error involved is also assessed (Sections 4.5 and

5.2).

(5) The vegetation model is first checked against satellite data (Chapter 4) and then

modified in such a way that predicted and measured values match within the accuracy

of the measurements (Chapter 5). The error assessment is then repeated with the

constrained model, a calculation that will be termed "diagnostic".

(6) The error ranges calculated before and after adapting the model to satellite data are

compared (Section 5.5). In this way, the gain in accuracy from remote sensing is

evaluated. For a consistency check of results with another set of globally comprehen-

sive data, simulated CO2 fluxes are fed into an atmospheric tracer transport model

7
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and predicted and measured CO2 concentrations at various monitoring stations are

compared (Chapter 6).

Evidently, when constructing the vegetation model, already existing models should be

checked for their suitability. Examples of relatively mechanistic models are SiB2 (Sellers et

al. 1996), CARAIB (Warnant et al. 1994), Hybrid 3.0 (Friend et al. 1996), DOLY (\Mood-

ward et al. 1995) and SILVAN (Kaduk 1996). However, of those models only SiB2, Hy-

brid 3.0 and DOLY consider the full energy and water balance (cf. Section 2.5), which is

essential for an error assessment of photosynthesis calculations. Of those three, Hybrid 3.0

is rather focused on processes of plant type succession, so that it tends to be too difficult

to handle for the questions treated here. Further, SiB2 can only by run globally within a
climate model, another serious obstacle for adapting this model directly, in particular as

far as computing time is concerned. A decision against DOLY is eventually based on the

observation that a link between leaf area and unstressed evapotranspiration as assumed in

the model cannot be supported by empirical data (Kelliher et al. 1995, cf. Section 2.5).

However, a fact that should mentioned here is that all those models calculate CO2 uptake

with a biochemical model based on that of Farquhar et al. (1980, cf. Section 2.6); this model

will also be used in the present work.

A more simplified photosynthesis model without the parametrisation of enzyme kinetics

is used in the models TEM (Raich et al. 1991), BIOME-BGC (Running and Hunt 1993)

and FBM (Lüdeke et al. 1994). There is another important group of models that can also

be called semi-mechanistic (CASA: Potter et al. 1993, TURC: Ruimy et al. 1996, GLO-

PBM: Prince and Goward 1996), in which photosynthesis is calculated following a concept

of Monsi and Saeki (1953) and Monteith (1965a). Here, NPP is calculated as the product of

absorbed solar radiation and a, usually vegetation dependent, light-use efficiency (cf. also

Section 2.6), with the degree of absorption by vegetation being estimated from satellite

data. Since this absorption has to be calculated prognostically in the present work, such

models cannot be applied directly; however, the Monteith photosynthesis scheme will be

used as an alternative possibility alongside the Farquhar model.

It seems appropriate to name also a number of correlative models that calculate NPP

directly from climate variables: the MIAMI model (Lieth 1975, p. 238 ff.; based on this

OBM, Esser 1991, HRBM, Esser et al. 1994, and models by Dai and Fung 1993, and

Friedlingstein et al. 1995) and the grassland model of Sala et al. (1988). Those models do

neither represent quantities that can be monitored from space, as for example leaf area, nor

any of the processes considered in mechanistic models; this does not, however, imply that
they are less accurate.

Finally it is also hoped that the method developed within this study will deliver some

additional results that go beyond the topic of global carbon cycle research:

o The sensitivity studies should indicate useful hints for ecophysiologists concerning the

importance of various physiological and micrometeorological processes from a global
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perspective.

o The error analysis should serve the general question of whether vegetation processes

can be modelled with reasonable accuracy for investigations of the global carbon cycle.

o Quantitative methods for the remote sensing of vegetation should be promoted.

I



Chapter 2

The \Iegetation Model BETHY

2.L Model Requirements

From the goals set out in the preceding chapter, and the course of action derived from

them, it becomes evident that the model should meet the following requirements:

(1) The model computes net primary productivity (NPP) and soil respiration (RES)

monthly and with a time step similar to the time resolution of global remote sensing

data.

(2) State variables of vegetation that can be observed through remote sensing are modelled

explicitly, in particular fractional cover (FC) and leaf area index (LAI). This leads to

the exclusion of correlative models.

(3) Description of processes should be as mechanistic as possible and should reflect the

current state of ecosystem modelling. This is meant to facilitate portability to changed

conditions and easy extension of the model.

(4) It should be possible to quantify uncertainties of the simulated microclimate through

parameter variation. Uncertainties of the way how processes should be described may

be considered by choosing between alternative model components.

In the following sections, a model will be presented that meets the above requirements as

far as this can be done with acceptable effort. Following a general overview, a detailed

account of the various model components is given.

2.2 Overview of the model structure

The model chosen here is called the "Biosphere-Energy-Transfer-Hydrology" model, abbre-

viated BETHY. It simulates CO2 uptake by vegetation as a process that is simultaneously

limited by light, heat, soil water and nitrogen. Light limitation is considered by the com-

putation of incoming and absorbed photosynthetically active radiation (PAR) and heat

10
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Figure 2.1: Structure of the BETHY model with input and output as well as information

flow between the four model components. Various fluxes of water, light and carbon are also

displayed.
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limitation through the energy and water balance at the vegetated surface. Further, water

limitation is calculated with a soil water model at daily time steps, whereas nitrogen limi-

tation is treated as a long-term process with fixed values of photosynthetic capacity, which

is closely related to leaf nitrogen content.

Fig. 2.1 gives an overview of the vegetation model's structure, consisting of energy and

water balance, photosynthesis, carbon balance, and phenology.

The energy balance requires input data of temperature, precipitation, solar radiation, soil

texture, soil albedo and roughness length. Additional data required from the phenology

part are LAI and FC. From this, surface albedo, net radiation, latent and sensible heat

fluxes and air humidity are computed, together with the soil water and snow balance. The

energy balance is computed hourly, the water and snow balance daily. Additionally, the

energy balance can be computed for every single day, or for a fixed amount of days each

month.

The photosynthesis part takes PAR, solar angle, soil albedo, atmospheric CO2 content

and vegetation-type dependent parameters (capacity and pathway of photosynthesis) as

input, plus LAI and FC from the phenology part, and air humidity and transpiration

rate from the energy balance. Calculated variables are PAR absorption and gross CO2

uptake (equal to GPP, i.e. gross primary productivity). The time step is also one hour and

execution is carried out either for every day or for several days a month.

The carbon balance part receives GPP from the photosynthesis part, soil water content

and leaf temperature from the energy balance and air temperature and vegetation specific

leaf nitrogen content as input. These are used to compute plant, or "autotroph", and soil

respiration (RES). NPP is then calculated as the difference of GPP minus plant respiration.

Its annual sum equals the annual transfer of carbon from the vegetation to the soil. RES,

i.e. release of carbon from the soil, is calculated daily and NPP each time the photosynthesis

part is executed.

The phenologypaú computes the time course of LAI, simultaneously controlled by tem-

perature and water, from air temperature and vegetation-specific phenological parameters

(evergreen / deciduous) as input. In the water limited case, LAI is set as an optimal value

for leaf growth, with the optimum calculated through a feedback loop from the phenology

part to the photosynthesis and carbon balance parts and back. Carbon limitation of leaf

growth is also considered. The phenology is usually recalculated a few times per month.

The model computes the water, energy and carbon balance separately for each grid

point, so that it can be run with any desired spatial resolution. Standard full resolution,

however, is 0.5o latitude by longitude with 62,438 points excluding Antarctica, because

this is the resolution of the standard climate input data. For speeding-up purposes, the

resolution most often used is an equal-area mapping with an equatorial resolution of 1ox1'

with only 11,069 grid points. GPP, NPP, RES, LAI, FC, surface reflectance, plant available

soil water, actual and potential evapotranspiration, soil evaporation and rain water runof
are computed after two years of spin-up and transferred to output as monthly means. Input
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data are the mean monthly climate at each grid point and gridded maps of vegetation and

soil type.

If daily precipitation is simulated stochastically, output is the mean annual course of

a prescribed number of model years, whereas for periodic rainfall, the model is run to a
steady state of the soil water balance and only the last year is written to output.

2.3 Input data: climate and soils

Activity and distribution of land vegetation are primarily determined by the mean climate

and the quality of the substrate on which the plants grow. Accordingly, the model requires

monthly means of temperature, precipitation, number of rainy days and solar insolation of

the mean climate, and a map of soil types, as described in the preceding section.

Precipitation and near-ground air temperature as daily mean and amplitude are taken

from the climatology of Cramer and Leemans (CL; Cramer 1995, pers. comm., Leemans and

Cramer 1991) on a grid of 0.5 degrees latitude by longitude for all land areas but Antarctica

(62,483 points, see above). For spatial interpolation, a special scheme by the authors has

been used that derives temperature change with altitude explicitly from the data. The

climatology by Cramer and Leemans is probably the most reliable available today.

For stochastic simulation of daily precipitation, the model also requires the monthly

mean fraction of rainy days. The gridded data used here have been computed by Andrew

Friend (Friend L997) from a spatially explicit regression of the number of rainy days against

the monthly precipitation amount at 896 stations from the data set by Müller (1982).

The regression parameters have been spatially interpolated and then applied to the CL

climatology.

As a further input, the ratio of potential to actual solar radiation in the photosyntheti-

cally active domain is used for the computation of photosynthesis and energy balance. For

lack of direct ground measurements of solar radiation, a satellite-based data set of global

PAR of 1987 is used, with a spatial resolution of 2.5 degrees (International Satellite Cloud

Climatology Project ISCCP, Pinker and Laszlo L992). Potential PAR is calculated by a

method of Weiss and Norman (1985, see Section 2.5), then the ratio rpAR: potential PAR

/ ISCCP-PAR is formed with a resolution of 2.5 degrees.

In order to increase the resolution to the standard of 0.5 degrees, the data set of relative

sunshine duration from the CL climatology, rz, is used. A comparison with rp¿¿ yields the

following approximate relationship:

rpARav0.5*0.4n

Thus, the 0.5 degree version of rp¿¡', r'p¡n, is calculated from:

T'PAR:"o^ffi

(1)

(2)
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Here, rp¡p and z represent the bilinear interpolation to 0.5 degrees of the 2.5 degree data

sets, while ¿/ denotes the original data set with 0.5 degree resolution. (That is, to compute

n,, ntis first averaged to 2.5 degrees resolution and then interpolated back to 0.5 degrees.)

The model also use eleuation from the CL climatology to calculate surface pressure and

the optical path for the computation of potential solar radiation.

As soi,l map, the data set by Dunne and Willmott (1996) is used, an update of an earlier

work by Webb et al. (1991) with an increase in resolution from 1 to 0.5 degrees. Both are

based on the map of the Food and Agricultural Organisation (FAO), the only comprehensive

global soil map currently available. The map by Dunne and Willmott assigns one of 128

possible soil types to each grid point, with a fixed soil depth and a vertical structure for
each type. A maximum of five soil horizons is given with relative amounts of clay, silt and

sand (grain sizes up to 2 ¡.tm,2 to 50 pm and 50 to 2000 pm, respectively, according to US

Department of Agriculture definitions). From this distribution of soil texture, the model

calculates the water holding capacity of the soil (see Section 2.5).

Apart from hydrological soil features, the model also requires the soil albedo. This value

is derived from a global map by Wilson and Henderson-Sellers (1985) of light, medium and

dark soils. The definition of soil albedo follows the suggestions given by the authors (see

also Section 2.5).

Additional soil properties, such as nutrient content, are not considered in the model. As

mentioned in the preceding section, nutrient cycling is a slow process compared to the time
scale studied here. As far as the impact of soil quality on vegetation type is concerned,

this should be included through the use of vegetation maps, as explained in detail in the

following section. Further, a link between NPP and soil nutrient content is often difficult to
establish as most nutrients are often contained within the plants. In Chapter 5 it will also

be shown that satellite data can sometimes be used to identify areas of impeded growth,

caused for example by nutrient limitation.

2.4 Vegetation maps and vegetation-specific parameters

In addition to climate and soil factors, the prevailing vegetation type is a second-order

factor that determines productivity. This is the result of different adaptation strategies to
the local environment requiring different amounts of production. As an example, evergreen

species with a lower productivity might, at certain places, supersede deciduous species

because they have to produce less leaf material, with the consequence that evergreen plants

have on average a lower light-use efficiency than deciduous plants (cf. Table 2.1). Human

activity can also change productivity of entire regions, since agricultural crops are usually

supplied much better with nutrients and hence reach much higher growth rates than natural
vegetation at the same place. To take this into account, the vegetation model developed here

uses a number of vegetation specific parameters that determine the phenological type under

cold and dry conditions, as well as productivity at a given LAI. What is not determined by
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those parameters, however, is the distribution of LAI itself, i.e. the amount of vegetation

at a given place (with the exception of the category "ice").
Three methods of determining the predominant vegetation type are used in this study:

(1) from atlases; (2) from time series analysis of the vegetation index NDVI derived from

satellite measurements; (3) from mean climate. While the first two are intended to de-

scribe the actual vegetation distribution, a potential vegetation cover is described the third

method. Using more than one land cover map makes it possible to account for the un-

certainty inherent in global vegetation classification. The three methods each have their

advantages and their limitations: For example, the NDVI-based method under (2) allows

a globally consistent classification, while maps according to (1) contain more information.

The advantage of a climate derived map (3) is consistency with the climatic input data. In

this way, it can be excluded that, through inaccuracies in either vegetation or climate maps,

vegetation is assumed to grow at a place where it couldn't according to our understanding

of its ecology.

The model uses 14 natural and g agricultural vegetation types that have been chosen to

account for the information available in the vegetation maps. A set of vegetation-specific

parameters is assigned to each type according to Table 2.1. These are light-use efficiency

(Ruimy et al. l-994 and Section 2.6), parameters of photosynthetic efficiency (V* and J*,,

Beerling and Quick 1995, see Section 2.6), specific leaf area (Schulze et a|.1994), typical

vegetation height to derive aerodynamic conductance (after Kelliher et al. 1993) and rooting

depth (Kelliher et al. 1993).

The photosynthesis parameters V* and k for C4 plants (cf. Section 2.6) are chosen

according to Collatz et al. (1992), from where the cited values for maize and sugar cane

are adopted without modification. By comparison, data are extremely sparse for natural

C4 grasses , with for example only one value for nitrogen content given in Schulze et al.

(1994). Nevertheless, it can be argued that the ratio of V^ to k should be conservative,

as the ratio of V* to J* for C3 plants (Wullschleger 1993, Berling and Quick 1995). The

values given in Table 2.1 are therefore determined by equal downscaling of the values for

maize, adapting productivity to that of co-existing C3 grasses. V* and k, besides RalV*
(Section 2.6),arc thereby set in such a way that at certain grid points, both GPP and NPP

of C3 and C4 grasses are equal. Those grid points are defined by: (1) C3 and C4 grasses

are the two dominant vegetation types; and (2) fhe C3/C4 ratio of grasses according to

Equ. 3 (see below) lies between 0.45 and 0.55.

Further entries of Table 2.1 concern the photosynthetic pathway and the phenological

type, i.e. cold-evergreen (all evergreen conifers) or wå,rm-evergreen (tropical evergreen and

sclerophyllous), unless deciduous.

Rooting depth is 1 m for all vegetation types, except in savannas, where it is 1 m for

grasses and 3 m for trees. Those values correspond approximately to those of the biosphere

models TEM (Raich et al. 1991), CASA (Potter et al. 1993) and SILVAN (Kaduk 1996).

In some cases, the assignment of a vegetation type to the categories of Berling and Quick or Ruimy
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Table 2.1: List of vegetation types and there parameters: e: light-use eficiency in g dry mass per MJ PAR,

I/-: maximum carboxylation rate at 25"C in pmol(CO2)m-2s-r, J*i maximum electron tra,nsport rate at

25"Ç in ¡rmol(CO2)m-2s-1(Ca) or fr: COz specificity at 25"C in mmol(CO2)m-2s-1(C+), ø¿: specific leaf

area in m2kg-t (dry mass), l¿,: height in m, C4: C4 photosynthetic pathway, unless C3, Ph.: phenology,

unless deciduous. Fìrrther abbreviations are BL: broad-leaved, temp.: temperate, trop,: tropical, C-E:

cold-evergreen, W-E: warm-evergreen and I-W: inigated or wetland; -: not used.

Number vegetation type € V* J*lk oL h, C4 Ph.

1 Trop. BL evergreen trees

2 Trop. BL deciduous trees

3 Temp. BL evergreen trees

4 Temp. BL deciduous trees

5 Evergreen coniferous trees

6 Deciduous coniferous trees

7 Evergreen shrubs

8 Deciduous shrubs

I C3 short grass

10 C3 long grass

11 C4 short grass

12 C4 long grass

13 Tr-mdra vegetation

14 Swamp vegetation

15 Arable crops

16 lrrigated crops

L7 Tbop. tree crops

18 Citrus crops

19 Temp. deciduous tree crops

20 Sugar cane

2L Maize

22 Rice

23 Cotton

0.62

1.01

0.62

1.01

L.57

t.57

o.62

1.01

t.26

L.26

1.63

1.63

0.62

t.26
2.7t

2,7j"

1,74

t.7L

2.72

3.51

3.51

2.7t

2.7L

62

90

4L

35

29

53

52

160

42

42

8

8

20

20

tl7
L23

60

60

123

39

39

98

t23

118

L79

82

70

52

95

t02
266

80

80

t40
140

37

37

220

227

106

106

227

700

700

190

227

t3.2

11.4

11.3

30.0

15.0

15.0

15.0

15.0

15.0

1.0

1.0

0.3

2.0

0.3

2.0

0.3

0.3

0.6

0.6

2.O

2.O

2.0

2.0

2.O

0.3

2.0

w-E

w-E

C-E

w-E

C-E

I-W

Lt.4
16.9

16.9

16.9

16.9

16.9

24.5

23.6

x
x

I-W
w-E
w-E

10.1

9.0

26.3

16.6

20.0

x
x

et al. is ambiguous. Therefore, a detailed description with the underlying assumptions is added here. It
should be noted that, in contrast to Ruimy et al. (1994), the values for light-use efficiency a.re here defined

under conditions of sufficient water supply, since water stress is modelled explicitly, (Abbreviations are: BQ

Berling and Quick 1995; R&a Ruimy et, al. 1994; S&a Schulze et al. 1994)

2 eas4

3 V*, J^ after BQ, Table 1, footnote e, multiplied by L2.7 lIO.8 (A^o, alter S&afor temperate-evergreen

trees / A*o, alter BQ in the same line)

6 V-, J* after BQ, Table 1, footnote h, multiplied by L2.Ùln.a (A*o" alter S&a for deciduous coniferous

trees / Á-", after BQ)

7 e as 4; V*, J* after BQ, Table 1,, footnote i, multiplied by 9.9125.7 (A*o, aÍter S&a for evergreen shrubs

/ A*o, after BQ)

I V*, J^ after BQ, Table 1, footnote i
g) LO V^, J- aÍter BQ, Table 1, footnote k

!1, L2 e as 9 multiplied by the C4/C3 efficiency ratio for crops from R&a (3,51/2,71); V^, k for C4 plants,

see above
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13 e, V^, J* as 9, following R&a

L4 e, V^, J^ as 9, following R&a

15, 16 me¿ìn € of C3 crops from R&a; V^, J^ after BQ, Table 1, footnote I (15) or m (16), respectively

17 ef.or tropical/subtropical/moist tree crops from R&a; V*, J* a,fter BQ, Table 1, footnote n

18 e for Mediterra¡rean tree crops assumed, as in R&a (no measurements); V-, J^ as L7

Lg V*, J* as 16 (one category in BQ)

2Or2L e for C4 crops from R&a; "I- and V-, see above

22 efor C3 crops from R&a; V^, J* afterBQ, Table 1, footnote q

23 e for C3 crops from R&a; V^, J* as 16 (one category in BQ)

The following subsections describe in detail, how each land-cover or climatic type is

assigned a well defined set of vegetation types and their relative amounts. The maximum

number of vegetation types is I/" < 3 with one set of parameters each according to Table

2.L If ¡f, > 1, the model is either run ¡f., times at the same grid point with an identical

climate and the result is taken as the mean over thefractions fu of the I/" vegetation types,

or one vegetation type out of N, is chosen by means of a random number generator, with
the probability of choosing type u equal to å.

T[aditional vegetation map (1)

The traditional, i.e. atlas derived map by Wilson and Henderson-Sellers (1985) comprises

a total of 52 different land cover types. To those, the authors have assigned relative frac-

tions of 19 vegetation types and 5 non-vegetation land types. In order to account for the

vegetation-specific data available, the list has been extended to 23 vegetation types, which

are also used for the other two vegetation maps (see above and Table 2.1). The distribution
of the vegetation types by Wilson and Henderson-Sellers has been modified accordingly (see

Table 2.2).

Since the data set by Wilson and Henderson-Sellers does not allow the distinction be-

tween C3 and C4 grasses, the fraction of short and long grasses (types 9/11 and L0lL2) is

split up again. The fraction of C4 grasses of the total grass fraction, 164, is thereby com-

puted according to the following regression against the mean temperature of the \4/armest

month, ?- (in 'C):
rc4: -1.185 + 0.0731?, (3)

The regression equation has been derived by assigning the value of fl, from the CL clima-

tology to the value of rç4from a total of 61 ecosystem studies from North America with at
least 20To grasses. With 12 :0.47,, a satisfactory correlation is achieved. Including annual

precipitation, explaininglS% of the variation on its own, has not been considered, because

the multiple regression coefficient only increases to r2 : 0.49. Applying this to areas of
much differing annual potential evapotranspiration seems also questionable.

The definition of savanna for the assignment of rooting depth is given by the codes 23,

26,32,37 and 73.
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Table 2,2: The land cover types from the data set of Wilson a¡rd Henderson-Sellers (1985) and iheir

associated vegetation types. D: dense, O: open.

Code Description Type I Frac, Type 2 Frac. Type 3 Flac.
2 Bog or marsh
4 Paddy rice
5 Mangrove (tree swamps)

10 D needleleaf evergreen forest
11 O needleleaf evergreen woodland
t2 D mixed forest
13 O mixed woodla¡rd
L4 Evergreen broadleaf woodland
15 Evergreen broadleaf cropland
16 Evergreen broadleaf shrub
17 O deciduous needleleaf woodla¡rd
18 D deciduous needleleaf forest
19 D evergreen broadlea,f forest
20 D deciduous broadleaf forest
2L O deciduous broadleaf woodla¡rd
22 Deciduous tree crops (temperate)
23 O tropical woodland
24 Woodla¡rd * shrub
25 D drought deciduous forest
26 O drought deciduous woodland
27 Deciduous shrub
28 Thorn shrub
30 Temp. meadow and perm, pasture
31 Temp. rough grazing
32 Thop. grassland + shub
33 Trop. pasture
34 Rough grazing * shrub
35 Pasture * tree
36 Semi-arid rough grazing
37 Trop. savanna
39 Pasture * shrub
40 Arable cropla.nd
4L Dry farm arable
42 Nursery and market gardening
43 Cane suga.r

44 Maize
45 Cotton
46 Coflee
47 Vineyard
48 Irrigated cropland
49 Tea
50 Equatorialrainforest
51 Equatoúal tree crop
52 Tfop, broadl. forest (slight season.)
61 Tundra
62 Dwarf shrub (tundra transition)
70 Sand desert and barren land
7L Scrub desert a¡rd semi desert
73 Semi desert * scattered trees
80 Urba¡r

L4
,t

1

5

5

5

5

3

19

7
6

6

3
4

4

19
LolL2
4

2

2

8

7
elLL
elrr
Lolt2
tolt2
elrt
elrL
tolL2
tol12
elLL
15

15

15

20

2L

23
L7

8

1"6

8

1

L7

1

13

13
7

7

2

4

1.00
1.00
0.60
1.00
0.65
0.50
0.35
0.65
0.75
0.70
0.70
1.00
1.00
0.90
0.65
0.65
0.40
0.65
1,00
0.75
0.65
0.75
1.00
0.85
0.75
0.75
0.75
0.80
0.60
0.80
0.85
0.75
0.75
1.00
0.90
0.60
0.90
0,75
o.75
0.85
0.75
0.90
0.80
0.50
1.00
0.45
1.00
0.75
0.65
1.00

0.40

elrl,
4

4
elrL
eltr
elrL
eltL

0.35
0.50
0,35
0.35
o.25
0.30
0.30

eltt
e/Lt
elrt
2

8

0.10
0.35
0.35
0.30
0.35

I

elrl o.3o

1 0.30

0.10

LolL2
elLL
LolL2

0.25
0.35
0.25

8

8

I
8

4

7

2

8
9
I

ILL

ltt
lLt

rolt2

0.15
0.25
0.25
0.25
0.20
0.40
0.10
0.15
0.25
o.25

15

t5
15

15

elrr
LOlt2
2

tolt2
t

0.10
0.40
0.10
0.25
0.25
0.15
0.25
0.10
0.10
0.35

1

7

T4

tol12
0.10
0.15

0.35 8 0.20

tol12
ßlt2

0.25
0.35
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Table 2.3: Land cover types from the data set of DeRies and Townshend a¡rd associated vegetation types

as defined in Table 2.1. Only one type of crop is considered (15), the types 16 to 23 do not appear, nor do

14 (swamp) or 10 (C3 long grass).

Code Description Type 1 Fraction Type 2 Raction
I Broadleaf evergreen forest 1

2 Broadleaf deciduous forest 4

3 Mixed conif. f broadleaf dec. forest / woodland 4

4 Coniferous forest and woodland 5

5 High latitude forest and woodland 6

6 Wooded C4 grassland 12

7 Q4 grassland 11

9 Shrubs 8

10 Tundra 13

11 Desert 7

12 Cultivation 15

14 Wooded C3 grassland 9

15 C3 grassland I

0.90

0.80

0.50

0.80

0.60

0.70

1.00

1.00

1.00

1.00

0.70

0.70

1.00

2

o

5

I
I
2

0.L0

0.20

0.50

0.20

0.40

0.30

9

4

0.30

0.30

In order to match the vegetation map by Wilson and Henderson-Sellers onto the CL

climatology, the data set has been converted to a 0.5 degree grid, where missing land points

have been set to the value of the most frequent neighbour type. A few points required

manual setting based on other sources. (For its minor effect globally, details have been

omitted here.)

When eventually assigning up to 3 vegetation types to each 0.5 degree grid point, the

primary cover type of Wilson and Henderson-Sellers is assumed to account for 70To of the

land area, and the secondary type for 30%, yielding a maximum of 8 types (after C3lC4
redistribution). After excluding those covering less than 5% of the vegetated area, the

fractions of the remaining 0 to ÀI, ) 3 most common types are renormalised to 100%.

NDVI derived vegetation map (2)

The second land cover map used is the one by DeFries and Townshend (1994), that has

been generated by a combination of atlas and satellite data. In the process, areas are first
defined for which several sources agree in the cover type. Then, a typical annual course

of the vegetation index NDVI is defined for those types. The remaining land points are

eventually assigned the cover type whose NDVI profile most closely matches the observed

one, with closeness defined by a metric that takes the statistical variation of each monthly
NDVI value into account. The method can be described as a NDVI based interpolation

scheme of traditional map data.

The map data by DeFries and Townshend are also transferred to the 0.5 degree grid

of the CL climatolog¡ with undefined land points set to the most common value among

neighbouring points. For 234land points left undefined, the assignment is based on the

vegetation map by Matthews (1983), or is done arbitrarily (21 cases).
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To a total of 13 vegetation cover types, 10 different vegetation types are assigned as

listed in Table 2.3. Some cover types have only one vegetation type, others two. In this

case, savannas (deep roots) are deflned by cover type 6. Since the map by DeFries and

Townshend has only a few, rather general land cover types, cultivated land is uniformly set

to 70Vo C3 crops and 30% C3 grasses. Neither C4 crops, nor the coexistence of C3 and C4

grasses are accounted for.

Climate derived vegetation map (3)

As a third possibility, a map of potential vegetation based on mean climate can be chosen.

"Potential" in this case means a vegetation distribution in equilibrium with the prevailing

climate at a given place, without human interference. Consequently, there is no cultivated

vegetation on such a map. Succulents and less significant types are also left out. Global

vegetation is thus separated into 4 functional types, trees, shrubs, C3 and C4 grasses.

According to Box (1981), the fraction of trees is calculated from the annual moisture

index (MI), defined as the ratio of annual precipitation to annual potential evapotranspira-

tion (see Section 2.5for computation). It is assumed that at a MI of 1.0, the tree fraction,

f7,isI00%, linearly decreasing to0To at a MI of 0.6. To define the tree line in cold areas,

it is assumed according to Woodward (1987), that trees require a growing degree-day sum,

GDDs, of 900 for full growth and that their cover fraction becomes zero at GDDs : 350

(GDD5 is defined as the sum of the temperature of all days with at least 5 'C minus 5oC,

in units of oCxdays):

fr /(Mr)/(GDD5)
0 for MI < 0.6

(MI - 0.6)10"4 for 0.6 < MI < 1.0

1 for MI>1
0 for GDD5 < 350

(GDD5 - 350)/550 for 350 < GDD5 < 900

1 for GDD5 > 900

(a")

/(MI) (4b)

/(GDD5) (a.)

In this model, the northern tree line runs slightly north of James Bay in Canada, close to the

Finish-Norwegian border and along the polar circle in Siberia. The arid tree line runs north-

south approximately along the Mississippi river in the USA, while in the Mediterranean,

northern Spain, southern France, the Apennine mountains and the Balkans, except eastern

Greece, are forested. In Africa, the Congolese and the Guinean rainforests are predicted

correctly, as are the Ethiopian highlands and eastern Madagascar. In Asia, Indonesia and

the complete monsoon effected region from Burma to Korea and Japan appear forested,

as does most of South America, with the exception of the Guayanas, northern Venezuela,

the Cerrados of Brazil, the Andean highlands, Patagonia and the steppe and grassland

zone stretching from northern Argentina to Paraguay and the Mato Grosso in Brazil. The
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Argentine pampas are incorrectly predicted to be 50% forest covered, as it is known from

other models, too (Box 1981).

The fraction of the remaining functional types is calculated from an empirical correlative

model of Paruelo and Lauenroth (1996), which has originally been developed for the non-

forested areas of North America and has later been tested successfully for South America

(Paruelo et al. 1997). Although not developed explicitly for those areas, it correctly predicts

a high shrub fraction for the winter-rain regions stretching from the Mediterranean to Iran,

of southern Africa and of Australia, and a dominance of C4 grasses in tropical-arid regions

with summer rains. For the treeless tundra, the predicted ratio is approximately three

quarters C3 grasses and one quarter shrubs.

The regressions by Paruelo and Lauenroth are based on annual mean temperature, fo,
average annual precipitatioî, Po, and the fraction of precipitation falling either during the

three summer or winter months, Pru* and P-¿r, (summer for the northern hemisphere: June

to August, winter: December to February):

ls : 1.7105 - 0.29181nP" + L.545LP.¿* (5u)

fc+ = -0.9837 + 0.000954 Pû+ L.3528P,u* * 0.27101nT" (5b)

fcs : 1.1905 - 0.02909f' + 0.1781 In P-¿n - 0.2383nnrcu (5")

fs, fcs and fsa denote shrub, C3 grass and C4 grass fraction, respectively. Precipitation
(Po, P"u* and P-¿n) is given in mm, temperatur" (7") in'C. The value fot ng¡61,f is 2, is

fs ) 0.2, else it is 1.

In order to account for the fact that in the oceanic climate of Western Europe, summers

are considerably cooler at equal annual mean temperature than in North America or Ar-
gentina, f" is not used directl¡ but it is derived from a linear regression against ?- (mean

temperature of warmest month) for the 73 locations given in Paruelo and Lauenroth (1996):

T" : _19.L337 + L.26893T. (6)

The correlation computed with the CL climatology is high with 12 : 0.88. Prediction of
the C3 and C4 grass distribution is hardly affected for continental and tropical areas by

the use of T-.
After applying Equ. 5a to 5c, the relative fractions fs, fcs and Íc¿ are normalised

to 1 - ft. The fractions fss and fça arc either assigned to types I and LL, respectively

(short grass), or to types 10 and 12 (long grass). The border between long and short grass is

assumed at a moisture index (MI, see above) of 0.5, with long grass at MI>0.5. In the North
American prairies, the line defined by MI=0.5 lies well within the observed transition zone

along the 100th parallel (Walter and Breckle 1991). Further, the fraction /s is counted as

Type 7 (evergreen shrubs), if GDD5 > 900, else as Type 12 (tundra vegetation). Vegetation

types 8 (deciduous shrubs), L4 (swamp vegetation) and 15 to 23 (crops) are not used.

Assignment of the tree fraction, fr, to vegetation types 1 to 6 is largely based on the

work by Woodward (1987), according to which absolute minimum temperatures limit the
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establishment of certain tree species. Instead of the absolute minima, the mean temperature

of thecoldestmonth,[,isusedfollowingPrenticeetal. (1992),basedonaregressionfrom

the temperature data of Müller (1982). In addition, according to Box (1981, p. 42,, Table 8),

the MI is used to distinguish between tropical evergreen and tropical deciduous trees. Box

assumes a threshold of around 1.1 for the occurrence of forests in general. Since evergreen

rainforests can also contain deciduous species (Box 1981, Walter and Breckle 1990), it is

assumed here that the fraction of evergreen trees linearly rises from 0% at MI:1.0 to 100%

at MI:1.2. The definitions in detail:

Type L: tropical broadleaf evergreen trees at T"> l5.5oc and MI 1.0 or higher;

Type 2: tropical broadleaf deciduous trees at 7i > 15.5'C at MI from larger than 1.0 up

to a value of L2; for MI between 1.0 and 1.2, their fraction linearly decreases as that
of type 1 increases accordingly;

Type 3: temperate broadleaf evergreen trees at 7" between 5oC and 15.5'C;

Type 4: temperate broadleaf deciduous trees at 7} between - 15'C and +5oC and GDD5 )
1300;

Type 5: needleleaf evergreen trees at I between -15'C and -35oC, or at higher temper-

atures, if GDD5 < 1300;

Type 6: needleleaf deciduous trees (larches) at T" 1-35oC.

As with the vegetation map by \Milson and Henderson-Sellers, types with a fraction of

less than 5To arc excluded and up to three of the most common types are chosen. The

vegetation-specific parameters eventually assigned are given in Table 2.1. In this case,

savannas (deep roots) are defined as those areas, where the MI lies between 0.6 and 1.0

with 7" at least 15.5'C.

2.5 Energy and water balance

The energy balance at the earth's surface can be written in the following way:

Rn-G-H-^E=8+8n (7)

On the left of the equal sign are net radiation, .R,, (incoming solar radiation plus longwave

radiation of the atmosphere minus longwaveradiative loss of the surface), soil heatflux, G,

caused by heat conductance, sensible heat flux, 11, between the surface and the air above,

caused primarily by turbulent mixture of warm and cold air, and evapotranspiration, ,8,

multiplied by the latent heat of vaporisation (2.a5 MJ kg-t at20'C). The balance is closed

by the time derivatives (denoted by a dot) of the thermal energies Q and Qp. Q stands

for the heat that is stored both in the vegetation itself and in the air within the vegetated
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layer, and Q 6 for the heat stored in biochemical products, so that Q a is equal to the energy

gain of photosynthesis minus the heat amount produced by respiration of both plants and

soil organism. The two quantities on the right hand side almost always amount to less than

70% of Rn and are therefore neglected in most applications (Jones 1983, p. 85).

The water balance, by comparison, can be described by this equation:

P-E-ó:W (B)

P is the precipitation rate, W the amount of water stored in the soil, on the vegetation and

on the soil as snow, and Õ is the (above and below ground) runoff.

Energy and water balance at the surface are intimately linked. This is a consequence

of a high vaporisation heat, À, causing a considerable fraction of the incoming radiation to

be consumed for the evaporation of water - more than half on average for all land surfaces

(Budyko 1974). Therefore, the significance of the energy balance for the carbon cycle does

not lie as much in the relatively small energy requirement of photosynthesis (=Q" during

daytime), but in the degree to which the energy balance controls vegetation temperature.

On the one hand, vegetation temperature determines transpiration rates and thus forces the

plants to reduce carbon uptake when closing their stomata (see below); on the other hand,

temperature influences biochemical activity to a large degree, with consequences both for
photosynthesis and for plant respiration.

Significance of stomata and stomatal modelling

Because plants rely on gas exchange with the surrounding air to carry out photosynthesis,

thereby letting carbon dioxide diffuse with the air through stomata into the inner parts of
the leaves, they constantly loose water through diffusion of vapour in the opposite direction.

This process, called transpiration, usually accounts for most of the total evapotranspiration,

ã, in particular when the soil is dry and when LAI is larger than two (Ritchie 1972, Kelliher
et al. 1995). In order to prevent desiccation, most plants have the ability to regulate the

diffusive conductance of their stomata, with the result of a close link between photosynthesis

and transpiration that is determined by a number of environmental factors (Farquhar and

Sharkey 1982).

Because of the great significance of transpiration for the surface energy balance at the

land surface, models have been developed that include a description of stomatal function.

Those so-called SVAT models (Soil Vegetation Atmosphere Transfer) have been designed

to improve the energy balance in models of the atmospheric circulation (i.e. climate and

weather prediction models, see Dickinson et al. 1991 for an overview). The stomatal con-

ductance, 9", is most often prescribed in an empirical form as first proposed by Jarvis (1976;

e.g. SiB, Sellers et al. 1986 and BATS, Dickinson et al. 1993):

e": e?"'r?)r@;rQ)rw) (e)
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The functions 
"f 

(. . .) take on values between 0 and 1, depending on vapour pressure deficit

(D), solar radiation (.R"), temperature (") and soil water content (trU). Models of this

type have been successfully fitted to local measurements (e.g. Stewart 1988, Dolman et al.

1991, Kim and Verma 199la). It has further been shown that the inclusion of this kind of

stomata description into mesoscale (i.e. regional) climate models has considerable influence

on simulated evapotranspiration rates (e.g. Avissar and Pielke 1991, Mascart et al. 1991). So

far, however, for lack of a theoretical basis for the determination the appropriate constants

on a global scale, a formulation within "reasonable" bounds is required (Dickinson et al.

1991). It is another shortcoming of the formulation, that environmental factors influence

g" independently of each other, which is improbable to occur in nature (Friend 1995).

A different formulation by Collatz et al. (1991) is used in an advanced version of the SiB

model with embedded carbon cycling (SiB2, Sellers et al. 1992). There, adependence of the

stomatal conductance, gs, on relative humidity above the leaf surface and photosynthetic

rate is assumed, both depending themselves on g", which has therefore to be solved in

an iterative procedure. The scheme does not always deliver stable solutions and in some

cases leads to unrealistic behaviour (Collatz et al. 1991, p. 127 top). This model still

lacks a consistent functional basis, in particular the dependence of stomatal conductance

on relative humidity (cf. Schulze et al. 1987). A simulated feedback between photosynthesis

and the laminar boundary resistance of leaves has also not been found in plant ecological

studies (Zeiger et al. 1987). Therefore, it must be concluded that this model is also based

primarily on the measurements cited and falls into the same category as the one by Jarvis.

Another model that starts entirely from ecophysiological arguments is that of Cowan

and Farquhar (1977). According to it, the daily course of stomatal conductance can be

determined by the condition that the marginal gain of carbon uptake per transpired water

stays constant over a day (i.e. ôAl0E: corst.r where A stands for photosynthetic rate),

leading to a maximum carbon uptake at a given amount of water loss. The amount of

transpired water per day, however, is not specified in the model. As Cowan (1982) observes

in a, la,ter strrdy, optimal behaviour of the plant strongly depends on competition from other

plants.

In a similarly designed model (PGEN), Friend (1995) assumes that it is not carbon

uptake that is maximised, but the expansion rate of new plant tissue. If the leaf water

potential falls, this rate decreases more strongly than does photosynthetic uptake (cf. also

Luxmoore 1991). A strongly negative leaf water potential occurs, whenever transpiration

rates increase too strongly at low soil water potential. While in the Cowan model, optimal

behaviour at limited water supply means increased transpiration rates particularly in the

morning, shifting too much of the transpiration from midday to morning hours can be

unfavourable with PGEN, since high transpiration rates at dry soils lead to a highly negative

leaf water potential.

This type of behaviour in PGEN approaches the much simpler model of Federer (1979,
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1982), that can be formulated as:

ø = min{.9;D} ( 10)

Here, ,5 stands for supply rate, i.e. for the amount of water available from the root system

per unit time, and D lor atmospheric demand, i.e. transpiration rate at unlimited water

supply. In this model, the stress is less on stomatal behaviour than on the meteorological

parameters that determine the atmospheric demand.

This corresponds to the theory of equilibrium evapotranspiration (Jarvis and McNaugh-

ton 1986, McNaughton and Jarvis 1991), according to which the control of stomata on

transpiration rates decreases with increasing length scale of vegetation-atmosphere inter-

action. On the stand level with sufficient soil moisture, net radiation already determines

the transpiration rate to a good degree. On a regional scale, corresponding approximately

to one grid cell in a global circulation model, negative feedback loops within the planetary

boundary layer have an additional effect, so that the significance of the stomata decreases

even further. The transpiration rate thus approaches the equilibrium rate, which only de-

pends on net radiation and temperature. Indeed, Shuttleworth (1988) found a deviation of
only 5-10% from the value for the annual evapotranspiration of an Amazonian forest, with
larger deviations on individual days.

The parametrisation of stomatal conductance chosen in this study combines a reduced

form of the Jarvis model (with only one function of variable form) with a dependence on

the photosynthetic rate as in Collatz et al. (1991) and the concept of a root-dependent

supply rate according to Federer. Several results from the physiology of stomatal function

are considered in this scheme: First, light is the primary regulating factor, probably caused

by the demand for COz by photosynthesis (Sharkey and Ogawa 1987). Second, and as a

consequence of the first point, leaf internal CO2 content stays near constant over a wide

range of conditions (Morison 1987). Third, a root signal is probably responsible for the

closing of stomata so that a vapour pressure deficit of the surrounding air will not result in

a reduction of stomatal conductance, as long as root supply is sufficient (Gollan et al. 1985,

Schulze et al. 1987). This also corresponds to the finding of Cowan (1982), mentioned

earlier, that plants, for reasons of competition, largely exhaust their water resources to

increase production.

An immediate adoption of the model by Friend is prevented by the fact that global mod-

elling of root and leaf water potential does not appear to be feasible, and is also impossible

with the bucket model chosen (see below). Therefore, a simple empirical dependence on

water vapour deficit is chosen, with a variable form depending on daily soil water content.

Its exact formulation is explained in the subsection "evapotranspiration from vegetation"

of the current section.
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Figure 2.2: Energy and water balance of the BETHY model with symbols for fluxes (normal)

and reservoirs (italics).

Overview of fluxes and reservoirs

An overview of modelled energy fluxes, water fluxes and water reservoirs is shown in Fig.

2.2. The model considers a total of three water pools: soil water (Wr), u skin or intercepted

reservoir on leaves and other plant parts (W¿) and snow (Vtrl",). The total amount of water

at the surface, W,ftom Equ.8, is thus partitioned into three components (cf.Equ.51,55
and 59):

W:W"*W¿tW"n (11)

The largest part by far is W* The precipitation rate, P, and the rate of evapotranspiration,

E, are also divided into further quantities:

l.¡

v

Energy and Water Balance

(1-t¡,y)G

P:P,*P¿iP"n (12)
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E: Eri Ern* E¿i Et (13)

Here, P" is the amount of rain falling directly on the soil, P¿ the part intercepted by

vegetation and P",, the snowfall. The partitioning of total precipitation, P, into snow (P",)
and rain (P, = P"*P¿) is calculated from Equ.60 (see subsection "snow balance") and the

interception rate, P¿, according to Bqu.56 (see thefollowing subsection). Further variables

are 8", (snow evaporation, Equ.88), ø¿ (evaporation from the skin reservoir, Equ.70), E¿

(transpiration, Equ. 72) and,Ð" (soil evaporation, Equ. 91),

Through the energy balance (Equ. 7), surface temperature and thereby evaporation and

transpiration rates are highly dependent upon net radiation, .R,r. Consequently, it is in
the interest of the plant to absorb sunlight as effectively as possible, while at the same

time keeping the absorbed radiative energy, Rn,as small as possible. In fact, plants absorb

photosynthetically active light to almost 90% and reflect or scatter around 90% of the light

in the near infrared, which is of now value for photosynthesis (see Section 2.9). Besides

this, through "clumping" and keeping leaves in an erect position, vegetation can reduce

light absorption during midday, while increasing it in the morning and the evening when

atmospheric demand for transpiration is lowest. To simulate such effects, net radiation and

with it the entire energy balance is split into a vegetation, Rn , and a soil part, ,R,.,r. The

energy balance for both parts can thus be written as:

Rnu:H"+^(&+Ei) (14)

and

Rn"-G: H,+À(8" *8",) (15)

Thus, there are two evaporation fluxes controlled by Rn (transpiration and skin reservoir

evaporation) and two controlled by Rn" (soil and snow evaporation), while both subsystems

are linked by a common reservoit,W", for the two dominant fluxes, E¿ and Es.

Precipitation

Two different models are available for the simulation of daily precipitation, P, where P is
the monthly mean precipitation rate in mm/day, P- the monthly mean of the precipitation

rate on rainy (i.e. "wet" days, which includes snowy days) and Í- the mean fraction of wet

days of a month, with P = f- x P*:

Periodic mode: The monthly precipitation rates are interpolated linearly and it rains (or

snows) every If f* days. For f- the average of each month, f-, i" taken.

Stochastic mode: Daily precipitation is generated with a stochastic weather genera-

tor according to Geng et al. (1986) using Gamma distribution and a first-order

Markov chain. The probability of a wet day following a dry day is given as

pud : A.75f*, and that of a wet day following a wet day as puw : 0.251 p-¿.



2B CHAPTER 2, TITE VEGETATION MODEL BETHY

In this mode, /., is interpolated linearly from f- (like the precipitation rate in the pe-

riodic mode). The precipitation amount on wet days has the probability distribution

Í(P*) : e-P-/þþ-" P|-L ll(a) with a : P-l þ and. B : -2.16+ 1.83P- for P* ) B

and B - LL1P- for P- < 3.

Temperature

The monthly means of temperature and the daily temperature amplitude are interpolated

linearly to daily mean values, denoted f and ? (as the precipitation rate in periodic mode).

In an optional weather generator mode, the daily temperature amplitude is reduced on wet

days (?i) and increased on dry days (?¿):

i*:Û¡çr+(1 - r)f-)

ûo=f¡1t+(Llr-Ðf*)
The value for ø = Ûoli- is set to n : 2 for sensitivity studies described in Chapter 3

(Version 'V*'), i.e. dry days have twice the temperature range of wet days. (Solar radiation

is varied in a similar fashion when this mode is chosen, see subsection "radiation").
For the daily course of temperature, it is assumed that the daily mean temperature, ?,

lies half way between the daily maximum and minimum, and that the minimum temperature

is reached at sunrise and the maximum at 14:00 h solar time. From sunrise to sundown, a

sinusoidal temperature course is assumed, after sundown a linear decline (Rosenberg 1974,

p. e1):

r(t\:I r*t*"("6), for 12 -rl2<t<L2irlzr\v)- 
\ rlrztr-2)-tx(rgz-rl2)-(f -4) else.

(18)

with

( 16)

( 17)

t-(Ì /2+2\
24-¡

t*2a-(r /2t2)
24-r

forú) L2lrl2
forú(12-rl2 (1e)

Here, ú stands for solar time in hours and r for daylength. If daylength is less than 4 hours

or more than 20 hours, a constant air temperature is assumed (i.e. ? :f),

Air humidity

Since no reliable data of near-surface air humidity exist for purposes of global modelling,

this quantity has to be estimated. In such cases (e.g. Running et al. 1987) it is often assumed

that the daily mean of the vapour pressure is equal to the saturation vapour pressure at

the daily minimum temperature. Friend (1997) has checked this assumption with climate

data by Müller (1982) and has found a good agreement for Europe and North America.
For weather stations in arid regions, however, agreement is much less satisfactor¡ resulting

in an overall correlation coefficient of 12 : 0.87 for 805 stations. An overestimate of the
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vapour pressure occurs, when the air is not saturated at the minimum temperature, T*in,
as under severe drought (Running et al. 1-987), and an underestimate, when the vapour

pressure rises during the day because of evapotranspiration (Rosenberg I974,p. 132tr.).

In order to account for such findings, the daily course of the vapour pressure, eo(ú), is

calculated from instantaneous saturation vapour pressure, e"(T), saturation vapour pressure

at sunrise, er(T*¿n), and the ratio /" of daily mean evapotranspiration and daily mean

evaporative demand (cf. subsection "soil water balance"). Variation of the dependence is

achieved through the parameters ås (relative humidity at sunrise, when ? : Tm¿nt and total
drought, i.".f":0) and Â laaity amplitude of the vapour pressure under moist conditions,

i.". f": 1, as a fraction of the amplitude at constant saturation):

€a : €ao + f "î, þ,(T) - eoo) (20)

where

eoo = (ho + (1 - ho)f.) e,(T*¿n) (21)

and r"Q)=r;;.-i#H;;a_ø e2)

l" is defined as the ratio of actual evapotranspiration (Equ. 13) to potential evapotranspi-

ration from vegetation (Equ. 81) and soil (Equ. 87). For the computation of eo, the value

of the preceding time step Aú of one day is taken. The saturation vapour pressure over

water or ice, e"(T), is calculated from Murray (1967):

e"(r) : { :l: :: exp (77 '26er lQ37 '3+ ")) 
for r > 0

[ 610.78 exp(22.337/(271.15+")) for T <0 (23)

e, is given in units of Pa and T in oC.

Instead of a dependence on actual evapotranspiration, Friend (1997) has chosen a for-

mulation for the daily mean vapour pressure depending on precipitation rate and daily

minimum temperature developed empirically on the basis of the data by Müller. The for-

mulation uses separate regression constants for 704 weather stations. The parameters ås

and å area therefore set such that the results with the parametrisation of this model agree

with the formulations found by Friend, i.e.e": (o+bP)er(T*¿n) (see Section 3.2).

Radiation

The radiative balance at the surface is computed in three steps:

1. Solar elevation, earth-sun distance and solar flux are computed from geographical

latitude, Julian day and solar hour.

2. The ratio rpap of potential to actual photosynthetically active radiation (PAR) is
used to calculate total and PAR fraction of incoming solar radiation at the surface,

and their direct and diffuse components. PAR is also used for the calculation of the

photosynthetic rate.
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3. The radiative balance at the surface is computed from total incoming solar radiation,

surface albedo, vapour pressure, temperature, and cloudiness estimated from rp¿¿.

When the previously introduced weather generator mode is chosen, the value for rp¿¡1 is

also differentiated between dry and wet days. This is done by first assuming a value of

rpAR,uL:0.3 for wet days, which is similar to the ratio of solar radiation at 100% against

0% cloudiness by Linacre (1968). The value rpA1¿* for dry days is then computed such that
the mean of all days within a month is again rpAR¡\.e. rpap: rpAq,ufu*rptn,¿(I- Í*).
If this value is greater than 1, rpAïd : 1 is assumed and, instead of rp¿p,¿, rp¡g,- is

determined from the preceding equation.

The first step begins with the computation of the inverse squared earth-sun distance in

astronomical units, r"2 (ie. in units of the average distance) according to Paltridge and

Platt (1976):

,o' :1.00011 + 0.03422Lcos(as) + 0.0128 sin(a6)0.000719 cos(2ao) + O.OOOO77 sin(2as)

(24)

withas:2r(d-L)1365 andtheJulian dayd (L: Januarylst; 365: DecemberSlst). Solar

elevation, ¡2, defined as the cosine of the angle between zenith and the position of the sun

(i.". p: 1 if the sun stands at zenith and ¡.t:0 if the sun is at the horizon), is computed

in the following way:

p = sin(d)sin(á) - cos({)cos(ô) cos(trtlL2) (25)

d is the latitude and ô = -ß.a(tr lL80) cos(22'(d + 10)/365) is the position of the sun within
the ecliptic. The solar flux above the atmosphere through a plane parallel to the earth's

surface, Rg¿,is given by

Ro¿, = Soro2 tt (26)

with the solar constant 56 = 1360 Wm2.

In the second step, PAR at the surface is first calculated according to Weiss and Norman

(1e85):

Rp¿n- 0.44tp¡prpA7&oA (27)

with

tpAR: 0.410.6tp¡a,o (28)

and

,PAR,D- exp (Tå) (2e)

The fraction of direct radiation in PAR, dp¿,n, is also calculated according to \Meiss and

Norman (the rest being diffuse radiation from clouds and atmosphere):

{T

for rp¡n 10.2

for 0.2 { rp¿p { 0.9

for rp¡p ) 0.9

dpAR: 1 - (o.n õîf ')''") ot"un (30)
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Here, p is the surface air pressure and po: 1.01325 x 105 Pa. p is computed from elevation,

å,, in m and daily mean temperature, ?, in K with the lapse rate of the standard atmosphere,

L (6x 10-3 K/m, Houghton 1986):

p Po
1

T+ht@

gM"l(RL)
(3 1)

with the gas constant Ë (8.314 J K-lmol-1), the standard surface gravity, g (9.81 . r-t),
and, Mo, the molar mass of dry air (28.964x 10-3 kg/mol). The use of the ratio rp¿6 in Equ.

27 insures that the monthly mean of Rp.qn is equal to the satellite-derived value by Pinker

and Laszlo (1992). Total solar irradiance, .R", which also contains the photosynthetically

passive part from 0.7 to 4.0 ¡^tm, is calculated from Rpta and the conversion factor, f ,

according to Pinker and Laszlo:

R, = RptalF (32)

This conversion factor depends primarily on solar elevation, ¡-r,, and the optical depth of
clouds, X. In order to formulate an appropriate dependence of I on rpARt it is assumed

that rpap follows Xby rp¿,n: (1+0.1X)-1 (this is the solution of the 2-flux equation with
a single-scattering albedo of 1-, i.e. clouds to not absorb PAR, and a forward-scatter fraction
of 0.9, cf. Houghton 1986, p. 8af.) and thus the following equation is fitted to simulation

results by Pinker and Laszlo for the dependence of F on y and p,:

r- 1
(33)

1 + (1.185 - 0.437r - 049412) exp {(0.0305 - 0.208r i 0.a95r2) I ¡t}

with r - 1- rpAR.The deviation of this fit is much less than STofor p>0.2 (= 78o from
zenith). The form of the dependence of f on p in Equ. 33 results from the assumption

that differential Rayleigh scattering is the main cause for the decrease in the PAR fraction
at increasing zenith angle:

'=;ar'#?ø*n
with constants ø, b and c to be determined.

The direct fraction of total solar radiation, d", is computed from the direct fraction of
PAR, dp¿¿, the conversion factor for total radiation, F, and the conversion factor for direct

radiation only, î¿¿,:

d', : d,p¿pF f F¿¿, (34)

F¿¿, has been fitted to data by Ross (1975):

T,. 
-r-d'ir:l-f 

1.1-84e0 'ro6t/¡-r' (35)

Finally, the third step consists of calculating the radiative balance at the surface:

Rn : Rr+ - Rq + (1 - es)R" (36)
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where p5 stands for surface albedo, -E¿l for longwave thermal radiation from the atmosphere

to the surface and ,R¿1 for longwave radiation back from the surface. As explained above,

net radiation is divided into a vegetation and a soil part (Rn: Rn, ¡ Rnr):

Rn,: (L - h,u)(Rt+- Rq - G) I a,R, (J7a)

and

Rn" : tr,u(RL+ - R¡4') I a,R" + (1 - ù,u)G (37b)

ú¿,, is the longwave (thermal) transmissivity of vegetation, a, and ø" the shortwave (solar)

efective absorptivity of vegetation and soil, respectively (with I- pt = auløs, see below)

and G is the soil heat flux. According to Verma et al. (1986), G is assumed to be a constant

fraction of net radiation (cf. also Rosenberg L974, p.179ff.):

G :0.036Rn (38)

It is assumed that the fraction (1- tUr) of the soil heat flux is equal to the thermal radiation

from the vegetation to the soil, so that this amount enters the radiative balances of both
vegetation and soil (negative and positive).

Thermal upward radiation from the surface, .R¿1, is computed from air temperature with
a single value for surface emissivity, €6, of 0.97 (average for land surfaces, Brutsaert 1982,

p.137):

Rrt: e soTft (39)

with the Stefan-Boltzmaîî constant o (5.6703x10-8 Wm-2K-4) an the air temperature

in Kelvin (Tx : T + 273.L6).

Downward thermal radiation, -R¿1, is computed with a temperature and humidity de-

pendent emissivity of the cloudless atmosphere , e ¡, and a correction term depending on

cloudiness, ru¿:

Rrr: e¡r"¿oTfç (40)

with
/ ""\T€A= €Ao (rkl (41)

according to Brutsaert (1982, p. 139), where eo is given in Pa and Ty¡ in K, and an average

correction from Bolz (1949),

reA:I*0.22n? (42)

Here, cloud fraction, n", is estimated from rp¡¡- following Equ. 1 in Section 2.3 (with
n.: L - n):

hc:

l- for rp¡¡¿ <-0.5

(0.9 - rp¿p)/0.4 for 0.5 ( rp¿6 ( 0.9

0 for rp¿R ) 0.9

According to Brutsaert, the standard value for e¿¡ is 0.64.

(43)
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Table 2.4: Values for the soil albedo of three diferent brightness classes according to Wilson

and Henderson-Sellers (1985), for both wet (p",-) and dry (pr,a) soils.

wet

Pt,*

dry

Pt,d

light
medium

dark

0.18

0.10

0.07

0.35

0"20

0.15

Since thermal radiation is computed from air temperature, 7, the effect of warming

or cooling of both vegetation and soil surfaces is neglected. This effect can be accounted

for by the concept of isothermal conductivity, which will be discussed in the following

subsection "evapotranspiration". Transmission of radiation through the vegetation canopy

is computed from the two-flux equation with ø:0 (cf. Section 2.9), which is equivalent to

Beer's Law of radiation absorption:

tr,, = Í"exp(-plt/ f") + (1 - /")

with p: 1 and /" according to Equ. l-37 in Section 2.9.In order to insure radiative balance

between vegetation and soil, it is further assumed that the fraction (1 - ú¿,r) of the soil heat

flux comes from the net radiation ofthe vegetation canopy (see above).

Absorptivity of vegetation and soil, ø, and ø", depends in acomplexfashion on structure
and distribution of the leaves, and on the optical properties of leaves and the soil. Here,

both values are estimated on the basis of f ptn, the fraction of absorbed PAR computed in

the photosynthesis part of the model (see Section 2.6, Equ. 125):

a" : (1 - p,) - (I - p" - a",o)f p.¿.a (45)

where os,o : 0.05 is the fraction absorbed by the soil under a closed canop¡ and

a,=(I-p,-a",o)Íp¿n

(44)

(46)

p, is the albedo of dense vegetation (standard value: 0.15, Brutsaert 1,982, p. 136). With
these two equations, surface albedo, pSl caî be expressed as

ps : L - o,u - &s: ps i (p"b - pr)Íp.¿.n (47)

The given value for ø",s has been found with the two-flux equations for PAR and NIR
at medium soil brightness (0.15 and 0.25) and a LAI of 3 (cf. Section 2.6). Since the

required accuracy for net radiation is lower than for absorption of PAR for photosynthesis

calculations, this mode of estimate should be sufficient for the complete range of /p¿¿. The

necessity to solve the two-flux equations for both PAR and NIR is thus avoided.
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The value for the soil albedo, p", depends either on soil water content, 17", and the

brightness class of the soil, or, in the presence of snow (h"n)O, see subsection "snow bal-

ance", Equ.64) , on snow albedo, pr,r. The influence of solar elevation, p, and cloudiness,

nct oÍr snow albedo is also taken into account (Loth and Graf 1996):

np,,.*(L-*)p,,0
Psn (48)

P", * (1 - P,*) pf;n ("7 + $ - 1 ln!)eL-(t- P'ù-')

The albedo for wet and dry soils, p",- and p",¿, listed in Table 2.4, is determined by

the brightness classification by Wilson and Henderson-Sellers (1985), which is part of the

input data (see Section 2.3). If plant available soil water content is at fleld capacity (i.e.

W" - W",*or), the wet-soil value is assumed (r = 1). If the soil has dried out down to

a depth of d,¡oo: 10 cmr the value for dry soils is taken (r:0), while for intermediate

values of the soil water content, the albedo is linearly interpolated between the two values

(0 I * ( 1). Since vertical soil water distribution is unknown, it is assumed that the soil

dries evenly from top to bottom. (It should be noted that soil water below rooting depth

is ignored, cf. subsection "soil water balance"). ø is therefore computed from the following

equation: ( 
- i-,t- % ',, oÌ (4e)z : maxtt -'","- w',^o'" )

If snow is present (hrn) 0), p" follows the snow albedo, p"n, calatlated as in the snow

modelbyLothandGraf (1996). p",isastatusvariablesettothevalueofwetsoil,p",.,,at
the start of a model run. Each time there is snowfall (see the following subsection "snow

balance"), prnis increased by Pr"l€!, x 1"0 m-l after a time step of one day, where P"r, is

daily snowfall in kg r¡-z and {f' the density of fresh snow from Equ. 65. prn is allowed

to reach a maximum of 0.8, the albedo of fresh snow. In order to simulate the decrease

in snow albedo during aging, its value is decreased after each one-day time step, at a rate

depending on daily average temperature,I. If T < 0, a constant rate of 0.006 per day is
assumed, while for temperatures above freezing the decrease in albedo is also affected by

melting and thus depends on snow height, hrn. If å"," lies above a critical value of 25 cm,

daily decrease is 0.107 -0.21-4prn, while below that value the decrease is 0.071. In addition,

it is assured that p",, does not fall below the value of the snow-free soil.

A correction for the effect of solar elevation and cloudiness is also included in Equ. 48.

The cloud fraction, n", is calculated from rp¿p following Equ. 43 and p12 according to Equ.

25 with t: 12 and the condition

tf,tz : min{p(ú = L2)icos(60')} (50)

Following is a summary of the calculations described so far: Of the values that appear

in the energy balance equation (7), R" (Equ. 36) and G (Equ. 38) have been explained

P"

if h"n:0
if þn 10
if þn)0
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completely; variables used are air temperature, 7, vapour pressure in air, eo, and surface

albedo, ps. Variables not yet described are LAI, 
^", 

(see Section 2.8), plant available soil

water content, W",the same quantity at field capacity, Wr,*o, (see next subsection) , snow

height, år,, (see subsection "snow balance") and the demand/supply ratio of evapotranspi-

ration, /" (see following subsections). Since the heat storage terms Q and 8n in Equ. 7

are neglected, the remaining variables are .Ë/ (sensible heat flux) and E (evapotranspiration

rate). Additional unexplained variables from the water balance equation (8) are Õ (runoff)
andfr (change in total water storage). Calculation of these variables is described in the

next subsections, followed by the various evapotranspiration fluxes, and, to close the energy

balance, by the sensible heat flux.

Soil water balance

The soil water balance can noÌvr¡ be expressed as

w,(t) -w"(t- a¿) : (P"(r) +P"(t)+ s*(t) - Er(t) - E,(t) -o(¿))a¿ (51)

with a time step Aú of one day. The flux terms on the right hand side of the equation

are therefore daily averages in kg m-2s-'. P" and Pu are, respectively, the precipitation

rates arriving at the soil directly, or being intercepted by vegetation first and then dripping
through to the ground. P" is calculated from P, : P - P"n - P¿ with P", from Bqu. 60 and

P¿from Equ.56; P, is given by Equ.57 (next subsection), ^9-, the rate of snow melt, by

Equ. 61 (subsection "snow balance"), .E¿ by Equ. 72 (transpiration, subsection "evaporation
from vegetation") and ,8" by Equ. 91 (soil evaporation, subsection "evaporation from the

soil" ) .

The remaining quantity to be explained is Õ, which represents the sum of above-ground

runoff of rain and melt water and below-ground drainage of soil water. Of these, above-

ground runof can be expressed as the difference between rain and melt water input (P" 1
P" + S*) and the rate of inflltration. Infiltration is generally considered a highly complex

process that is difficult to model. It not only depends on the water content of the soil,

but also on vertical and horizontal heterogeneity, caused e.g. by cracks and faults, and on

the short-term intensity and spatial distribution of rain events (Hillel 1980). It is therefore

understandable that, despite its great significance for agriculture, no generally applicable

model exists to-date that is able to describe such processes in a satisfactory manner.

For this reason, a simplified model for the water storage of soils is used here, that is,

a so-called "bucket" model. It is based on the observation that below a certain water

content, termed "field capacity", the water is bound to the soil so tightly that any vertical

movement within the soil is virtually stopped. Above this value, hydraulic conductivity

increases so fast that subsequent below-ground drainage can be considered immediate. The

assumption made here is that any water input above fleld capacity leads to immediate

runoff, Õ, while it remains undetermined whether it is surface runoff by non-infiltrating
rain or melt water, or subsurface drainage assumed instantaneous compared to a time step
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of one day. When determining the size of the "bucket", only the part of the soil is considered

that can be reached by plant roots, while higher soil depths are ignored. Soil water that
cannot be extracted by plants is also ignored, the corresponding water content is called the

"permanent wilting point".

To summarise, the soil water balance only considers the plant available amount of soil

water, W", and is not allowed to increase above the plant available water content at fleld

capacity, Wr,*or. Runoff, O, can thus be formulated according to

o(ú)Aú: max {w"(t - ar) + (,P" + h + s* - E)Lt -w",*o,t 0} (52)

The soil water holding capacity of the soil, W",*o,, is calculated at each grid point by

thefollowing procedure: From the dataset by Dunne and Willmott (1996, cf. Section 2.3),

each grid point is assigned a soil profile with up to five soil horizons, each with fractions

of clay, silt and sand. For a possible extension of the model to several soil layers, each soil

profile is mapped onto several layers of uniform depth, where both number and depth can

be set freely. The standard setting is five layers down to depths of 10, 30, 70, 1,50 cm and,

the flfth layer, to the total depth of the soil profile, except when the soil is shallower than

150 cm. In this case, the number of layers in reduced accordingly, with the lowest layer

always reaching to total soil depth. Eventually, each layer is assigned the clay, silt and sand

fraction of the horizon that has the largest overlap with that layer. (E.g. if the first horizon

goes down to 25 cm, its properties are assigned to layers I and 2.)

Since roots often penetrate the bedrock in very shallow mountain soils (Walter and

Breckle 1994, p. 115), a minimum rooting depth of 30 cm is assumed throughout. If soil

depth is less than this value, the depth of the lowest horizon (usually the only one) is set

to that value.

Calculation of W",*o, is done according to the soil hydraulic equations by Saxton et

al. (1986), by determining the volumetric soil water content both at the permanent wilting
point, @.,, and at field capacity, O¡. The permanent wilting point is defined by a soil suction

of 1.8 MPa and the field capacity by a hydraulic conductivity of 2 mmf day (Federer 1979).

W",^o, is then calculated from:

7Lg

W",*o,: f a¿(O¡ - o.,) (53)
i=l

n" is the number of layers and d¿ the thickness of each layer, as far as it is within the root
zonei

d¿ = min{l¿-¡ d,} - min{l¿; d,} (54)

where /¿ is the depth of the lower boundary of layer z (with /s:0) and d, the rooting depth

according to the vegetation map used (Section 2.4).

A special case of the water balance is given by irrigated agriculture and wetlands (I-W
in Table 2.1). For these, Wr:W",*o, is assumed throughout.
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Skin reservoir balance

The balance equation of the skin or intercepted reservoir, W¿, is

37

w¿(t) -w¿(t - ar) : (p¿(t) - E¿(t) - h(t))Lt (55)

If rain falls on dense vegetation (approx. LAI > 3), most of it falls on leaves and branches.

A considerable fraction initially remains as a thin film on the vegetation, while another

fraction, depending on the size of raindrops and the interception capacity of the canopy,

reaches the ground. While rainfall continues, the skin reservoir, IrTl¿, reaches a maximum

and the water begins to drip through to the ground. A good approximation for the LAI
dependence of interception is the vertical projection of the leaf area divided by the ground

area. When this value approaches J", it is assumed that 100% of rainfall is intercepted by

the vegetation canopyt 
* = Í" (r - e-o.,^/Íc) pr (56)

/" is the fractional cover of vegetation and Â the LAI of the total area (vegetated and non-

vegetated). Finally, the daily throughfall of rain through the canopy, P,Lt, is calculated

according to:

hLt: max{w¿(t - ar) I P¿Lt -w¿,*o,i 0} (52)

Thereby it is assumed that the skin reservoir fills up to a capacity of W¿,^o, and that
no evaporation happens during rain. The wetting capacity of the vegetation, W¿,*o,, is

assumed proportional to LAI as in the BATS model (Dickinson et al. 1993)

Wi,^ot: ui,*or/\ (58)

with an area-specific capacity, ,tl)i,rnaxt of 0.1 kg --'. Because of W¿(t) ) 0, the daily
evaporation from the skin reservoir is limited by the sum of the rain input and the size of
the reservoir:

E¿At1@-P,)Lt+W(t-Aú)

This is taken into account in Equ. 70 when computing ,E¿.

Snow balance

The effect of snowfall on the energy and water balance is twofold: On the one hand, snow

increases the maximum amount of water that can be stored at the land surfaces; on the
other hand, snow, and fresh snow in particular, has a very low albedo, decreasing net

radiation at the surface (Equ. 36) and thereby evaporation (Equ. 88). Since snow height

enters the calculation of the snow albedo, a simple formulation is included for this variable.

The snow balance is described by the following equation:

W""(t) - W"n(t - Aú) : (P""(t) - S^(t) - 8,"(t))Lt (5e)
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The snowfall rate, Prr,, depends on the daily average temperature, ?, and the precipitation
rate, P (Wigmosta et al. 1994):

P for T<-7"7oC

#P for -1.1'C <T < 3.3oC

0 for T<3.3oC
(60)

For snow melt, a simple function of temperature is chosen (in kg m-2day-1, Hagemann

and Dümenil 1996):

S* = 3.22max{T f 
oC;O} kg m-2day-l (61)

with ? in 'C. Since I,7",r(ú) in Equ. 59 is not allowed to assume negative values, the maximum

for .9- is given by

s*(t)Lt < w,n(t - aú) + (p,"(t) - E""(t))Lt (62)

The value for snow evaporation, Ern, is calculated from the formulafor equilibrium evapo-

transpiration with the latent heat of sublimation and the slope of the vapour pressure curve

above ice (Equ.88, subsection "snow evaporation"). From balancing arguments, however,

it is not allowed to lie above the following value:

E,"(t)Lt sw,"(t - aú) + p""(t)Lt (63)

When calculating the snow balance, the snowfall rate is first determined (P"r, ECu.60),
then the evaporation rate E"n from Equ. 87, taking account of the relationship 63. Once

these two variables are known, the limitation of the rate of snow melt, 5- (Equ. 61), can

be determined from the relationship 62. Finally, the updated value for the snow pool size,

W"n, is calculated from Equ. 59.

Snow height, h"n, is calculated from old-snow, {",r, and fresh-snow density, {}r,:

h"n=ry+P# (64)
\a?¿ \s¿

with (in kg --3, Loth and Graf 1996):

Ènì:lsn

I < -zz.5"c
-22.50C <r < -150C
T > -1-50C

*r: 

{

30 for

10 + å(f+ eo) for

50 + 1.7(? + 15)1'5 for

(65)

and daily average temperature, 7, in oC.

Assuming vertically uniform density, i.e.

€",1r - ar) = Y""::- :il (66)' h"r(t - Lt)
density of old snow is computed with a compaction rate by Anderson (1976) as follows:

e,,þ):€",,(ú_Aú)('*,",exp[_ø"{",(t_At)+b"T]z-Lw-lt_nt))lu'l

The constants are set according to the recommendations of Anderson: q2 :
3.7x1.A7 kg m-ls-r, ac:2.7x10-2m g kg-l and ô" - 8x10-2 K-l.
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Evaporation from vegetation

Total evapotranspiration from vegetation (Eu = Et * E¿) is primarily driven by the net

radiative balance of the vegetation (-R,,,, Equ. 37a) and is limited by the available amount

of soil (Ø/", Equ. 51) and skin water (Ir7¿, Bqu. 55). If the vegetation surfaces are wet

(W¡ > 0), the canopy conductance is infinite (G" -+ oo) so that evaporation follows its
maximum tate,, Eu,*o' with the evaporated water coming from the skin reservoir:

n - E. : Eu,*o, - 
sRn,l pco(e"(T) - eo)Go 

(w¿ > 0) (6g)l¿u-u'i-Du,max 
s*7

Here, E¿ is allowed to assume negative values during dew formation. When the vegetation is

&y (W¿:0), evapotranspiration is determined by G", which is the combined conductance

of all stomata within the plant canopy. The transpiration rate is then calculated from the

Penman-Monteith formula (Monteith 1965b):

Ð", : E* - 
s&nu * Pco(e"(T) - eo)Go

s * 7(1 + G"lG") (w¿ = o) (6e)

An additional condition is given by E, ) 0, i.e. transpiration is only allowed from the

vegetation to the atmosphere.

The daily integral of the evaporation rate E¿ also depends on the size of the skin reservoir,

W¿, and the rain input:

Ei(t)Lt: min Eu,*o,(tt)dtti w¿(t - aú) + (P¿(t) - P,(t))LtI (70)

day

with a one-day time step Aú. In the model, this and all other daily integrals are approxi-

mated by summing up hourly values of the instantaneous rates.

According to Equ. 69, transpiration can only happen when the vegetation is dry. To

account for this fact when calculating the daily rate ErLt, a time average wetness fraction

is defined:

F;- Ei(t)Lt
(71)

t 8,,*o,(tt)dtl
1 day

and daily transpiration is reduced accordingly:

E{t)Lt: (7 - F¿)
s&n, * pco\,eG,
s*7(1 +G"lG")

(72)

1 day

The aerodynamic conductance, Go, between the canopy and a reference height of 1"0 m

is estimated from vegetation height, å, (from Table 2.1):

ku

I dt

\Ja 
-

lt"tur,rt- + 1)]
(73)
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with å, in metres, a roughness length of 0.1å, and a wind speed, u, L0 m above the

canopy. z is set to a uniform value of 2mfs, and k is the von Karmann constant (0.41).

For temperate broadleaf and coniferous forests (hr:15 m), this amounts to a value of

0.198 m/s, while for short grass (h,=0"3 m) it is 0.024mfs, in good agreement with the

average observed values in Kelliher et al. (1993).

Further, p is the density of air (= 1.29 kg --t), co the specific heat of air at constant

pressure (t 1005 J kg-t6-t¡,7 the psychrometric constant (t 65 Pa K-t), s the strongly

temperature dependent slope of the vapour pressure curve, ïe"(T) l0T (Equ. 23, in Pa K-1),
and À the latent heat of evaporation (2.45 MJ kg-lat 2A"C). Since snow sublimation is also

modelled, e", s and À are calculated differently for temperatures above or below 0'C, e"

and s according to Equ. 23, and À (in J kg-l, wîth ? in oC) from

À- 2.50I x 106 - 2.38 x 103? for T
2.834 x 1,06 for T

0'
00

C

C
(74)

(77)

with a slightly temperature dependent evaporation heat (Jones 1983) and a fixed sublima-

tion heat (Anderson 1976). The density of air follows

p= y# (75)' RTt<

with the gas constant (A = 8.314 J K-lmol-l), the molar mass of aîr (Mo:28.964x
t0-3 kg mol-l), the air pressure, p (from Equ.31, subsection "radiation") and the air
temperature in Kelvin (Tx: f +273). Finally, the psychrometric constant, 7, is defined

AS

j: + (76)
0.622^

The remaining variable to be determined for the calculation of the transpiration rate is
the canopy conductance, G". As mentioned before, it can be expressed as the sum of the

stomatal conductanc€sr g", of all leaves within the canopy (Raupach and Finnigan 1988,

Raupach 1994):

!"^
G s"(l)dIc

r\. denotes the leaf area index (LAI) of the canopy,, and dl its differential element. A
dependence of g, on the following external factors is known (Farquhar and Sharkey 1982):

Light (Sharkey and Ogawa 1987), intercellular COz concentration (Morison 1987), potential

evapotranspiration, i.e. leaf-to-air gradient of vapour pressure (Fischer and Turner 1978,

Schulze 1986, Schulze et aL.1987) and soil water content (Schulze 1986, Turner 1,986, Schulze

et al. 1987). According to Schulze et al. (1994), its maximum value, g",mø,, i.e. the value

at sufficient light and water supply, increases with leaf nitrogen content. Since maximum
photosynthetic rate, A^or, also increases with leaf nitrogen (Field and Mooney 1986), there

is a close relationship between gs,*o, and A*or. In fact, the photosynthetic rate, A, can

be expressed by thefollowing diffusion equation (in mol(COz)m-zs-r, e.g. Jones 1983):

A:0.625s"(Co - Cù& (78)
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The factor 0.625 takes the lower diffusivity of COz against water vapour into account. Co

and C¡ are the CO2 concentrations of free air and of air within the intercellular air spaces in

mol(CO2)/mol(air) : 106 ppm. The factor behind the brackets is given for the conversion

into units of mol(CO2)/m3(air) (= 40.9 mol(air)/m3(air) at 25oC and standard pressure).

Assuming a typical value for the intercellular COz concentration under conditions of suf-

ficient water supply, C¿,s, the non-water-limited stomatal conductance can be calculated

from

gs,o: -l.6Ao RTt< 
(zg)

Co - Ci,o p
Integration across the canopy yields:

G",o
1.6

C" - Crp
Ao(t) ,. RTx

dI-
p

I
Jo

^

7.64",o RTx
Co - C¿,o p

(80)

Here, .4.",s is the non-limited canopy photosynthesis rate. There are two important assump-

tions contained in this last equation:

First, the integrated conductance of a canopy does not, as assumed by Woodward (1987)

in a modelling study on water limited LAI, increase linearly with the leaf area index, .4..

In fact, like .4",s, G",s saturates at high values of LAI, reaching approximately three times

the maximum stomatal conductarc€, !e,6. This is the result of a literature review on

field measurements by Kelliher et al. (1995). If soil evaporation is also included, the total
surface conductance appears to be largely independent ofthe LAI. The consequence is, that
evapotranspiration from vegetated areas is not controlled by LAI, but by the net radiation,
R* Therefore, a comprehensive description of the energy balance is a prerequisite for
mechanistic modelling of the coupled system of evapotranspiration and photosynthesis.

This is also underlined by the results of the sensitivity runs of the following chapter.

Second, the equation shown above suggests a linear relationship between maximum
photosynthetic rate and maximum canopy conductance. Such a relationship is the result of
an overview by Schulze et al. (1994). Equating the terms "maximum surfäce conductance"

and "maximum canopy CO2 assimilation" with G",s and 4",6, respectively, the values for
C3 plants cited in Schulze et al. (1994) yield

G",o = 0'8834",s

with G",¡ in mm/s and .4.",¡ in pmol(COz)m-zr-t. Inserting this into Equ. 80 yields C, -
C¿,o= 45ppm orC¿,6fCo:0.87 (atC":SSsppm,2SoCandstandardpressure). Indeed,

it has often been observed that the ratio of leaf internal to external COz concentration

stays nearly constant when incident light intensity or external CO2 concentration changes

(Morison 1987). Therefore, to compute G",s from Bqu.80, C¿,0 is set to a uniform value

of C¿,o= 0.87Co for all C3 plants. For C4 plants, this ratio is set to 0.67, which has been

computed from the relationship G.,o:3334",6 found for tropical grasses by Schulze et al.
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Table 2.5: Results of a curve fit of gu : gol(7 | b.A,e) to measurements by Turner et

al. (1984), after minimising the root mean squared (r.m.s.) difference between curve and

measurements. g¡ is in mmol m-2 s-l , b"in kPa-l.

Species go b" r.m.s. n

Helianthus annus

Vigna unguiculata

Pistac'ia uera

Nerium oleand,er

Prunus dulcis

(1994). (A lower value for C4 against C3 plants follows from the different enzyme kinetics
of CO2 uptake, and has been measured regularly, cf. Morison 1987). Calculation of the
non-limited canopy photosynthesis, .4",6, is described in Section 2.6.

With Equ. 80, the potential transpiration rate is now defined:

ÀEr,*o,: "!"'r! 02u,"9", (s1)
s * z(1 + G"f G",o)

This value is called "demand" by Federer (1979) and is equal to the transpiration rate
without water limitation (see above, first subsection).

As explained at the beginning of this section, calculation of the actual canopy conduc-

tance, G", and the actual transpiration rate, .Ð¿, follows a combination of the approaches

by Jarvis and Federer. There is only one empirical multiplicative factor (cf. Equ. 9) de-

pending on vapour pressure deficit, L.e: e"(7¡ - eo, and with afunctional form proposed

by Lindroth and Halldin (1986):

G"== Gøo 
I + b"Le (82)

A test of this form with measurements by Turner et al. (1984) is shown in Table 2.5. A
curve described by g": go/(1lb"A,e) with two free parameters is fitted by minimising
the root mean squared (r.m.s.) deviation from the measurement. The success of the test is
documented by the fact that the deviation is always much smaller than g¡.

Studies by Turner et al. (1984) and Schulze et al. (1987) suggest that a signal transmitted
by hormones from the roots is responsible for the closing of stomata under water limitation.
To account for this effect, another multiplicative factor could be added to Equ. 82, as in the
Jarvis approach. This would mean that stomata close even under sufficient water supply
as a reaction to rising vapour pressure deficit. However, stomata do not react directly
to vapour pressure deficit of the surrounding air, but to a rise in the evaporative demand

(Schulze et al. 1987); as long as the supply of soil water is sufficient, stomata tend to remain

open even under high atmospheric drought.

5

4

5

5

5

707

2T6L

606

344

209

0.35

3.23

0.85

0.39

0.39

9.5

73.7

7I.7

L2,L

6.4
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A different approach is therefore chosen here, following Federer's model: The empirical

constant ó" is redefined at each daily integration such that at the time of the highest

transpirational demand, Et,^o, assumed at 13:00 hours in the model, the transpiration
rate from Equ. 69 is less or equal to a supply rate, S. This rate is constant over a day

and depends on soil water content and root density. Without detailed knowledge of soil

hydrology and root distribution, a reasonable approximation according to Federer (1982) is

s = ,. *YgL (88)
W 

",*o,
with values for c- in the range of 0.5 to 2.0 mm/hour and an effective soil water content,

Wff f (Equ. 8a). In particular, b" : 0if demand, Et,^o,,is less than S throughout the day.

Thus, the only remaining free parameter of the stomatal model is the rate c-. This is
justified by the fact that this parameter represents the root system that is not described

explicitly. All other elements of the model are based on general principles of stomatal

control (cf. subsection "significance of stomata...") or on empirical findings. An empirical

approach is chosen in Bqu. 82 instead of a mechanistic description of stomatal response to
atmospheric demand (Schulze et al. 1"987, Friend 1995), because designing a global model

of detailed soil hydraulic processes appears to be unfeasible. Further, results presented in

Chapter 3 show that the exact choiceof c- is of minor significance for the global modelling

of the carbon and water balance; a numerically much more detailed model, as the one by

Friend (1995), even if it can simulate the diurnal course of G" a little more realistically,

would therefore not be justified.

The last point described in this subsection is the dependence of stomatal conductance

on soil and air temperature as assumed in the model: On the one hand, the temperature

dependence of G. is given by the temperature dependence of A",s through Equ. 80 (Section

2.6). Also, Ac,o:0 if the daily average of air temperature, T, is zero degrees or less, and

thus G" = 0 and Et : 0. On the other hand, if the soil is partly frozen while the air is
already warmer than OoC, there is a dependence on soil temperature through the effective

soil water content, W:f f :

W"JJ _
^u*{w" (r - f) ;o} if f >O and T>Tr5

if ?<o
else.

0 (84)

W,

d' is the rooting depth, fi.5 the soil temperature at 1.50 m depth and d,¡, the frost pene-

tration depth. ?r.s is estimated in the following way: Assuming a thermal conductivity of
the soil of 7.5 x 10-7 m-2s-1 (DKRZ 1992, this is the global value assumed in the climate

model ECHAMS), the annual temperature cycle at approximately 1.5 m depth has a delay

of 1 month and an amplitude of around 60% compared to air temperature (Rosenberg L974,

p. 66tr.). This leads to:

T.s(d) = T" t 0.6 lf (d - 30) - r,l (85)



44 CHAPTER 2, THE VEGETATION MODEL BETHY

where d is the Julian day number and 7o the annual mean temperature. To determine

the frost depth, d,¡r,, a linear temperature course is assumed up to the surface. With this

assumption, d¡, can be computed for the first case in Equ. 84:

d,=:,!ry (86)
I - lt.s

This assumption is certainly unrealistic for a rooting depth much bigger than 1.50 m.

However, in areas of very low winter temperatures, permafrost often occurs so that rooting

depth tends to be small (Walter and Breckle 1994).

The following effect is neglected in the model described here: When calculating net

radiation of vegetation, Rn , or soil, .R,r", longwave upward radiation after Equ. 39 is
calculated from air instead of skin temperature. For example, the skin temperature of

vegetation, [, depends itself on the sensible heat flux H, - Rn, - 
^E* 

To a linear

approximation, this can be accounted for by the concept of isothermal conductivity, G¿

(e.g. Jones 1983), that has to be added to the surface conductivity. Its value can be

calculated from G¿ -  oTat¡,, f (p"oMo), which is 3.5 mm/s at OoC and 6.0 mm/s at 40oC,

p : po and. t¡,, = 1. This is an order of magnitude smaller than Go for a typical grassland

and even two orders of magnitude for coniferous forests (Kelliher et al. 1993), so that G¿

can generally be neglect in large-scale studies.

Evaporation from the ground

Equilibrium evaporation is taken for the potential snow evaporation rate, E"n,*o' derived

from the energy input to the ground, Rn, - G (cf. Equ. 37b and 38):

ÀL"n,*o,: "(^:', ") (87)
s _t.y

E"n,*o, is thus determined primarily by net radiation, Arr", and depends to a large extent

on snow albedo. For the calculation of the daily snow evaporation, the amount of snow on

the ground and the snowfall rate have to be taken into account:

E"^(t)At: min{E",,,*o,(t)Lt; W"n(t - 
^ú) 

+ P""(t)Lt} (88)

with a time step Aú of one day. The use of the equilibrium rate follows from the fact that
the roughness of snow surfaces is small so that Go ) 0 can be assumed.

Equilibrium evaporation is also assumed for the potential rate of soil evaporation (Philip

1957), reduced by the rate of sno\4/ evaporation, ,Ð"r,;

(8e)
G)Rn,I

AE - E"nsl^y

For the simulation of soil evaporation, the model by Ritchie (1972) is applied, which de-

scribes soil evaporation in two phases: it starts with phase 1 at the potential rate up to a
total evaporated amount of X,81, while in the ensuing phase 2,the cumulative evaporation

s,n-La,t
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is proportional to the square root of time, with a proportionality factor rc", called "desorp-
tivity". This model, originally developed for crops, has been successfully tested for the arid

conditions of the Patagonian steppe by Paruelo et al. (1991). Following is a description of
how the Ritchie model has been adopted to flt into the structure of the vegetation model

developed in this study.

The two status variables of the Ritchie model are evaporation time, ú", and the total
evaporation, DE". Evaporation time is the time that has passed without additional rainfall
since the beginning of phase 2, with a total phase 2 evaporation of Ð-Ð" - ÐEt (cf. Bqu.

93). Daily evaporation is at first calculated in the following way:

E",s(t)Al:

8",*o*(t)Lt
0.8Pj(ú)aú

(e0)

o, (/t" +ñ - \/Ç)

where ú" is taken at the time step t - At1 i.e. ú" :- t"(t - Aú). The precipitation rate

arriving at the ground is Pj: P"+h.Thefirst case represents phase l evaporation at the
potential rate,8",*o' and the last case phase 2 evaporation, controlled by desorptivity, rc".

In between there is another case with additional rain input.
In a second step, the evaporation rate in phase 2 is limited by the atmospheric demand,

i.e. the potential rate, and a case is included where evaporation is at the transition from
phase 1 to phase 2. Actual soil evaporation is thus calculated from:

n",^o"(t)At - o.4lrø"(t - aú) - >øtf tt
E"(t)At: if EE,(t - aú) - P!(t)Lt lEEt

and ZÉ,1t - Aú) ) ÐEt
min{-8",s(ú); 8,,*o,(t)}Lt else,

(e 1)

with

EE"(t - Aú) : max{ÐE" (t - Lt) - Pt"Lt; 0} * min{8",s(ú); E",^o,(t)}At

At the end of the time step Aú, the two status variables are advanced:

EE"(t): max{xð"(ú - Aú) - P!(t)Lt; 0} + E"(ÐA¿ (s2)

if
if
and

else,

DE"(t - 
^ú) 

- P:(t)Lt lDEt
DE"(t - Aú) - P!(t)Lt )_ÐEt
P!(t)Lt > 7.25n,(1/Ç ¡ñ - \/ü)

and

t"(t) =
0if
(Ð8"(t) - I.E)2lnl else.

Ð8"(t) l EEt
(e3)

The parameters desorptivit¡ rc", and phase 1" evaporation, DE1, are set depending on the

sand fraction of the uppermost soil layer, Ífo"d, following the values given in Ritchie (1972):

Ks : 5.62 - 2.56f ío"d (94)
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in kg m-2 day-o'5 and

Ð81: L4.29 - g.23fi""d (e5)

_ulnKgm -

To close the energy balance given by Equ. 7 or by Equ. L4 and 15, the calculation of the

sensible heat flux, 11, is also explained:

H : Hr*H"
: R"_G_AE
: RnulRn,-G-^(&lE¿lE"rE"n) (96)

In particular, at equilibrium evapotranspiratioî, E"q, (Equ.87 and Equ. 89, when E":0),
it is

ÀE"n: s(R".- G) 
(97)s*7

and

sl7 (e8)

2.6 Photosynthesis models: Monteith and Farquhar

In this section, two models of photosynthesis, i.e. of the primary uptake of COz by plants,

are described. The first model goes back to the observation by Monteith (L977) that net

primary productivity (NPP) is almost linearly related to the amount of photosynthetically

active radiation (PAR) absorbed by the plants (the principle of light-use efficiency, cf.

Section 1.5). As an extension of this model, it is possible to consider water in addition to
light as a growth limiting factor. This is done by reducing canopy conductance at reduced

soil water supply, as described in the preceding section.

As a second model, an enzyme kinetic parametrisation by Farquhar et al. (1980) for
the photosynthesis of C3 plants is used; for C4 plants, it is an adaptation of the model by

Collatz et al. (1992), without the stomata parametrisation by the authors.

The Monteith approach

Here, a linear relationship between canopy photosynthesis without water limitation, A",s

(in mol(COz) m-2s-t¡ and absorbed PAR (in W m-2r-1) is assumed. The connection is

expressed through the NPP-related light-use efficiency according to Table 2.t in Section

2.4 (e in g dry matter per MJ PAR). Translation of the NPP related rates is done by the

factor .fn,o (see Section 2.7, Equ. 131):

Ac,o: ,ffirr¿nRren (99)

C¿,* is the carbon content of dry matter (0.a5 gClg, Ajtay et al. 1979) and M" -
12 gC mol(CO2)-1. Further variables are f p¿p, the grade of PAR absorption by plants,

(7 G)Rn
Heq
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computed on the basis of LAI, radiative and canopy geometry (FPAR, Equ. 125, see below)

and Rp¿p, the PAR fraction of direct and diffuse radiation taken together (Section 2.5,

Equ.27).

Initially, A",s determines the non-limited canopy conductancl, Gc,o (Equ. 80) and thus
thepotentialtranspirationrate, Et,*o, (Equ.81). Then,if wateravailabilityislimited,G.,6
is reduced according to trqu. 82. The result, G", determines the actual transpiration rate,
E, (Equ. 72). In the case of G" 1G",6 the stomata are closed too far for the requirement of
the potential photosynthesis, A",s. To account for the ensuing reduction of photosynthesis,

the actual rate, A", is calculated analogous to Equ.80 (in mol(CO2)m-zr-t):

A.:0.625G"(c" - cù#T- (ioo)

The net leaf assimilation, ,4", is calculated in a similar fashion in the model Forest-BGC by

Running and Caughlan (1988), where afixed value for the intercellular COz concentration,

C¡, is used (Running 1984). In this study, however, it is assumed that C¿ decreases at
increasing drought stress down to a minimum value of Ci,*in. This value is set to 0.3Co

(ca. 100 ppm) for C3 and to 0.15C, (ca. 50 ppm) for C4 photosynthesis:

Ci : Ci,^in I (C¿,0 - C¿,*¿,")G 
"/ 

G 
",o

(101)

By comparison, the non-water-limited CO2 concentration, C¿,s,is0.87C" for C3 and 0.67C,
for C4 plants (see Section 2.5). The exact value of Ci,*in is relatively uncritical, since even

at the compensation point of C3 photosynthesis, f* (45 ppm at 30oC, see below),.4" is only
20%higher than at Ci:Ci,^in (cf. Equ. 100). Other than in the Farquhar model, below,

where C¿ is computed independently for several layers, the intercellular COz concentration
is assumed uniform throughout the canopy. Successful use of a constant value for C¿ in

Forest-BGC has, however, demonstrated that this is a useful approximation for forests;

in arid environments, LAI is usually small so that light absorption and leaf-internal CO2

concentration do not vary much within the vegetation layer. The controlling factor for C¿,

G./G",o, is taken from Equ. 82.

The advantage of this model is that the rate of photosynthesis does not have to be

integrated from the leaf to the canopy level. Because the canopy conductance, G", is

calculated from 4",¡, both photosynthesis and transpiration can be calculated from FPAR
alone, without reference to LAI. This is important, since FPAR can be derived from satellite
data more accurately than the LAI (see Chapter 5, Section 5.2).

The Farquhar approach

The non-limited photosynthetic rate, As, is again calculated at a fixed intercellular CO2

concentration, C¿,s. Calculation of the actual assimilation rate, A, at the leaf level as a
function of the actual intercellular COz concentration, C¿, is first explained for the C3

pathway, following Farquhar at al. (1980). A is formulated as the minimum of an electron
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transport limited ral,e, Js, and a rate, Jç,limited by the carboxylating enzyme Rubisco

(in molar units, i.e. mol(CO2)m-zr-l):

A = min{Jc; Jø} - R¿ (102a)

with

Jc v* C¡-l*
(102b)

Jø J

C¿ * I{c(I+ O,l Ko)
C;-l*

(102c)
4(Ci - 2t*)

-R¿ is the leaf or "dark" respiration, and "I the electron transport rate. ,I depends on the

rate of PAR absorption, .I, in mol photons m-2 s-l in the following way:

t:-9þ-'Æãæ (103)

where I : Ip¿nlUpln, with the PAR absorption rate lp¡p in \M m-2 and the energy

content of PAR quanta, (220kJ/mol, Jones 1983, p. 160). The temperature dependence of
the maximum electron transport rate,, J*, is calculated according to Farquhar (1988) from
the canopy temperature, Tu, in oC and the respective rate at 25oC from Table 2.1-:

J*(7,) : J 
^(25oC) 

x T" 125 (104)

For the CO2 compensation point without leaf respiration, f* (in pmol(CO2)mol(air)-1), a

linear dependence on vegetation temperature (in "C) is assumed, again following Farquhar
(1e88):

l* = L7T, (105)

At sufficient light, the rate of photosynthesis is limited by V*, the maximum turnover
rate of the primary COz fixating enzyme, Rubisco, while at low light levels, it is "I- limiting
the assimilation rate. Following Farquhar et al. (1980) and in accordance with Berling and

Quick (1995), a sharp transition from Rubisco to light limited photosynthesis is assumed.

In nature, this so-called 'Blackman' curve is observed with a certain transition zone, where

both rates are simultaneously limiting. The argument used by Farquhar et al. is that this
co-limitation is a suboptimal behaviour that tends to be minimised (Collatz et al. 1990).

Nonetheless, a certain co-limitation is often introduced by a curve parameter (e.g. Farquhar

et al. 1980, Collatz et al. 1991). Because its actual size is difficult to determine for a global

simulation, and because the result does not deviate much from that according to Equ. 102a,

this parameter is not used here.

The values for V^ and J^ are vegetation specific and are listed in Table 2.L for the
standard temperature of 25oC. a is assigned a value related to incoming light taken from
Berling and Quick (1995) divided by a leaf absorption of 0.86 according to Collatz et al.
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Table 2.6: Values of the kinetic parameters and constants for the calculation of the C3

photosynthetic rate with the Farquhar model; lower part: additional constants for C4
photosynthesis. .Ð is the activation energy in J/mol; s.t.: see text, const.: no temperature

dependence, F&a: Farquharet al. (1980), C: Collatzetal. (1992), F: Farquhar (1988), BQ:

Berling and Quick (1995)

symbol description value at 25"C unit E reference

d

l*
o,
Kc
I(o
v*
J*
Ra

eficiency of photon capture

CO2 compensation point

02 partial pressure

Michaelis-Menten consta¡rt for COz

Michaelis-Menten constant for 02
carboxylation capacity

electron transport capacity

leaf or dark respiration

0.28

42,5

o.2t

460

0.33

s. t.
s. t.
s. t.

! 
-t -1pmolm -s -

mol/mol
pmol/mol
mol/mol

, _t _1pmolm -s'
, 

-t -tpmolm -s'
, _ô _tpmolm -s ^

(consi.)

s. t.
35948

59356

35948

58520

s. t.
50967

BQ

F
F&a
F&a
F&a

BQ F&a
BQF

c
C

C

C

di

k

0

integrated C4 quantum efficiency

PEPcase CO2 specificity

curve parameter for Ju

0.04

s. t.
0.83

mol/mol
, _t _1mmolm -s'

(const.)

50967

(1991). The temperature dependence of V*, J^ and all other rates with an activation
energy given in Table 2.6 is computed from the following equation (with 

"" 
in ,C 

):

(7" - 25)Ek(7,) : k(25'C) exp
298R(T, + 273)

(106)

where k stands for the rate in question. Rates and constants that do not depend on

vegetation type are also listed in Table 2.6.

In closed canopies, the light-saturated assimilation rate is normally differentiated accord-

ing to light availability. Therefore, in accordance with Sellers et al. (1996), an exponential
reduction inV^ aîd Jm from top to bottom is assumed for r\. > Âo = 3 (cf. Equ. 137):

v^(t) : v^ x Kpe-K'"t (107)

J^(t) : J* x I{p¿-KnI (108)

where V* and J* are the temperature dependent values according to Equ. 1-06 and 104,

a,nd I(e the extinction coefficient at noon (Equ. 119c with p(t : I2)). This scaling of
photosynthetic capacity is applied to trees, shrubs and crops, not to grasses or tundra
vegetation.

The non-limited photosynthesis, As, is first calculated from Equ. 102a to 1"02c with
Ci: Ci,o (C¿,0 u. in the preceding section); then the canopy rate is formed as an integral
over the leaf area (cf. Equ. 80):

¡Å
A",o: 

Jo 
AoQpAR(l))dl (109)

This integral is solved approximately by summing over several layers, each with PAR ab-

sorption, Ip¿,n, calculated separately (see below, subsection "light absorption").
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The canopy temperature, T, caî lie above or below the air temperature, 7, depending

on the energy balance of the vegetation canopy in the following way:

ry1 -ry, 
Rrr-Ettu=r +;;ñ (110)

E¿ is calculated according to Equ. 69, with G" from G",6 after Equ. 82. The influence

of skin reservoir evaporation (E¿) ir neglected (i.e. E, - Et,, cf. Equ. 69). Since G",6

depends through Equ. 80 oî A¿,s,, itself dependent on T, A",o and, through Equ. 80,

G¿,6 âÍ€ computed at a temperature of Tu : l. Then, the actual canopy conductance,

G", is calculated from Equ. 82, with the dependence on vapour pressure deficit assumed

throughout the canopy (cf. Equ. 79):

s,(t) = g",o(l)G"f G.,s

: r.6Ao(t) RTx t
Co-C¿,o p I+b"Le (111)

Both transpiration, E¿, and canopy temperature, Tu) are now determined from G". A self-

consistent calculation, where ?i has to be reinserted iteratively into the equation for ,4",s,

is not carried out here. Since the calculation of A",s and G",e at a uniform C;,0 has mainly

the purpose of formulating a generally applicable dependence of the stomatal conductance

on incident light, the error involved is comparatively small.

The actual assimilation rate, A, is eventually computed at a fixed stomatal resistance,

9", and at a canopy temperature, fl,, computed as described above. The relevant equations

are on the one hand Equ. 102a to 702c of the Farquhar model, on the other hand the

diffusion equation for COz:

A(t) :0.625s"(t)(c" - cù& (112)

Besides.4, the undetermined variable is C¿. Equ. 112 is therefore solved for C¿ and inserted

into Equ. 102b and 102c. The results are quadratic equationsfor Js and JB; the minimum

of the respective lesser solutions of those quadratic equations yields ,4,(/). Finally, the

canopy photosynthesis, A" in mol(CO2)m-zs-r, is taken as the integral over the leaf area:

o" = 
lon 

A(t)dt: W lon 
o"(t) (c, - ci(t)) dt (11s)

For C4 photosynthesis, Equ. L02a to 102c are replaced according to Collatz et al. (1992)

by the following:

min{.r"; J.} - R¿

J" kC¿

rl'tr.
20" L'* 

-r Úx -
Ipnn
llptn

J"

A (114a)

(114b)

(11ac)

J¿

(v*+ J,¿)2 - 4o"v*J¿

(114d)



2.6. PHOTOSYNTI{ESIS MODELS: MONTEITH AND FARQUHAR 51

As with C3 photosynthesis, a gradual onset of light limitation is assumed, with a sudden

transition from J" to J" limitation at rising C¿. Another reason for not using a curve

parameter for this transition is mathematical: thus, after calculation of g"(/) as above, A(/)
can be derived from:

A(r):*in {.r"; ?",,* 
*!ln|!!,)} 

- a, (115)( " llk+t|g'"(t))
with sf - 0.625s,p|@rx).

Following Farquhar et al. (1980), leaf or dark respiration, R¿, at 25oC is assumed pro-

portional to V^, also at 25'C. The constant of proportionality depends on photosynthetic

pathway and is 0.011 for C3 plants (Farquhar et al. 1980, Collatz et al. 1991). As a result

of the complex, two-step process, the value for C4 plants should be significantly higher. In
fact, with 0.021, the value assumed for maize in Collatz et al. (1992) is almost twice as high.

However, during the calculations described in Chapter 3 it has turned out that at such a
value, respiration costs for C4 grasses are considerably lower than for C4 grasses on a global

average. For this reason, and also because only few data are available for this vegetation

type, the respiration constant for C4 grasses is determined together with V^ and k from

the principle of coexistance. The condition is that at places with an equal proportion of C3

toC4 grasses, both GPP and NPP are equal for the two vegetation types (see Sections 2.4

and,2.7). Taking this into account, the actual formulation for leaf respiration used here is:

R¿(25"C):
0.0rtv*(25"c) (c3)
0.a42v*(25"C) (C4)

(1 16)

The temperature dependence of .R¿ is again given by Equ. 106 with an activation energy

according to Table 2.6.

Light absorption

Light absorption in the photosynthetically active spectrum is calculated within the two-
flux approximation, following Sellers (1985), expressed by the following equations (with the
cumulative leaf area index, /, as the vertical coordinate, where / : 0 at the top, and / : ,A.

at the bottom of the canopy):

+ [1- (t - B)u)R+- aþRt = aþI{(L - þo)R(t)

+ [1 - (t - B)a]R¡ - aþR+ : upK BsR(t) (117)

,R1 and -81 are the diffuse fluxes downward and upward, and i?(/) is the direct flux with
iB(0) : dp¿aîptn (Eqt.27 and 30):

R(t): R(o)e-KI (118)

Further, ø is the leaf single scattering albedo, B the forward scatter fraction for the diffuse

fl,tx, B6 the same for the direct flux, 1l the extinction coefficient for the direct flux and p

the mean of K-L over the downward hemisphere (ß K-t (p)dp).

dR+

dt
dR¡
dt

f.¿

lt
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The following simplifications are used: (1) There is no preferred leaf orientation, i.e.

distribution of leaf angles is isotropic; (2) leaf reflectivity and transmissivity are equal (the
sum of the two is ø). These assumptions yield:

(11ea)

(11eb)

(1 1ec)

(11ed)

where p is the cosine of the solar zenith angle (cf. Equ.25).
The following boundary conditions are also needed for the solution of Equ. 117: (1)

n+(O) equals diffuse incoming radiation; (2) the reflection at the lower boundary is given

by the soil reflectivity in the PAR region, plARt

B+(o) = (L - d,pm)Rpta (120)

fit(^) : prAR @(L) + A11a,¡¡ (121)

The standard value for the single scattering albedo for PAR is set to a :0.12, while pf,AR

is computed from the soil albedo in the total solar spectrum, p":

plo* :0.92p" - 0.015 (L22)

This dependence has been derived from the "soil line" by Price and Bausch (i995), alinear
relationship between PAR and NIR (near infrared) reflectivity for moist soils, with the
assumption p,: (plAR + p{IR)lz (cf. Section 4.5).

Under arid conditions, the ground is usually covered only partially with vegetation, to
a degree described by the fractional cover, /". The calculation of /" in the model is given

in Section 2.9 (Equ. 137). This type of spatial concentration, or "clumping" of vegetation
has a strong influence on the dependence of FPAR on LAI (Asrar et al. 1"992), and thus
on photosynthesis and the energy balance. If one neglects the effect of vegetation height,
then the two-flux equations (117) are taken for the fraction f" of a grid cell alone, with the
LAI, 

^, 
replaced by the "clump" LAI, 

^" 
: l\lÍ". This is the approximation used in the

standard model.

If /" is much smaller than I and the ratio of height to width of the vegetation clumps

significantly larger than 0, the vegetation can absorb considerably more light than calculated

by the approximation described above. (Except for direct radiation from directly above,

i... tt - 1). Such a three-dimensional radiative transfer problem for describing the height
effect cannot easily be applied to the two-flux approximation. In order to give at least an

estimate of this effect within a larger sensitivity study (test'G'in Table 3.2, Chapter 3),
an effective fractional cover, ¡eÍi,is defined that is larger than f"for p, { 1. A detailed

description is given in the appendix; in the standard case, it is Í"f Í - Íc.

^1IJ=,2
-1þo: t
K: 1

2p,

þ:1
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The rate of light absorption per leaf area is calculated for the light limited photosynthetic

rate (Equ. 102c or 114d, respectively) as the sum over I/¿ layers of equal distance in /-
coordinates, going from / =lk-r to l: /¿ with /o:0 and /¡¡, : LeÍÍ'

rl¡

J,,_
(r? + i?1+ At) dt

1 d

dt
¡PAR
r¡"

ln - ln-t
: {lÄ(/¡_r) * A1(t¿_1) - nt(/r_r)l ...

...- [Ë(¿r) * R¡(t¡) - Bt(¿*)]] l(h - tn_t) (123)

where R, R+ and,R1 are the solutions to the Equ. 117, 120 and 121 with Ìy= 4y'ÍÍ (: Â"
in the standard case). The canopy photosynthesis is then

N,

A. - ¡eÍÍ Ð ¡e{o") (tn - tn_ù (124)
lc=O

and FPAR can be calculated from

rp.¿,n : {tË(0) + Ar(0) - At(o)l - [Ã(^)+ Ë+(^) - nt(t)]i l@@ + A+(0))

0 + ,")(n(^) + nr(^.))
(125)a(o)+ A+(o)

Equ. 724 is the approximation used for the integrals of Equ. 109 and 113. Following the
arguments by Sellers (1985), no separate layer for sunlit leaves is introduced.

2.7 Carbon balance

Gross primary productivity (GPP)

The carbon balance is computed in one-day times steps and in units of gC per m2 and day.

A part of it, that is the net leaf assimilation, ,4., has already been discussed in the preceding

section (2.7). The gross primary productivity (GPP) is calculated from this quantitiy in

the following vvay: 
r

GPP : M. | (A.({) + Rdç(tt)) dtt 926)
t åuy

The factor M" - L2 gClmol (COz) is used because photosynthesis is expressed in molar
units of carbon. In the case of the Farquhar photosynthesis scheme, A¿," is the integral of
.R¿ over the differential leaf area index, l:

Rd,": 
lon 

*o{r)0, (r2la)

For the Monteith model it is assumed, following Ryan (1991a), that maintenance

respiration (see below) amounts to 40% of GPP under non-water-limited conditions, of
which 40% is assigned to maintenance respiration of leaves (fnJ.oÍ, see below). Hence,

Rd,":0.16(4.,0 f Æ¿,"), or:

Rd*: f a¿L",o (I27b)

1: 1-
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Figure 2.3: Respiration costs of vegetation for the field studies used to calibrate the
biosphere model TEM, as far as cited, against total carbon content. With 12 - 0.19,

correlation is only moderate.

with fp¿:0.14. The use of A",s has the effect that under drought stress, only CO2 uptake
is reduced, but not maintenance respiration.

Net primary productivity (NPP)

Ra,"is one part of the total plant respiration,,B¿. Following Ryan (1g9ia),,R¿ is divided
into two parts, maintenance (Ru) and growth respiration (Ac). The difference between
the two is that the so-called growth respiration occurs only when NPP > 0. In a number of
vegetation models, e.g. TEM (Raich et al. 1991) and SILVAN (Kaduk 1996), this concept
is used in such a way that Rtø is proportional to biomass, i.e. to the carbon content, C¿r¿.

However, Ryan (1991a) stresses that Ru and the nitrogen content of vegetatiot, .ðy'¿,¿, are

usually much better correlated. As can be seen in Fig.2.3 and 2.4,this is also true for the
ecosystem studies used to calibrate TEM.

According to Ryan (199la), Ry is approximately 0.3Opmol(Co2)m-2s-1 per gN at 25'C
(same temperature dependence asfor.B¿ assumed). Since I/- is nearly proportional to the
nitrogen content of leaves (Farquhar et al. 1g80) with around 45pmol(COz)m-2s-1 per

gN (at 25 oC, with 2A% of N in Rubisco), it follows from Equ. 11"6 for C3 plants that
.R¿ is approximately O.5pmol(Coz)m-zs-r per gN, somewhat more than .R¡4. It seems

that leaves, in terms of their nitrogen content, take up a higher proportion of total plant
respiration than the remaining plant parts. Further, from the data by Ryan (1991b) it
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Figure 2.4: Respiration costs of vegetation for the TEM field studies, in this case against

total nitrogen content. There is a high correlation with 12 : 0.98.

follows that typically a0% of maintenance respiration takes place in the leaves. Out of this
reason, the following equation will be used:

RM : M"R¿,"/Ín,reaf : I.67M"R¿,"|frv¡"o¡ (128)

f R¡"o¡ is the leaf fraction of the plant-total maintenance respiration, and ÍN,t"o¡ the leaf
fraction of total nitrogen. The factor l-.67 accounts for the higher respiration rates per N
in leaves (0.5 against 0.3, see above).

In a subtropical dry forest in Puerto Rico (Lugo and Murphy 1986), leaf nitrogen ',¡ras

189 kg/ha of a total of gL6 kgf ha, i.e. 2LTo, whereas in an equatorial moist forest in Zaire

(a 28-year-old secondary forest) 1"43 kg/ha were found in leaves for a 593 kg/ha total
(Greenland and Kowal 1960), this is a portion of 24%. (With Equ. 128, this would mean

fr-,r"o¡ = 0.4). The similarity contrasts with the fact that with 25To, the root fraction of
total nitrogen was significantly lower in the moist than in the dry forest, where it amounted

to as much as 60To. It appears that the value of lN,t"oÍ is a conservative quantity compared

to the distribution of biomass between leaves, stem and roots. A possible explanation is that
trees, because of competition with other trees, accumulate woody biomass until a certain
critical value of f N,r"o¡ around 20 to 25% is reached, from where on a reduction in NPP
prevents further reduction of the relative leaf fraction. This might also be true for grasses,

which increase root biomass under arid conditions until a similar value of ÍN¡"o¡ is reached.

This would explain why respiration costs relative to GPP are remarkably similar for grasses

and trees (Ryan 1991a). Therefore, in this study a uniform value of fN,t"o¡ = 0.14 will be
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used, or ln,t"o¡: 0.40.

A mean value for growth respiration according to Ryan (199la), which will be used here,

is 0.25 gC per gC biomass produced:

Rc: /¿,6NPP = /R,6(GPP - R¡ø - Ac) (129)

and with Equ. 130 and 126

with /¿,6r = 0.25. Hence, the equation for net primary productivity is:

1

NPP - 1+ /RG(GPP - Rtò (130)

To calculate net leaf assimilation, A.,o, for the Monteith model from Equ. 99, the factor

.fR,o is needed for the ratio of NPP to 4",¡. From Equ. 128 and L27b it follows for A.: Ac,oi

RM = 
M"Ja¿L"'o

lR,IuoÍ

f n¿A",o

f RJ"oÍ

Hence, with /4,s - NPP/,A",o, NPP at A"=,4",s (non-water-limited):

NPP : #fu(r" * rn¿A" -

r_ - 1+ fn¿\-rlfal"oÍ)rH,o- L+fRG (131)

Inserting the standard values given above yields 
"fn,o 

: 0.61

Soil respiration (RES)

According to Raich and Potter (1995), the most important factor determining the rate of soil

respiration (RES) is temperature. In a summary of a large number of studies, the authors
have found a clear temperature dependence with aQrc of 1.58 related to air temperature
for natural vegetation and of 1.49 for all types of vegetation. (8ro is a multiplicative factor
describing the rise in respiration for a temperature increase of 1-0oC.)

The second most important factor is precipitation, whereas no significant relationship
of RES with soil carbon content is found. According to Meentemeyer (1978), RES is also,

to a good approximation, proportional to the actual evapotranspiration, E. Since in this
study, the focus is on the seasonality of COz fluxes, it is further assumed that the annual

respiration at each grid point of the model equals the annual NPP:

RES(ú) :
t NPP(¿/)dúl

1 year
r.þ)QTIù/'o (132)

I ¡.çtr¡ql[t')tro¿tr
1 year

with the daily average air temperature, ?. Following Meentemeyer, the moisture factor is

chosen as "f" - E/(Er,*ort Et,*or),, that is the ratio of actual to potential evapotranspi-

ration according to Equ. 22. (In Chapter 6, additional variants will be defined.) RES is
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calculated with a time step of one day, which is also the time step for solving the integrals

above.

It is possible that the above assumption is not valid for some ecosystems, as it has in fact
been found for many temperate broadleaf and coniferous forests (Wofsy et al. 1993, Dixon
et al. 1994, Kurz and Apps 1994). The difference between global NPP and RES, with an

NPP in the range of 40 to 80 GtC (Houghton 1995 and Chapter 3), could be around 1to
2 Gt or 0.6 to 2.5%. The effect of such an imbalance on the seasonal cycle of CO2 fluxes

should therefore be small and is consequently neglected here (see Chapter 6).

2.8 Phenology

The phenology of vegetation describes the timing of both leaf onset and shedding for de-

ciduous plants and grasses. The main purpose of such a periodical buildup and loss of
leaves is the avoidance of frost and drought damage. In this study, phenology is deûned in

a wider sense by the determination of the time dependence of the LAI as a function of air
temperature, drought and the carbon balance. This also includes evergreen species. In the
following subsections, the calculation of a temperature (,4,7) and a water (,A,ry) controlled
LAI, and a growth limited LAI (^c) will be discussed, while the actual LAI at time step ú

is given as the minimum of those three values:

^(¿) 
: min{Â7(ú); Lw(t);^c(¿)i (133)

The LAI is here defined as the one-sided leaf area per grid cell divided by the complete grid
cell area (not by the vegetation covered part, /", see below).

Temperature controlled phenology

The ecological reason for leaf shedding in cold climates is the avoidance of frost. Hence,

the phenology should depend on the probability of low-temperature extremes at a given

place. The actual mechanism controlling leaf onset and shedding, however, can be different
in different plant types; for example, leaf shedding in most broadleaf trees is controlled by

daylength (Walter and Breckle 1994, p. 7), while this behaviour is itself the result of an

adaptation to the prevailing climate.

Here, such relatively complex and varying processes are not modelled in detail. In-
stead, following Dickinson et al. (1993), a mean temperature-dependent LAI of the various

occurring species is defined:

0 if Ts,6(t) < Tó

if 16 < Ts.6(t) < Ìø

if Ts5(Ð > Ìó

Âf1 _ (%#Ð'lÄ7(t) :

Â

(134)
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where To5: Qf +\.s)13 is the assumed daily mean temperature at 0.5 m soil depth,
which is calculated daily (with fi.5 from Bqu. 85). The standard values chosen are Â: 5

(Dickinson et al. 1993, where Â: 6 related to 80% vegetation cover, i.e. 4.8 related to total
area), Tó: îoC and'Î'6: 15oC. The temperature values are derived from the observed

spring onset in mid April and leaf shedding at the end of October in Central Europe (Walter
and Breckle 1994, p. 6ff.).

This equation is valid for all vegetation types except cold-evergreen (C-E, see Table 2.1)

and arable crops (Codes 15, 16 and 20 to22); the latter have a value of Tö: I2oC. For cold-
evergreen vegetation (i.e. conifers except larches), r\,7 is kept constant over one year and for
?o.s in Equ. 134, the mean value of the warmest month is taken, i.e. ?o.s : (2TslT1.s*or) f 3,

where TL.6*o, is the value of ?1.5 of the warmest month.

Soil water controlled phenology

When formulating drought motivated phenology, it is assumed that the reason for leaf
shedding and wilting lies in a negative NPP, not in direct desiccation. It is, therefore,

the carbon balance of the previous section that is responsible for the "dry" phenology.

The model thus follows the hypothesis of functional convergence (Field 1991), according to
which the uptake capacity for COz of a plant, here determined by LAI, will not be larger
than the rate allowed by the largest limiting factor, in this case the soil water content.
By avoiding surplus investment, a maximum growth rate is achieved (Mooney and Winner
1991). A dependence of this kind can easily be reproduced in this model, because the link
between the carbon and water budget through the stomata is explicitly described. A similar
approach, differentiated by leaf layers, is used in the dynamic ecosystem model Hybrid 3.0

(Friend et al. 1996).

To calculate the maximum LAI allowed at a given soil water content, l\ry, il is assumed

that plants follow a strategy of optimising annual growth. During the growth season, LAI
is therefore increased to an optimal value, while it is kept constant during drought until a
negative NPP forces the plant to shed leaves:

l¡,v(t) : ^(NPP 
: 0) if NPP(^(ú - a¿), ú) < 0

max{.,\¡¿pp oet !\w(t - 
^ú)} 

if NPP(A(I - At), t) > 0

^(ú 
- Aú) îf T. < 5.5'C and T* { T^-t

(135)

Aú is the one-day time step, Ì\Nppopt the value of LAI where the daily integral of NPP
is at a maximum, and NPP(Â(t - At),ú) stands for daily NPP at time step ú, calculated

with the LAI of the previous time step, ú - Lt. The third line of the equation constitutes
a test of the condition of senescence in winter-cold climates (7" > 5.5oC, cf. Section 2.4).

?' stands for the average temperature of the current, and T*-1for that of the preceding

month. The reason is that, if the end of the summer drought period lies already in autumn,
no second growth period is observed (Walter and Breckle 1gg4, p. 4tr.)
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The difference between warm-evergreen (W-E) and other vegetation according to Table

2.1 is that for W-E plants, Lw(t) > lyw(t-Aú) is allowed only during the spin-up phase of

the model run. After this initialisation (cf. Section 2.2), only a reduction in LAI is allowed,

in order to determine the maximum LAI that can be sustained by W-E vegetation.

Growth limited leaf area

For all non-evergreen plant types, growth of LAI is also limited by net primary productivity,

itself a function of LAI. The difficulty lies in the fact that a certain amount of carbon

investment is always necessary to initialise leaf growth. However, this starting investment

in the form of seeds (annuals) or starch reserves (perennials) is difficult to quantify. It is

therefore assumed that the LAI is growth limited only from a value of 0.5 onwards, by

lrc(¿) : Â(ú - a,) * *S14", (186)' 2 Cd,*

with the one-day time step Aú, the specific leaf area, o¿ according to Table 2.1, and

Cd,^:0.aígelg (cf. Equ. 99). The factor one half corresponds to the assumed maximum

allocation to leaves.

Fþactional cover

In this model it is assumed that there is a maximum fraction of each grid cell, Í",*o, that,

can be covered by vegetation. In the standard case, this maximum fractional cover is 0.9

throughout (cf.0.8 in BATS, Dickinson et al. 1993). This is meant to account for the fact
that at large length scales, there is only rarely a uniform vegetation cover, with various

forms of gaps in between, such as water bodies, settlements, roads, rocks, etc. It is further
assumed that sparse vegetation is not uniformly spread out, but that it occurs in separated

clumps (cf. Section 2.6, "light absorption"). Therefore, if the maximum annual LAI, L^or,,
is less than Às : 3, the maximum LAI of the clumps is set to .4.0. This results in a fractional
cove, /", of:

Í" f ",*orÌ\^orf 
1\o for /\^o, 1 1\o

1",*o, for Ì\ma, ) 1\g
(137)

/" is recalculated after each one-year simulation. After the spin-up phase, the highest

monthly mean LAI of the preceding valid simulation years is taken for /\^o, (cf. Section

2.2). During the spin-up phase, only the LAI of one year earlier is taken.



Chapter 3

Model Results and Compartsotr
with Field Studies

3.1 Overview and definitions

In this chapter, after first deflning a standard model version of BtrTHY with several vari-

ants, results computed in prognostic mode will be presented. The purpose of this exercise

is to give a general error estimate and to gain insight into the sensitivity of the model

against various parameters. The simulations are characterised as "prognostic", because

only those input data are used that are also available for scenario calculations of future or

past climates. These are temperature, precipitation, radiation, mean CO2 concentration

of the atmosphere, soil type and vegetation distribution. The first three can in principle

be predicted by climate models (Kattenberg et al. 1996), future CO2 concentration with

global models of the carbon cycle on long time scales, in combination with assumptions of

future fossil fuel emissions (Schimel et al. 1996), and the last two with models of vegetation

dynamics, which, over very long periods, also determines the formation of soils (Melillo
et al. 1996). Other observations, such as vegetation distribution captured by satellites,

direct measurements of productivity, or distribution and seasonal change of atmospheric

CO2 concentration, are not used. Consequently, only vegetation type is taken from input

data, not vegetation amount (usually expressed by the leaf area index, LAI). The latter is

derived solely from the principles of temperature, light and water limitation.

Only when the Monteith photosynthesis scheme is used, field measurements of plant

productivity enter the calculation indirectly in the form of light-use efficiency, that is the

ratio of net primary productivity (NPP) to absorbed radiation. For the Farquhar model,

only a plant-type specific maximum rate of photosynthesis is used, a value that is more

characteristic of the plant's nitrogen balance than of its actual productivity. All other

parameters of the Farquhar model are usually considered universal, because they are the

result of enzyme kinetics of photosynthesis.

To make the standard model version independent of the various non-prognostic types

a
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Table 3.1: Description of the standard version '0' of the vegetation model BETHY

of input, it uses the Farquhar photosynthesis model (Section 2.6) and the vegetation map
by Wilson and Henderson-Sellers (Section 2.3). More details can be found in Table 3.1.

In addition to the standard version, a number of variants for sensitivity and error studies
are defined and listed in Table 3.2. Those sensitivity tests are either defined by exchanging
model parts ('Pm'), input data sets ('C'and 'M'), or a coherent set of model parameters

of the standard version, and they reflect a possible global and systematic error, not a local
one. The only exception is given by the test H-/Hf of the humidity parameters. Here, the
values for hs and ä are set in such a way that for H-(H+) simulated mean values according
to Table 3.3 lie one standard error below (above) the mean of the standard run at the grid
points of 588 calibration stations (see next section). If those stations were representative

Resolution 1o equal area (11069 land points)

2 years spin-up, 3 years simulation

1O-daily phenology update

Land cover vegetation map by Wilson and Henderson-Sellers

up to 3 vegetation types per grid cell,

thereof 1 selected at random

Daily climate stochastic daily precipitation with 7 distribution
temperature and radiation linearly interpolated from monthly means

Photosynthesis Farquhar model with 3 layers

Stomata cu :7.0 mm/h, Ci,o:0.87Co (Ca) and Ci,o = 0.67C" (C4)
Phenology max. LAI, Â: 5

threshold, Âo : 3

max. fractional cover T",^or:0,9
leaf onset temperature, T6 = goÇ

arable crops: Tó: L2oC

saturation, Ûø: IS7C

Autotroph respiration leaf fraction, ÍR,I.o¡ = 0.40

construction costs, fa,c = 0,25

Soil respiration temperature factor with 8ro - 1.5

humidity factor is /"
Humidity minimum, ho:0.92

amplitude, ît, = 0.49

Radiation vegetation albedo, po :0,L5
atmospheric longwave emissivity, e.qo = 0.64

leaf single scattering albedo, a = 0.L2

Wind above-canopy wind speed, u:2 m/s
Coz atmospheric COz content, C, : 355 ppm
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of the microclimate of all simulated pixels, the estimated uncertainty for the global means

of Â and å6 would be smaller by a factor of 1lJ58B= 0.04. However, in order to consider
possible systematic deviations between the plant-own microclimate and that captured at
those measurement sites, a global error of 20% of the calculated standard error is assumed

(see Section 3.3).

The sensitivity against climate input data ('C') is tested with data from ECMWF routine
weather forecasts, with daily temperature amplitude and number of wet days remaining
unchanged because such data were not available in a suitable form. The year 1987 is
chosen for compatibility with the ISCPP radiation data, and 1990 because at that time
the forecast scheme had been updated significantly (Arpe 1991). In both cases, however,

the radiation is used from the standard version so that the test is only for differences in

temperature and precipitation fields.

Further criteria for defining sensitivity tests are described below: For the net-radiation
test (N-/Nf ), the higher value of the vegetation albedo is that for grasses, the lower one that
for coniferous forests from Brutsaert (1982); an error of */- L0%for the atmospheric emis-

sivity is also taken from Brutsaert (1982, Fig.6.6, p. 141). Further, an error of L5% for the
soil albedo in the data set of Wilson and Henderson-Sellers (1985) is considered reasonable.

The variation of the temperature phenology (T-l+) corresponds to a delayed/accelerated

start of spring by 10 days in Central Europe; an error of *l- f. is finally assumed for the
LAI of dense, close vegetation. The lower and upper values for the parameter of root-water
controlled stomata regulation (c-) are taken from the article of Federer (1979, Table 4,

halved/doubled root density). The same variational range is assumed for two quantities
about which little is known globally, that is rooting depth (D-l+) and wind speed above

canopy (X-/+). The estimated variation of the parameter for growth respiration (fn,c)
is determined from Ryan (1991a) by taking a value for pine trees (as a mean of stem and
needles) as the lower value, and results from the Californian Chaparral vegetation (in the
range of 0.23 to 0.40) as an indication of an upper bound. The higher value for the leaf
fraction of maintenance respiration (f p,¡"o1) is estimated from Ryan (199lb, simulated val-

ues from 0.41 to 0.6), whereas the lower one takesinto consideration that the belowground

fraction of productivity is often underestimated (Long et al. 1g8g).

In addition, there are three tests of the sensitivity against temporal and spatial resolution
of the model ('0-10+10+*') for which, as described in Chapter 2, the daily course of
photosynthesis and the energy balance is recomputed only three times each month; if soil
moisture content drops below 1 mm, gross photosynthesis and transpiration are set to zero

until the next daily course is calculated, and a ne\ry water limited LAI with it. Eventually,
there is a sensitivity test that concerning only the initialisation of the model ('0t').

In Section 3.3, the results (mainly NPP) are presented as global means, as means over

vegetation types (according to Table 2.L), as latitudinal averages, and as averages over five
climate zones defined there. As mentioned above, the purpose of the comparison is to give
a general impression of the model's sensitivity against the most important parameters and
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Table 3.2: Description of model variants of BETHY
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Code Sensitivity test Description

0

0v

standard standard

modified random numbers

0-

0+
0++

resolution recalculation of daily course only every 10 days

0.5o grid (62483 points), daily course every 10 days

up to 3 veg. types at a grid point, daily course every 10 days

Ms

Mp

vegetation map from satellite data (DeFries/Townshend)

potential vegetation

Pm photosynthesis Monteith model

c87

c90

climate data ECMWF forecasts of 1987

ECMWF forecasts of 1990

V-

V+
daily variability reduced, precipitation every 1.1 f. days

increased, temperature amplitude and

radiation coupled to precipitation

N.

N+

net radiation low absorption: soil albedo (p,) + tS%

atmospheric emissivity (e¿o) - 10% (0.58)

vegetation albedo, p, : 0.2A

high absorption: soil albedo (p") - 15%

atmospheric emissivity (e¿o) + 10% (0.70)

vegetation albedo, p., : 0.10

X-

X+
exchange aerodynamic conductance (G") halved, u: Lm/s

aerodynamic conductance (Gr) doubled, u:4m/s
G geometry vegetation height considered for light absorption

H-

H+

humidity reduced by standard error:

åo = 0.69 and ñ, :0.L2
increased by standard error

ho: !.L7 and Â : 0.89

S-

S+

stomata early closurêi c* :0.5mm/h
late closuret c. : 2,}mmlh

D-

D+
rooting depth halved

doubled

T-

T+
temperature phenology short: Tó = 7oC (arable L4'C) and T6: LToC

long: ?¿ : 3oC (arable 10'C) and Ì6: l-3oC

L-

L+
leaf area low,Â=4

high, Â: 6

A-

A+
"autotroph" respiration low, /p,6r = 0.2 and f R¡.o¡ :0.5

high, /p,6 = 0.3 and f R,teo,¡ :0.3
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modelling variants, it does not, however, allow a definitive test of the model's predictive

performance. For this reason, the ensuing Section 3.4 presents a simulation where the model

is driven with measurements from the First ISLSCP Field Experiments (FIFE, Sellers et

al. 1988) and results are compared to half-hourly values of photosynthesis rate and canopy

conductance. This allows to demonstrate whether the daily course of CO2 and water fluxes

and its dependence on soil moisture is described realistically in the model.

A further comparison that concerns only the simulated water cycle uses multi-year mea-

surements of the plant available soil water content from the former Soviet Union. The
simulations are driven with the standard climatology. The purpose is to check whether

the order of magnitude and the seasonal cycle of soil water content can be reproduced

satisfactorily, with special attention given to the peak caused by spring snow melt.

Model results are also compared to data of annual NPP from a larger number of field

studies covering most of the earth's vegetation zones" This is the only globally compre-

hensive comparison with field data and is again not considered a method of final model

validation, because scatter and possible error of such field measurements are naturally
large (cf. Kaduk 1996, p. 71tr.). The question asked here is rather, whether with this type

of data differences in the quality of different model variants can be detected.

Figure 3.1: Position of the 588 stations of the data set by Müller (*). The position of
6 measurement sites for soil moisture in the former USSR (n) and of the sites of various

ecosystem studies (A) are also shown.
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Figure 3.2: Measured daily average of absolute humidity against data by Müller and Friend,

each expressed as multiples of the absolute humidity at sunrise, er(T^¿n). There arc !2
monthly values for each station.

3.2 Vapour pressure variability

In this section, the model-simulated vapour pressure near the ground is compared to those

values derived from the data set of Müller (1982) according to a method by Friend (1997)

for the grid points corresponding to 588 stations of the Müller data set (cf. Fig. 3.1). With
this method, daily mean vapour pressure is calculated as

eo:(albP)er(T*¡")

where P is monthly average precipitatioL, T^in the daily temperature minimum and e" the

saturation vapour pressure. ø and ó are the constants determined separately for each station

from the data set by Müller, whereas P and T*¿, ãte taken from the model's standard input
data. This insures consistency of the assumed vapour pressure with the climate data used

by the model.

In Fig. 3.2 the value of eof er(T^¿,") is plotted for all 12 months and 588 stations according

to Friend against the value simulated by the model (Equ.20, Chapter 2). The model is run

in version V-, i.e. with periodic rainfall every Lf f- days. (Stochastic weather generation

has been switched off to insure simulated rainfall equals input data.) There is generally a

large degree of scatter, and the correlation is only r2 : 0.18. Table 3.3 also shows average

and standard error (root mean squared deviation between simulated and measured) of all
grid points where the ratio /" of potential to actual evapotranspiration (Equ.22 of Chapter

2) is less or greater than 712. The parameters ä¡ and å have been determined in such a way
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Table 3.3: Daily average humidity in the model and according to the data by Müller and

Friend as multiples of e"(T^¿n), for 588 stations with 12 monthly values each and averaged

over cases with actual evapotranspiration (ABT) more or less than half the potential rate

(PET), respectively. The correlation of simulations with the observed data (r2), and the

standard error are also listed (defined as the root mean squared deviation between both).
The AET/PET criterion follows the calculation with the standard values of å¡ and l, 1O.OO

and 0.49, second line).

hsh 12 error AET<PET/2 12 error AET>PET/2 12 error

observed 1.015 n:2166 1.175 n:5L78
0.96 0.49 0.20 0.179 1.011 0.11 0"232 L.r64 0.08 0.151

0.77 0.17 0.18 0.259 0.776 0.11 0.332 1.018 0.03 0.22L

1.22 0.86 0.09 0.256 r.242 0.05 0.328 1.310 0.07 0.2L9

that the means of the simulations are equal to the values determined from the regression

equation by Friend (see above). As suggested by Fig. 3.2, a considerable root mean squared

deviation (or standard error) remains. Therefore, ås and å are determined again such that
simulated means (for f" ) and < 112) are equal to the observed value plus/minus one

standard error (Table 3.3).

The reason for the demonstrated high spatial variability is probably a high local depen-

dence of the controlling factors, such that humidity is a variable that can hardly be captured

by climate maps. Lateral processes, not represented in this model, are of particular im-

portance, such as the transport of moisture from areas of high to low evapotranspiration

caused by roughness differences, slope, water bodies etc. (cf. Brutsaert 1982, p. 154ff.). As

a result, the consequences of this variability for model simulations can only be estimated.

This is done by the variants H- and H* (see next section).

3.3 Global results and sensitivity

Results of the standard run '0' in the form of NPP and GPP are listed in Table 3.4 by

vegetation type (definition in Table 2.I, or below), with the global sum in the last line.

The NPP of version 'Pm' is shown for comparison, calculated with the light-use efficiency

of Ruimy et al. (1994).

The global NPP of the standard version turns out to be somewhat greater than a number

of earlier estimates, such as 45 GtC by Fung et al. (1983), 47 GtC by Lieth (1975), 48 GtC
by Potter et al. (1993), and around 60 GtC by Olson et al. (1983), Ruimy et al. (1994) and

Knorr and Heimann (1995). Remarkable is a high proportion of C4 grasses with 30% of
global NPP (types 10 and 12); when adding C3 grasses (9111), the total amounts to even

more than half of that figure. By contrast, temperate forests (types 3 to 6) contribute only

9%, less than agriculture (10%). The great significance of the tropics, where most of C4
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Figure 3.3: Vegetation types assumed in the standard and sensitivity runs for the 11069

land pixels. One is chosen among the three dominant types according to the land cover

map of Wilson and Henderson-Sellers by a random number generator, with a probability

equal to the relative abundance of that type. A total of 23 vegetation types is grouped into
5 categories (1-4, 5-6, 7-8, 9-12, L3-L4 and 15-23).

long grass grows (type 12, 24Yo) is also documented by a24To contribution of tropical trees

(112).These, and the C4 grasses, achieve the highest productivity values, followed by C3

grasses (10). An averageproductivity is achieved by broadleaf deciduous trees (4), C3 long

grass (9), wetlands (14) and agriculture (15-23), a relatively low one by conifers (5/6) and

evergreen broadleaf trees of the temperate zone (3), and the lowest by shrubs (7/8) and

tundra (13).

The high productivity of grasses is repeated by the calculations with the Mon-

teith/Ruimy version'Pm'(æ37 GtC a-1), where tropical grasses (12) dominate a little
more over temperate grasses (9). The reason for this can partly be attributed to the miss-

ing temperature dependence of plant respiration in this version, which evidently tends to
favour plants in warm climates. A global NPP of 84 GtC that is considerably higher than

for version '0' is the most obvious difference, a result that comes primarily from agriculture

(ca. 10 GtC difference, types L5-23) and from evergreen conifers (ca.3.5 GtC, type 5).

Other productivity values agree quite well with version '0'.

The ratio of NPP to GPP on a global average is approximately 0.45 in the standard
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Table 3.4: Gross (GPP) and net primary productivity (NPP) of the standard run '0' as

spatial total and mean according to vegetation type and for all areas with at least partial
vegetation cover (last line); NPP of version 'Pm', calculated using the values of light-use
efficiency by Ruimy et al. (1994), is also shown.

type total GPP total NPP mean NPP

Version '0'
GtC a-l GtC a-l gCm-2a-t

total NPP mean NPP

Version tPm'

GtC a*l gCm-2¿-r

area

106 km2

1

2

3

4

5

6

7

8

I
10

11

72

13

14

r5-23

25.55

21.7I

0.27

3.97

5.72

7.26

0.50

2.24

16.55

10.49

9.98

33.80

2.5r

1.38

24.35

9.39

7.66

0.11

2.L8

3.29

0.80

4.22

0.71

9.18

5.74

5.01

16.66

1.69

0.74

6.95

77L

986

342

551

346

381

17

258

558

871

702

850

1.67

558

573

8.15

8,77

0.10

2.32

6.87

0.78

0.20

0.95

7.29

5.2L

5.65

18.57

0.83

0.84

17.64

669

LL29

331

587

724

372

16

343

443

883

792

948

82

632

L455

72.17

7.77

0.32

3.94

9.48

2.09

1,2.L9

2.76

L6.44

5.90

7.L3

19.58

10.08

1.33

12.L3

1-23 160.23 69.7L 565 84.77 682 123.29

version, which is similar to most comparable modelling studies (e.g. Ruimy et al. 1997, with
0.44+0.03 as an averageof 7 models). There are, however, considerable differences between

plants of different climate zones on the one hand, and between C3 and C4 photosynthesis

on the other hand. For example, respiration costs for tropical trees (types 1 and 2) are

63 and 65%, respectively, while for conifers and tundra vegetation (types 5,6 and 13), the
figure reaches only 42,36 and 33%. For the tropical grasses (type 12), often coexisting

with tropical trees, respiration costs are comparatively small with 42T0, close to the value

for conifers (type 5) and C3 grasses (type g, 45%). Eventually, there is a remarkably

high value for crops (7L%, types 15-23). The reason for these differences lies on the one

hand in the temperature dependence of plant respiration (tropical vs. temperate trees),

and on the other hand in the higher water-use efficiency of Q4 grasses that reach higher
rates of photosynthesis than C3 plants at equal stomatal closure. The extreme values for
agriculture are the result of a coupling between plant respiration and V-, which is assumed

proportional to the leaf nitrogen content (cf. Section 2.7). It is possible that this relationship
is not directly applicable to highly fertilised crops.
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Figure 3.4: Equal-area map of annual net primary productivity of the standard run '0' in
gC per year and m2.

Another outstanding feature of the simulations is the extremely low productivity of
evergreen shrubs (type 7) occurring in highly arid environments. The reason is that the
model does not allow negative NPP values, thus keeping evergreen LAI low. This is probably

a realistic assumption, except that the model might underestimate this plant type's ability
to adapt to aridity by assuming either respiration costs that are too high, or too little water

storage capacity. The topic will reappear in Chapters 4 and 5 with additional satellite

observations.

If one assumes, from the comparison with other studies above, that the global NPP values

simulated here are too high, then there are two possible explanation for the overestimate:

either maximum photosynthesis is too high in both photosynthesis schemes; or the reason

does not lie in the productivity but in the estimated vegetation amount, that is in the
simulated LAI. The first possibility will be looked at in Section 3.6, the second in the
next two chapters, where validation and improvement of model results with the help of
satellite data is investigated. In general, however, it should be noted that it is a potential
amount of vegetation that is simulated by the model, determined by light, temperature and

water limitation at a given, plant-type specific nitrogen status. In reality, there might be

additional limiting factors, such as nutrient supply or various types of land use.

Fig. 3.4 shows the geographical distribution of NPP according to version '0'. As it has
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Figure 3.5: Latitudinal average of the annual NPP of land areas with the standard ver-

sion (0), the Monteith version (Pm) and two versions with reduced and increased plant
(((autotroph") respiration (A-/A*), in gC/m2. Values in parentheses are global totals.

already become evident from Table 3.4, tropical vegetation is clearly dominating. However,

within this high-productivity zone, there is a remarkable drop in NPP in some transitional
areas from rainforest to grassland or savanna (cf. Fig. 3.3). The explanation for this devi-

ation from a general trend of high NPP is, that an already well developed dry season at
those sites leads to a relatively low LAI for the evergreen trees assumed there, because the
phenology scheme (Section 2.9) keeps the LAI constant from model year 3 on. (Similar

to the evergreen shrubs, type 7, see above.) The reason probably lies in the fact that the
rooting depth of 1 m assumed in the standard case is probably not realistic for those areas

(Nepstad et al. 1994, Kleidon and Heimann 1997, cf. Section 4.3).

A latitudinal comparison in Fig. 3.5 shows that both photosynthesis models, i.e. versions

'0' and 'Pm', have a similar productivity in the tropics as well as in the southern hemisphere,

but that 'Pm'is clearly higher in northern temperate latitudes; the considerable deviation
around 25oN is a result of extremely high tropical crop productivity with 'Pm'. However,

as stated by Ruimy et al. themselves, according to Esser (1991), productivity of natural
vegetation is always higher than that of agriculture. Applying the productivity figures

by Ruimy et al. (1994) to tropical agriculture might not be appropriate; also, potential
vegetation cover as simulated in the model might not normally be reached on agricultural
land. In addition, Fig. 3.5 shows the variation of NPP depending on the parametrisation

of plant respiration. Because of high temperatures, the largest effect is found in the tropics
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Figure 3.6: The standard version (0) compared to two versions where the vegetation distrib-
ution is either derived from satellites (Ms), orfrom the mean climate (potential vegetation,

Mp).

750N

60"N

450N

300N

1 50N

oo

'1 50S

JO"S

45"S

ou5
U 200 400 600 800 1000 1200 1400

onnuol NPP [gc/m'?]
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where it is more important than the choice of the photosynthesis scheme. By contrast, for
northern temperate latitudes 'Pm'lies even above'A-'. Possibly, the light-use efficiency by

Ruimy et al. is inappropriate for the needleleaf forests that dominate area and NPP in the

north (see Table 3.4). The values for this type come from three measurements in Japan

and two in Sweden, with a relatively warm climate and little or no nitrogen limitation. The

parameters for the Farquhar model, by comparison, have been explicitly chosen by Beerling

and Quick (1995) such that they are more appropriate for natural, non-fertilised conditions.

Fig. 3.6 shows the effect of exchanging the vegetation map on which the calculations are

based, from an atlas derived one ('0': Wilson and Henderson-Sellers 1985), to a satellite-

supported map ('Ms': DeFries and Townshend 1994), and a potential vegetation distribu-
tion ('Mp': Section 2.4). As a first impression, the differences are much smaller than for
the comparison of photosynthesis and plant respiration formulations. Only in the middle

latitudes, potential vegetation has a clearly lower NPP than actual vegetation. The main

reason for this is higher productivity of grasses against trees, considering that many grass

covered areas of today are potentially covered by forests. The difference between the simu-

lations with the two actual vegetation maps is generally small, which clearly demonstrates

that the strategy to improve NPP models with qualitative satellite data, i.e. with satellite

derived classifications, will not be successful because uncertainties in representation and

parametrisation of processes are much larger than the likely benefits from improved clas-

sification. In general, vegetation type is of much smaller significance for NPP than the

prevailing climate.

Fig. 3.7 shows the effect of changing the day-to-day climate variability on NPP, again as

a latitudinal average. A positive impact of a more constant weather, and a negative one,

when variability is increased, is clearly visible. Particularly in the northern mid latitudes,

plants are under increased stress when radiation and daily temperature amplitude vary

more strongly. In the tropics, it is stochastic versus periodic rainfall in '0' against 'V-' that
has the largest effect. Around 5oN and S, the earlier described drop in NPP can be seen on

the graph, while version 'V-' shows a significantly increased NPP against version '0'. It can

therefore be concluded that a rooting depth of only L to 2 m leads to realistic results only

with an even distribution of precipitation (as it is still used in many terrestrial ecosystem

models).

In the following part of this section, which is also the most important one, the sensitivity

of the model against all test variants according to Table is 3.2 presented, both as a global

mean (Fig. 3.8) and (Fig. 3.10 to 3.13) as a mean over the three following climate zones

(cf. Fig. 3.e):

1 Arctic north of 60oN

2 Wet-temperate south of 60oN

coldest month colder than 15.5oC

moisture index ) 1
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Figure 3.8: Sensitivity of the global annual NPP against various test versions. The difference

against the standard version '0' (69.7 GtC) is displayed in descending order of the absolute

value.

3 Arid south of 60oN

moisture index < 1

4 Wet-tropical coldest month \ry'armer than 15.5oC

moisture index ) l-

The different versions are displayed in descending order of the absolute difference to the

standard version, which is assumed to be the estimated error. There are two important

differences to the definitions in Table 3.2: As explained above, the estimated error associated

with sensitivity test 'H¡¡tl: is set to 20To of the difference to version '0'; and the sensitivity

test 'C' is defined as the difference 'C90'minus 'C87', to reflect the difference in precipitation

and temperature between two years of weather forecast data. Apart from real weather

differences, model changes also play a role here.

It should be remembered that for those sensitivity tests that do not, as for example

'A-/*',lead to a change in NPP in a uniform direction, large regional differences can be

hidden behind small differences in the total value. An example is given by the test 'Mp',
which only lies in the middle range for the global totals, but is among the most important
in the temperate zone.

As it could already be gathered from Fig. 3.5, the formulation of plant respiration (Test
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Figure 3.9: Map of the climate zones defined in the text, from arctic (1: black), over wet-

temperate (2: dark Brey), arid (3: medium grey), to wet-tropical (4: light-grey). The model

excludes Antarctica. The equal-area projection by Aitoff is used.

'A') and the choice of the photosynthesis scheme ('P') are globally the largest uncertainty
factors. Next comes rooting depth ('D'), which is partly the result of the large contribution
of the tropics (cf. Fig. 3.13; note again that the rooting depth chosen here and in other
vegetation models might often be too small, see also Sections 3.6 and 4.3).

In the middle section there are sensitivities against yearly weather ('C'), phenology ('T')
and those that have to do with the daily microclimate, i.e. net radiation ('N') and day-to-day
variability ('V'). Contrary to using potential vegetation cover ('Mp'), there is little change

when using a satellite derived vegetation map ('Ms'), something that has already been

discussed earlier. Parametrisation of the local humidity ('H') is also relatively uncritical;
the significance is constantly well below that of the water storage capacity (determined by

rooting depth, i.e. 'D'). It is most remarkable that the effect of vegetation height on NPP
through light absorption ('G') is of similar size, considering that this type of effect has

never before been accounted for in global vegetation models. The effect is largest in arid
areas (Fig. 3.12) and in the arctic (Fig. 3.13), where the sign is reversed. Although it is not
certain whether the description of the height dependence is accurate, this result, together
with the significance of net radiation ('N'), shows that a truly mechanistic computation of
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Table 3.5: Comparison of the annual NPP for differences of initialisation and spatial as well

as temporal resolution.

test mean in gC m-2¿-t
arctic wet-temperate arid wet-tropical

global

in GtC a-l
0

0v

0-

0+

0++

189.1

189.9

1.9r.7

191.3

190.0

666.5

666.3

660.7

660.5

663.7

380.6

380.2

376.9

380.9

378.2

1044.2

1053.6

1005.8

993.5

1007.0

69.7L

69.89

68.55

68.47

68.72

photosynthesis has to be done embedded in a realistic description of energy balance and
radiation absorption.

Contrary to comparisons affecting the microclimate or the water budget, those con-

cerning the regulation of transpiration by plants, i.e. stomata parametrisation ('S') and

turbulent transfer ('X'), are relatively unimportant for global NPP calculations. Only in
arid and tropical regions, 'S-' turns out to be a little more significant, while above-canopy

wind speed is an uncritical variable in all cases. This justifies the choice of 2mfs as aglob-
ally uniform value, and it agrees with the hypothesis by Jarvis and McNaughton (1986),

that the significance of stomatal control decreases strongly with length scale.

The significance of choosing a uniform maximum LAI, Â, is tested by 'L'. Changing this
value by one is of larger importance only in the arctic and in the wet tropics. The fact that
increasing Â leads to some reduction in NPP globally documents that at maximum LAI,
canopy photosynthesis is already largely light saturated (so that an increase in LAI mainly
leads to an increase in respiration). This does not apply to the arctic (Fig.3.10), because

Â is only reached at some places. Here, low temperatures and low irradiation also have the
effect that net radiation ('N') is of little, but phenology ('T','L') of large significance for
NPP calculations. The large difference between the two ECMWF climates ('C') might also

be the result of changes in the forecast model.

The results for the wet-temperate zone (Fig. 3.11) largely repeat the global picture,

with the exception of potential vegetation ('Mp'), reflecting large-scale transformations
from forests to grasslands and agriculture (see above).

For the arid zone (Fig. 3.12) it is remarkable that, despite water limitation, plant respi-

ration ('A') is even more significant than rooting depth ('D'). This comes from high tem-
peratures, with the consequence that the version 'Pm', with no temperature dependence of
respiration, reaches the highest NPP.

The results for the wet tropics (Fig. 3.13) eventually show a great signiûcance of deeper

roots ('Df'), an effect that can largely be compensated by periodic rainfall ('V-') as seen

on Fig. 3.7, and a high degree of uncertainty concerning plant respiration ('A') because of
high temperatures.
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For completeness, the results of some variants are listed in Table 3.5, for which no data
sets or parameters have been changed, but only the initialisation of the random number

generator ('0u'), the spatial and temporal resolution ('0*/-'), or the mode of selecting

vegetation types ('0**', cf. Table 3.2). Compared to the preceding sensitivity tests, the
changes are only small. It is therefore not necessary to compute the daily course of energy

balance and photosynthesis for each day of the month ('0'vs. '0-'), so that the version

'0++'serves as a standard in the next chapter.

3.4 Diurnal course of photosynthesis and canopy conduc-
tance compared to field measurements

The purpose of this section is to test whether the model is able to simulate the daily course

of CO2 and H2O fluxes correctly. The model is driven with half-hourly data of air tempera-

ture, photosynthetically active radiation (PAR) and vapour pressure deficit, and with daily
constant values of LAI and relative plant available soil water content (W,/W",^o,). Those

data (Kim and Verma 1991b) were recorded in 1987 at four different days during the FIFE
project in north-eastern Kansas (39o03'N,96o32'W,,445 m altitude). It is a typical tall-
grass prairie with 85.970 C4 grasses. Apart from the input data described above, the model

largely uses the standard settings of version '0' for vegetation type 1-2. The model also

computes the solar zenith angle from geographical position and altitude (with legal time
converted to solar time) and thus potential PAR and the fractions of direct and diffuse PAR
of total solar radiation. For computing net radiation and the energy balance, a medium

light soil is chosen. The simulations arefor a maximum supply rate,c*,, of both 0.5 mm/h
and 1.0 mmf h. Other than the standard model, the time of maximum atmospheric demand

is determined explicitly, and not generally assumed at 13.00 hours.

During the simulation it has turned out that the constants V^ and å determined from
the principle of convergence iryith C3 grasses (Section 2.6) yield photosynthesis rates that
are too low. However, taking the values by Collatz et al. (1992) directly, derived from
measurements on maize (V^: L4 p,mol m-2s-1, k:255 mmol m-2s-1, cf. Table 2.1,

Chapter 2), the agreement improves considerably.

The simulated canopy photosynthesis rate, .4", is shown in Fig. 3.14, together with the
measurements by Kim and Verma (1991b). The COz fluxes were measured with the eddy-

flux correlation technique, so that, in order to determine A., the authors have subtracted
the contribution of soil and root respiration (estimated from the night-time fluxes). On days

when water supply was sufficient, 5 June (WrlW,,*o,:0.78) and2 July (0.73), the differ-
ence between the two simulations is only small and the deviation from the measurements is

10 pmol m-2 s-1 at maximum. By comparison, the model behaves quite differently depend-

ing on the choice of c., on days with water shortage (30 July: 0.30; 20 August: 0.53). At
0.5 mm/h, the reduction of photosynthesis rates to values around zero is well reproduced;

the midday depression (Tenhunen et al. 1987), well developed in the measurements, is also
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Table 3.6: Mean results of canopy photosynthesis , A" (pmol --2r-l), and conductance,

G" (mm s-1), excluding times with missing data.

Date

A"
c* :0.5 cu.t: L0 measured

G"

cu : 0.5 cut : 1.0 measured

5 June

2 July

30 July

20 August

79.77

L7.29

-2.65

-3.23

79.57

L7.37

6.22

LI.72

L9.77

18.30

1.48

I1.73

11.81

L2.89

1.85

3.67

11.40

73.57

2.I8

l.l I

9.22

8.53

0.69

L.22

visible in the simulation, although it is less pronounced. On 20 August, however, a value of
1.0 mm/h captures the prevailing conditions of soil water limitation better. The calculated

time of highest atmospheric demand is 12.50, 13.20, 11.50 and again 12.50 hours, i.e. close

to 13.00 as assumed in the standard runs.

As a check of the simulated H2O fluxes, the simulated canopy conductancÊ, G", is com-
pared to the values found by Kim and Verma (t99ta, 1991b). It has to be taken into account

that measured vapour fluxes have been converted to G" by inverting the Penman-Monteith

equation, without subtracting a possible contribution from soil evaporation. After strong
rain and at a low LAI, this contribution can become significant, as it is the case for 20 Au-
gust, when the LAI is only 2.3 after a number of storms in mid August. Correspondingly,

the measured values lie significantly above the simulated ones. For the other days, however,

the agreement is good, in particular when c., = 1.0 mm/h.

Simulated and measured daily averages of A" and G", excluding hours without measure-

ments and night-time fluxes, are shown in Table. 3.6. The agreement is good for days

of sufficient water supply. On dry days, c., : 1.0 mm/h appears to be more appropriate.
As already explained, for the canopy conductance, G", some additional contribution from
direct soil evaporation has to be accounted for.

As a general conclusion from this comparison it can be said that the photosynthesis

scheme and the stomata parametrisation agree well with measurements, as far as the diurnal
cycle and the dependence on soil water content is concerned. In particular, a standard
value of 1.0 mm/h lor c. appears to be appropriate, not only for trees as stated by Federer

(1982), but also for the strongly difering conditions of C4 grasses, physiologically as well

as micrometeorologically. In fact, the exact value of c., is not critical because of negative

feedbacks through the water balance, a favourable situation for global modelling considering

the uncertainties of mapping soil hydraulic properties. If c., is increased, the soil water is
used up more quickly and the LAI is reduced earlier because of negative NPP values, which
in turn reduces transpiration and water loss. The effect is demonstrated by a low sensitivity
of the global NPP against halving/doubling this parameter ('Sf/-', see previous section).
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3.5 Comparison with soil water measurements

Fig. 3.16 shows simulated and measured soil water content at six stations in the former

USSR (Robock et al. 1995). Simulations are for five years after spin-up with version'0',
i.e. with the climate and soils data of the model and without reference to locally measured

meteorological data, with a rooting depth set to 1 m. There are two more simulations
where the weather generator mode has been changed ('V-/*'). In the strongly continental
climate, there is a pronounced maximum following snow melt at all stations, and a well

developed dry-out during the summer months. In winter, the soil water content stays

constant because of freezing, with a certain jump from December to January as the result
of interannual variations in the simulations. This might also be the reason for such variations
in the measurements, while the magnitude of those variations suggests a considerable error
in the measurements.

Nevertheless, the comparison shows that even without local weather data, all simulations
are in the correct range and the annual cycle is well reproduced. As expected, simulated soil

moisture tends to be lowest when using a - more realistic - stochastic weather generator

because of increased runoff ('0'vs. 'V-'); this effect is even more pronounced when the
energy balance is varied in the same fashion (through temperature and radiation, 'V+').

3.6 Comparison with direct measurements of net primary
productivity

The field data of annual NPP used in this section have been compiled by E. Box (Box
and Bai 1993), G. Esser, D. Kicklighter and J. Kaduk, and they are described in Kaduk
(1996). As far as possible, measurements are assigned a vegetation type according to Table

2.I, or a vegetation formation as in Table 2.2. For more than one vegetation type at a

site, the model does not, as before, select one at random, but the simulation is carried out
subsequently for each type with the weighted mean written to output. The geographical

position of the field sites are marked in Fig. 3.1 by triangles.

In Fig. 3.17, simulated and measured values are plotted against each other. A linear
regression (dashed line) yields U :334 + 0.56 x z with a correlation of only 12 = 0.2A. A
value as low as this has often been found for direct comparisons of NPP measurements with
simulations on the basis of non-local climate data (Kaduk 1996, Warnant et al. 1994, Potter
et al. 1994). A further comparison is given by Fig. 3.18 showing the means of simulated
and measured NPP with the corresponding 90% confidence ranges, first for the grid points
with unknown vegetation ('U', n : 78) and for all points where the vegetation is known

('A', n : 775), then grouped by vegetation type with a minimum of 10 sample points.

(Bare figures signify single vegetation types according to Table 2.1, figures in brackets

mixed formations as in Table 2.2). There is a signiûcant difference between simulated
and measured NPP for both groups of known and unknown vegetation type. By contrast,
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Figure 3.16: Measured (O) and simulated plant-available soil water content of the upper
1 m in mm for several stations in the former USSR. 5-year average of simulations by version

'0'(thick line),'V-'(thin line) and'V+'(dashed). Simulations are with standard climate
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Figure 3.17: Measured annual net primary productivity (NPP) against simulated values.

for specific formations the difference is significant only for savannas [37]. In general, the
difference between simulations and measurements is not independent of the vegetation type:
there is a gg.4To probability that the differences in the quality of the agreement between

groups are not random.

The general overestimate of NPP by simulations appears to be largely the result of
the high productivity of grasses. Another interesting feature is the much higher range of
simulated values for tropical rainforest sites [50], which probably comes from the known
problems of insufficient rooting depth (see above). The apparent overestimate of C4 grass

productivity is opposed to the fact that the measurements of the FIFE experiment (Section

3.4) show an even higher CO2 uptake rate than the model in the standard setup, i.e. around

L0 gClm2 per day during the growing season. Similarly high NPP values have actually
been measured, with LTL4 gClm2 for a 150-day growth period (Murphy et al. 1g75). A
comparison of the dependence of tropical grass productivity on annual precipitation between

simulations and data by Murphy et al. is shown in Fig. 3.19. It is evident that the simulated
values (f) show a similar dependence as the measurements (*), but also that simulations
are mostly higher, especially in the upper precipitation range. The same is also true for
savannas, where measurements (A) are even higher above simulations (o). If, however,

the choice is restricted to the few NPP measurements that include below-ground growth,
the agreement turns out to be rather good. This suggests that direct measurements of
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NPP, because of a lack of standardised techniques and the great difficulties associated with
capturing below-ground production (Long et al. 1989), are not suitable for a definitive check

of vegetation models.

To conclude this chapter, the question is asked whether measured NPP can be used to
compare the performance between versions of the vegetation model. Two ways of measuring

the performance are used, first by looking at the mean deviation from the measured values,

then by taking the root mean squared deviation instead. Whereas the first criterion allows

a compensation of positive and negative deviations, in particular caused by random fluc-
tuations of the local climate as opposed to the climate maps used, such variation is added

to the mean error when the second criterion is used. To get a picture of the statistical
significance of the test, the 95% confidence intervals of both values are also computed.

As it can be seen from Fig. 3.20, in most cases it is impossible two conclude a difference
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in performance between two versions of the vegetation model from measured NPP data.
The mean deviation (above) is usually a good indicator also of the mean error (below),
which means that systematic deviations dominate. Usually, the lower the NPP, the better
is the agreement, which puts version 'A-' into the best performing position. Whether this is
real, or it is caused by a general trend of direct NPP measurements to underestimate NPP,
is difficult to say. A possible check with atmospheric COz data is the subject of Chapter 5.

Concluding Remarks

Some concluding remarks concerning the sensitivity tests and comparisons of this chapter
appear to be appropriate: Since the actual errors ofthe global data sets and those associated

with global parameter settings are unknown, those sensitivity studies only constitute a first
estimate of the relative significance of various processes and representations of processes

during the exercise of global mechanistic biosphere modelling. Also, when comparing sim-
ulations with field measurements, it becomes evident that driving the model with local
weather station data would be highly desirable. Nevertheless, it is unlikely that this would
change the general picture and the most important conclusions, which are:

o An improved understanding of plant respiration appears to be one of the most im-
portant tasks of global biosphere modelling; here, the largest uncertainties are found.

o Improved data sets about productivity of different vegetation types are urgently
needed.

o Rooting depth, especially in the tropics, has so far been underestimated in terrestrial
biosphere models. This error is partially compensated by neglecting high-frequency
variations in precipitation.

o Energy balance and day-to-day weather fluctuations are more important for mechanis-

tic modelling than the choice of the stomatal model or the magnitude of the turbulent
transfer.

o The improvement of vegetation maps with satellite data would have only a relatively
small effect for modelling global vegetation activity.

o Currently, direct measurements of net primary productivity are probably not suitable
for checking global mechanistic biosphere models, because of the large uncertainties
associated with them, and because they are difficult to interpolate spatially. Some of
the reason lies in problems of capturing below-ground production, and in the insuffi-
cient coverage of globally significant regions, in particular the tropical rainforests.

Whether some of those uncertainties can be reduced with the help of global observational
data will be the topic of the following chapters. Those data are satellite measurements
(Chapters 4 and 5) and measurements of the atmospheric COz content (Chapter 6).



Chapter 4

Model Validation with Remote
Sensing Data

4.L Introduction

In the following chapter, the question is asked whether optical measurements of terrestrial
reflectance from satellites can be used to validate diflerent versions of the biosphere model
introduced before. This study deals with so-called passive instruments that measure the
sunlight reflected by the earth's surface, from which the reflectance can be computed for
certain wavelengths by taking account of the incoming solar flux.

It is clear that global modelling as done in this study calls for globally comprehensive data
sets with sufficient time resolution to capture the seasonal development of vegetation. In
fact, such archives do exist for an uninterrupted period from 1982 until today (Townshend
1994). They come from a series of weather satellites run by the National Oceanic and
Atmospheric Administration (NOAA) of the United States, with a quasi-polar, nearly sun-

synchronous orbit, and are measured by an instrument called the "Advanced Very High
Resolution Radiometer' (AVHRR). The spatial resolution of the data product of the type

"Global Vegetation Index" (GVI), is approximately 15 km, time resolution one or two
weeks (Kidwell 1990). It is a subset of the original daily data with a spatial resolution
of 1.1 x 1.1 km in nadir direction (straight down). Although further earth observation
systems are being planned, only the NOAA series of satellites currently delivers continuous,
globally comprehensive optical data from the earth's surface with sufficient time resolution
(Townshend 1994).

It is commonly assumed that important biophysical quantities can be derived from such

data, and that those quantities are useful for research on the global carbon cycle. For
example, an archiving project to store those data at the full resolution of the sensor has re-

cently been put into operation as part of the International Geosphere Biosphere Programme
(IGBP' Townshend et al. 1994). Requiring the coordination of a network of globally dis-

tributed receiving stations, it was originally planned to last for 18 months beginning on 1.

87
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April 1992, but has later been extended until 30 September 1gg6.

Before going into the technical details of global monitoring, it will be explained in the
following section why it is at all possible to capture vegetation amount and distribution from
an altitude of almost 1000 km; then, the main advantages of this method are mentioned that
have lead several scientific organisations to implement large-scale monitoring and archiving
operations. In a following discussion it is argued that such data have so far only been used

in a rather qualitative way and that truly quantitative studies have either been carried
out on a small scale, or they have had to rely to a significant degree on other sources of
information.

After this introduction, attention is referred back to the initial question, whether those
satellite data contain useful information for global biosphere modelling that are not already
known from traditional sources. An answer will be tried with the help of the vegetation
model developed here. The theory of optical remote sensing will be largely left out, for a
comprehensive introduction see Asrar (1989) and Sabins (1987).
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Figure 4.1: Spectral dependence of the reflectance of various surfaces: pine needles, grass,

dry and wet sandy soil, and snow; taken from Bowker (1g85).

The principle of optical remote sensing of vegetation

Some of the principles of optical remote sensing can be explained from Fig. 4.1: it shows

that green leaves and needles have a characteristic spectral signature in the wavelength
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range from the visible (0.38 to 0.72 pm) to the near-infrared (0.72 to 1.3 ¡;m: NIR). This
signature is characterised by strong absorption in the visible and photosynthetically active
portion of the spectrum - with a weak maximum in the green part that is also visible to
the human eye - and high reflection in the longer-wave and photosynthetically useless NIR.
Here, absorption is as low as L\To, and the rest is transmitted (Jones 1983, Brakke et al.
1989). This property of green leaves is of great importance for the water balance of plants,
since almost half of the solar energy is contained in the NIR (cf. Section 2.5). The sudden
rise in reflectance between 0.7 and 0.75 ¡.r,m is contrasted by a much more continuous rise for
other surfaces, in particular for soils. By comparison, vegetation and wet soils show a very
similar behaviour in the middle infrared, i.e. the part ranging from 1.3 to 2.5 pm, which
is characteristic of their water content. This spectral region, in which the solar flux is also
much smaller, is therefore not suited to deliver a marked contrast between vegetation and
soil.

The contrast in the spectral range from red to NIR has lead to the development of
a technique for the "spectral mapping" of vegetation (Pearson and Miller Ig72). It is

illustrated by Fig. 4.2 and is still used without significant modifications (Justice 1g86,

Sellers et al. 1994, Running et al. 1994). Instead of the simple ratio Red/NIR (denoted
SR), the "normalised difference" is usually taken, defined as NDVI:(NIR-Red)/(NIR*Red)
(Deering et al. 1975, "Normalised Difference Vegetation Index", cf. Section 1.4). It must
be noted, however, that this is not an exact measurement, for example of biomass, leaf area
index (LAI) or FPAR (the fraction of absorbed photosynthetically active radiation, cf. Equ.
125, Chapter 2). Rather, the quantitative interpretation rests on empirical relationships
found in the field. Such a principle is followed by several biosphere models (Heimann
and Keeling 1989, Potter et al. 1993, Knorr and Heimann 1995, Ruimy et al. 1gg6), in
which FPAR is derived from data of the NDVI (Prince 1991, Ruimy et al. 1994). The
uncertainties involved in this procedure are discussed in the following Chapter 5.

It may be important to note that the kind of quantitative interpretation of satellite data
explained above accounts for only a small part of their use. Examples of a qualitative
interpretation of such data on continental to global scales are: classification ofland use and
land cover (cf. Section L.4, e.g. Norwine and Greegor 1983, Tucker et al. 1g85, Thomas and
Henderson-Sellers 1987, Lloyd 1990, Ehrlich and Lambin 1996, Mayaux and Lambin 1gg7)

and change analysis and detection (Tucker et al. 1984, Malingreau 1986, Malingreau et al.
1989, Hellden 1991, Tucker et al. 1991, Lambin and Strahler 1gg4 and others).

Possibilities and limitations of quantitative remote sensing

Which are now the advantages of global satellite-based monitoring of vegetation and
vegetation-specific quantities compared to traditional mapping? Probably the most im-
portant one is the globally uniform coverage with high repetition rates, including otherwise
inaccessible terrain. It is the global consistency of observations that guarantees indepen-
dence of local traditions, such as the way how vegetation formations are classified. The
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Figure 4.2: Ratio of the reflectances between near-infrared and red, simulated with the
bidirectional reflectance model for soil and vegetation, NADIWAS, with erectophile leaf-
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for cereals and a wet, medium-light soil. The graph is meant to illustrate the principle of
'spectral mapping' of vegetation amount and is based on a conversion from LAI to green
phytomass using 25.3 m2 per kg leaf mass (Schulze et al. 1gg4, for cereals).

high frequcncy of observations also allows the large-scale monitoring of seasonal and in-
terannual variations that would otherwise be impossible. With those advantages, satellite
data constitute a unique and irreplaceable source of information.

At a closer look, however, it turns out that there are a number of severe problems.
They result from the fact that the spectral information measured by the satellite does not
only depend on the variables of interest, that is on the amount of vegetation, but also in
a complicated manner on a number of perturbing factors: solar position and observation
angles (Pinty and Verstraete 1991, Meyer et al. 1995), soil background (Huete and Jackson
1"988, Leprieur et al. 1994), snow (Dozier 1989), non-green plant parts (Sellers 1g85), size,
orientation and optical properties ofleaves and needles (Verstraete 1g87, Jacquemoud 1gg3,
Myneni et al. 1995), the ratio of LAI to fractional cover (Asrar et al. 1gg2), aerosol, water
vapour and ozone content of the atmosphere (Kaufman 1989), sub-pixel clouds (Kaufman
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1989) and changes in the calibration of the on-board instrument (Kaufman and Holben
1993, Koslowsky 1996).

The strategies to avoid those perturbations that have so far been developed can be

summarised as follows:

(1) Both the measurement technique and the quantity measured are adapted to the prob-

lem. This applies to the selection of the characteristic wavelengths in the red and

NIR, but also to the choice of FPAR instead of LAI for quantifying vegetation cover

(Asrar et al. 1992, Goel and Qin 199a).

(2) The quantities that characterise the perturbation are determined from other sources

and the signal is normalised to some standard condition. This requires not only that
the dependence of the signal on the quantity of interest and the perturbing factor
is known, but also that this dependence is invariant against other, still unknown
perturbations. The most important example for this method is the correction of
satellite data for atmospheric effects with the help of rather well established models
of radiative transfer within the atmosphere. A still unknown perturbation is here given

by the anisotropy of the surface reflection, determined to a large degree by vegetation
cover. It influences the atmospheric effect mainly in the backscatter region (with the
sun in the back of the sensor) and can otherwise be neglected (Lee and Kaufman
1e86).

(3) A further strategy consists of forming combinations of the reflectances in different
channels, so-called vegetation indices, that are as robust as possible against unknown
quantities, and at the same time as sensitive as possible against the variables of interest
(Verstraete and Pinty 1996, Pinty et al. 1993, Leprieur et al. 1994). Such indices are

used especially to identify vegetation, since here the problem is still relatively simple
because of the marked contrast in reflectance around 0.7 pm (see above). Improved
indices make use of the so-called soil line (Kauth and Thomas 1976, Richardson and

Wiegand 7977), a line on a red/NIR reflectance diagram close to which most occurring
soils fall, irrespective of wetness (e.g. SAVI, Huete 1988). When the Global Environ-
mental Monitoring Index (GEMI, Pinty and Verstraete 1992a) was developed, this
robustness against changes in the soil colour was retained and at the same time a stan-
dard atmospheric correction was included into the definition of the index (Verstraete
and Pinty 1996). As a result, GEMI responds much less to variations in atmospheric
conditions than the NDVI, as Flasse and Verstraete (1994) show for AVHRR data
from Africa. A test of the performance of the indices NDVI, GEMI and SAVI by
measuring their signal-to-noise ratios can be found in Leprieur et al. (1994).

( ) The last strategy to suppress perturbations to be mentioned here is simply given by

their identification and avoidance. It is applied in particular to clouds and snow;

in fact, cloud screening belongs to the standard pre-processing techniques in remote
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sensing technology. To avoid clouds that are smaller than the resolution of the satellite
image and are therefore difficult to identify, one maximum value is usually selected

out of a period ranging from one week to one month (Holben 1936). A quantitative
estimate for the effect of this method, which is favoured by the one-day repeat cycle
of the AVHRR, is given by Kaufman (1989).

It must be said that all those strategies lead to their own specific problems. For method
(2), they usually consist of a lack of reliability of the additional information. Apart from at-
mospheric correction, this problem is known to exist for the correction of sensor degradation
as well, where different authors have found solutions that diverge significantly (Koslowsky
1996). The case is different for solar and viewing angles: given appropriate archiving, these

are well known. However, correction of the signal be normalising it to some standard con-

dition is often impeded by the complexity of the angular dependence of reflectance; suitable
models are still under development (Pinty and Verstraete 1991, Pinty and Verstraete 1gg2b,
Myneni et al. 1995). Also, method (3) does not offer a definite solution to the problem of
perturbation, since such indices always constitute a compromise between various factors.
Bventually, method ( ) has the problem of introducing a certain bias into the measure-

ments towards certain viewing conditions and solar positions, which makes the selection
itself dependent on the weather situation.

It is important to stress that all problems mentioned so far have implications for the
further strategy of this study - besides this, the above overview is intended to give an

impression of how much quantitative interpretation of satellite data is made difficult by
considerable perturbations whose effect is often unknown. One of the consequences is
that until now, using AVHRR for capturing interannual changes in vegetation cover in a
quantitative 'way can only be performed with great difficulty, if it is not even impossible
(Koslowsky 1996). Similar problems of incompatibility between scenes taken at different
times are known for the traditional qualitative interpretation of satellite data (Duda and
Hart 1973, Wharton 1989), with the vegetation map by DeFries and Townshend (1994) as

an example of a global application (used here as one of several vegetation maps, cf. Section
2.4).

Conclusions and further strategy

The preceding discussion might have given the impression that the advantages of satellite
remote sensing presented briefly at the beginning, i.e. consistency and global completeness,

would by far be outweighed by the problems explained afterwards. In fact, projects that
try to derive biophysical quantities globally with the aid of AVHRR data have to make
considerable use of other sources of information (Los et al. 1994, Sellers et al. 1994). In the
study cited, a correction is applied to the NDVI that depends on vegetation type, a piece of
information usually derived from the NDVI itself. The data set by Los et al. and Sellers et
al' is certainly of great use for realistic characterisation of the global vegetation cover, for
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example in climate models. It is, however, inappropriate when dealing with the question
of this study, whether satellite data contain useful information for global biogeochemical
modelling.

For this reason, a different strategy will be pursued that allows a clear distinction between
different sources of information, on the one hand the satellite data and on the other hand
vegetation, climate and soils maps. The first part of that strategy consists of the prognostic
calculation of the spatial and temporal distribution of global land vegetation described in the
Chapters 2 and 3. In the second part, the results of different prognostic model versions are
compared to satellite data, in the form of the vegetation index GEMI. This index is chosen

because it has, in most cases, a clearly superior signal-to-noise ratio than other indices
(Leprieur et al. 1994) and is at same time a good cloud detector (Flasse and Verstraete
7994). This procedure is first done in Section 4.4 simply by comparing the simulated LAI
directly with the measured GÐML A quantitative comparison is then given in Section
4.5, where GEMI is simulated with a remote-sensing model. Such a comparison on the
level of the signal has first been tried by Knorr et al. (1995), and only this method allows
an objective judgment of the possibilities of satellite measurements for model validation.
Finally, as a third step, satellite data are used in Chapter 5 as an additional constraint of
the vegetation model. For reasons of computational efficiency, this is done via the quantity
FPAR, which, on the one hand, is derived from satellite data and, on the other hand, has
to be reproduced by the vegetation model.

As an illustration of vegetation monitoring with vegetation indices, Fig. 4.J shows the
influence ofthe soil background on the dependence ofthree such indices on vegetation cover.
The calculation is based on a simple linear mixture of the reflectances of dense vegetation
(0.0210.40) with those of various soils, following the soil line by Price and Bausch (1gg5)
and classified according to Table 2.4 of Section 2.5 (wet/dark, wet/medium, dry/medium,
and dry/light). It can be clearly seen that both NDVI and SR depend strongly on soil
background in the middle range of vegetation cover, where the influence is even stronger
than in the case of bare ground. A near-linear dependence on vegetation cover only exists
for the NDVI if the soil is relatively light, and both indices increase when going from
light to dark soils. GEMI, by comparison, shows a much reduced dependence on the soil
background, with the largest impact at the lower end of vegetation cover fraction. The index
initially increase when the soil albedo is increased up to about20To, then decreases again
and reaches even negative values for some very bright desert soils (Flasse and Verstraete
1ee4).

4.2 Data collection and processing

The remote sensing data used in this study come from the GVI product by NOAA (see

above) from 1989 and 1990 in a reprocessed version by Berthelot et al. (1gg4) of the Centre
d'Etudes Spatiales de Ia Bi,ospère (CESBIO) in Toulouse, France. In this section, the most
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Figure 4.3: Dependence of the vegetation indices GEMI, NDVI and SR on fractional cover

for some characteristic values for the reflectances of soil and dense vegetation.

important characteristics of the NOAA-11 satellite, operational from 8 November 1988 until
11 April L995, the GVI and the processing chain developed here will be explained.

The NOAA-1l satellite and the AVHRR instrument

This satellite has a nearly sun-synchronous orbit between 833 and 870 km altitude that is

rotated by 8.8'awayfrom the poles. Because ofthe non-spherical shape ofthe earth, a slow

shift in space of the satellite's orbital plane is generated that compensates for the movement

of the earth around the sun, which explains the term "sun-synchronous". Immediately after
launch, the satellite passed the equator at 14:30 h solar time at the satellite's geographic
position in south-north direction, and at 2:30 h when going north-south; through small
deviations from the ideal orbit, the time has, until March 1995, shifted to L7:23 h and

5:23 h, respectively.

With an orbital period of approximately 102 minutes, NOAA-ll completes every day
14$ cycles and, with a width of 2800 km of the area covered by the AVHRR, is able to
observe nearly every point of the earth daily. Every 9 days, the same area is observed again
from the same angle; this area has a circular shape of 1.1 km diameter for nadir viewing.

This resolution decreases to an ellipse of up to 2.4by 6.9 km at a view zenith angle of over
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Table 4.1: Channels of the AVHRR instrument on Board NOAA-l1 with their spectral
ranges and their significance for the remote sensing of land surfaces.

channel wavelength

[t'*]
remote sensing of

1 0.572-0.698 par absorption

2 0.716-0.985 vegetation cover

ù 3.536-3.935 fire

4 10.338-11.287 surface temperature

5 11.408-12.386 surface temperature

70o. Since from 60o onwards, atmospheric scattering and absorption begin to dominate the
signal (Kaufman 1989), a large part of the data recorded are useless for capturing properties
of the surface.

The AVHRR has a total of 5 channels, in which the spectral flux density emerging from
the observed area is measured and stored with an accuracy of 10 bit (x 0.I%, hence the term

"Very High Resolution"). One of the channels is in the red spectral region, one in the near-

infrared, one in the middle and twoin the thermal infrared (see Table 4.1). The high data
rate of 122,880 bits per second and channel is transmitted to the surface and is not stored
on-board entirely, so that a global coverage with the full resolution cannot be achieved with
one receiving station only. (It is possible with a global network as demonstrated by the
IGBP; Eidenshink and Faundeen 1994; see above). In order to capture all of the earth's
land surfaces, only a selection of the measurements is recorded on tape by the sensor and
is later transmitted as the "Global Area Coverage" (GAC). This data subset is formed by
only selecting every third row (of 2048 pixels) and then taking an average of 4 adjacent
pixels of every 5. The mean of those four pixels thus represents a section of three by flve
pixels, so that a data reduction from 500 million measurements per day and channel to 15

million is achieved, which still amounts to around 220 megabytes per day.

The GVI product

The GVI data, which exist as long-term archives and will be used here, constitute yet an-

other subset of the GAC data sets; a detailed discussion can be found in Goward et al.
(1993). Since April 1985, GVI archiving is performed by subsampling the GAC data to a
grid with constant angular distances of Lf7' longitude and latitude, with only one GAC
measurement per GVI pixel. The scenes consists of 2500 times g04 pixels and comprise
all land surfaces from 75oN to 55oS. The strategy for selecting the GAC pixel that has

been applied since March 1983 simply consists of taking the last measurement on tape
that falls within the GVI sampling region. This method leads to a preference of easterly
viewing directions with large zenith angles and a late solar time at the point of observa-
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tion' The temporal resolution is also reduced from daily to weekly by selecting the weekly
measurement that has the highest brightness contrast between channel 1 and 2, expressed

as raw digital counts. The result is that observations with large atmospheric backscatter
are preferred even more; this and the effect of the directional bias result in a significant
contamination of the measurement of surface reflectance.

The raw digital counts of the GVI data set have been converted to reflectances by

CESBIO using the coefficients by Kaufman and Holben (1993). During the process, some

data with apparent reflectances greater than 1 or less than 0 have been deleted, along
with those with a solar zenith angle of more than 85o. Those top-of-atmosphere (TOA)
reflectances have then been converted to surface or top-of-canopy (TOC) reflectances by the
fast parametrised atmospheric transfer model SMAC (Rahman and Dedieu 1994). Input
data to this calculation are water vapour according to Oort (1983) and ozone content from
TOMS satellite data, while aerosol content has been parametrised as a function of latitude
(cf. Berthelot et al. 1994). Those data are part of the LASUR data set issued by CESBIO.
Further processing steps by the authors Berthelot et al., as for example further screening
and cloud detection algorithms, have been replaced by other methods developed in this
study.

F\rrther data screening

The LASUR data are first screened according to several criteria in order to remove unreliable
measurements. Two products come out of this process: one monthly maximum composite
(code: 'max') and one composite, for which the mean of all weekly values considered cloud-
free is computed (code: 'cmp'). These are the processing steps in detail:

1. Measurements with a view or sun zenith angle of larger than 60o are removed. The
same is true for so-called '(hot-spot" conditions, where the view and solar directions
nearly coincide. The criterion is

G¡(0",0, Ló) : tan2 0, * tan2 0 - 2tan?"tan0 cos A,S < 0.25 (1)

d" and 0 are solar and sensor zenith angle, respectivel¡ A/ the relative azimuth and
G/ a geometrical factor that is a good indicator of hot-spot conditions (Verstraete et
al.1990).

2. The vegetation indices NDVI and GEMI are computed according to

NDVI Pn- Pr ano
P"l P,

rt! - o.zlrt - o'1:*'u with

z(p|- p7)+tsp"*0.5p,

(2b)

rl
P" * P,10.5

(2")

GEMI

where p, and pn are the red and near-infrared reflectances, respectively
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3. The weekly time series of GEMI is smoothed by a Fourier filter and all measurements
that have a lower GEMI than the smoothed curve by more than 0.2 are considered

cloudy. Before the filtering, negative GEMI values are set to zero. This method
exploits the fact that GEMI can have large negative values for clouds and snow.

By choosing a 4-week wide Gaussian filter characteristic, many long-persisting low-
GEMI conditions are kept within the data set; these usually indicate snow or very
bright soils. The remaining data of each month are averaged, which yields the mean-
composite product,'cmp'.

4. To produce the 'max'data set, the measurements with the highest GEMI are selected

within one month, without the Fourier-filtering.

An example scene

Fig. 4.4 shows some example scenes of the monthly mean ('cmp') of GEMI from April
1989, globally and for selected areas in Europe and around Hamburg. Values below zero
or without valid data appear white. On the global scene, the major vegetation zones, the
tropical ones in particular, and the great deserts of Africa and Central Asia are clearly
discernible. In the deserts, especially in the Sahara, there are some extensive areas with
extremely light soils (GEMI < 0). By contrast, the low values in parts of Canada and
northern Eurasia are caused by snow.

In the Europe section, snow-covered areas can be found in the Alps and for much of
Scandinavia. Further, there is a clear gradient of vegetation cover from south-west to
north-east caused by later spring onset in an increasingly continental climate. On a smaller
scale, some fertile plains can also be distinguished, such as north, south and east of the Alps,
or north of the Erzgebirge in Saxony. However, a closer look at the Hamburg section reveals
that the spatial "noise" is generally high. As a result, it is difficult to judge whether those
high values for Schleswig-Holstein, just north of Hamburg, are the result of a particularly
early spring onset, or whether the reason lies in a usually clear and cloud-free weather
during that month.

The average GEMI for this section is plotted on the left graph below for all months of
1989 (solid line), except for those where no data are left after reprocessing. For comparison,
the dotted line shows the original weekly LASUR-GVI data. It turns out that the weekly
variations, to a large degree the result of angular effects, are much reduced by the monthly
reprocessing.

To the right, a time series for only one pixel slightly north of Hamburg is plotted. As it
would be expected, the variability in the weekly data is higher than for the regional average.
There are two downward peeks identified as clouds that have apparently been taken out of
the monthly averaging. Other variations, like the ones in July and August, seem to be of
angular origin. A comparison with the regional mean on the left shows that most of the
angular variation could not be suppressed by regional averaging. An interesting feature of
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Figure 4.4: Example of GEMI from Hamburg and the rest of the world. The vertical line
marks the time of the scene within the plotted time series. See text for further explanations.
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Table 4.2: Description of some additional variants of the vegetation model BETHY

Code Description

0++ Standard daily course every 10 days,

up to 3 vegetation types per pixel

x0 as 0f*, but rooting depth for vegetation type 1

sufficient for closed vegetation cover (LAI = 0.9Â);

for grasses in savannas 2 m instead of 1 m

D++ as x0, but rooting depth increased also for type 2

(maximum monthly LAI > 0.9Â)

XT+ as x0, but ? and ? reduced by 2'C (cf. T+)
xT- as x0, but 7 and 7 increased by 2"C (cf. T-)

the weekly time series are the large variations in May and June that later decrease until
they reappear in September. This seems to be the result of an inference between the 7-day
maximisation period of the original GVI data and the 9-day repeat cycle of the view angles

of the AVHRR. Because of the peculiar selection process during GVI processing, this effect

tends to be regionally rather uniform.

No such effect is found in monthly composites (cf. Goward et al. 1"993, Meyer et al. 1995),

although angles still seem to play an important role. Taking for example the one-pixel time
series in Fig.4.4 (bottom right), it is impossible to say whether a rise in GEMI, as the
one from July to October, is the result of variations in the viewing geometry or caused by
changes in cloud cover. This is another example to demonstrate that a certain temporal
and spatial averaging is necessary for the interpretation of the GVI data as an indicator of
changes in vegetation cover.

4.3 Versions of the vegetation model BETHY

In the preceding chapter it has turned out that the model versions used there all show

a remarkably low NPP in relatively extended parts of the tropical evergreen rainforest.
This is probably the result of insufficient soil water storage represented in the model, an

interpretation supported by a study on rooting depth at various places in the Amazon
rainforest by Nepstad et al. (1994). They found that during a dry period of up to flve
months, large sections of the area depended on deep roots for their water supply, some

extending down to at least 18 m. The area marked by the authors roughly coincides with
the area of low NPP in Fig. 3.4.

In order to take those results into account, further model versions are defined in this
chapter that allow, in principle, an estimate of the rooting depth in tropical evergreen

and drought-seasonal forests. This is achieved through increasing the rooting depth for
vegetation type 1 (tropical evergreen trees) by steps of 1 m until the sustained LAI is at
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least 0.9Â, i.e. 4.5 (version 'x0'). In a further variant ('D++'), the same is done for type
2 (tropical drought-seasonal trees), except that the highest monthly mean is taken for the

LAI criterion. For each value of the rooting depth, the model is re-run for another 5 years

with stochastic rainfall simulation. These model versions are variations of '0**', which

has already been introduced in the preceding chapter and which requires a recalculation of
the daily cycle of energy balance and photosynthesis only every 10 days. Version 'x0' thus

becomes the new standard version, which is listed in Table 4.2 along with further variants.

4.4 First comparison: LAI-GEMI

Before going into a more elaborate comparison of the model results with satellite data
through the generation of a synthetic vegetation index, it will simply be checked whether

the distribution of vegetation roughly coincides between model and observations. This
section rather serves as an illustration and a quality check of the satellite data than as a

final validation.

Fig. 4.6 shows GEMI in the form of monthly means ('"rnp') for July L989, both for non-

vegetated (Let:¡¡ and fully covered areas (LAI)4) according to model predictions. The
version is 'x0', which can be recognised by the closed Amazon forest reaching far south-
east (= 15oS and 52oW, lower map). This is the largest continuous vegetation formation
simulated by the model.

It will now be assumed that this is in fact closed vegetation, so that GEMI should be

0.8 or more everywhere (cf. Fig.4.3). For the actual measured values, however, this is only
the case for the southern and south-western Amazon, while the value is only around 0.58

for the central Amazon. To understand this discrepancy, it should be remembered that in
South America in July, the zone of maximum rainfall and cloudiness lies slightly north of
the equator, so that the southern portions of the area are in the dry season. Hence, the
data from those areas are largely unaffected by clouds, which explains the relatively high

values of GEMI.

A different picture is found in Africa, where at this time the rainfall zone lies further to
the north. Here, the maximum GEMI roughly coincides with the maximum precipitation.

This difference between the two equatorial rainforest areas is illustrated by Fig. 4.5. In the
Amazon, rainfall is much higher and is in opposite phase with the GEMI curve, with a rise

of GEMI during the slightly developed dry season. By contrast, in the Congo region GEMI
follows the seasonal course of precipitation quite closely, with two maxima corresponding

to the two dates with the sun at zenith.

It is likely that in the first case, the seasonal course of GEMI is caused by perturbations

of the measurement process during the rainy season, while in reality this is a truly evergreen

forest with no seasonal variation of LAI. In the second case, it is a rainforest with some

clearly developed seasonality, i.e. their is partial leaf shedding during the two dry periods.

Precipitation rate and cloudiness are not high enough to perturb the satellite measurements
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Figure 4.5: Monthly time series of GEMI for 1989 and 1990 (version 'cmp') averaged over

a 24 x 24 pixel section over the equator and long-term average precipitation; (a) for the

central Amazon region; (b) for the rainforest of the Congo Basin.

to a degree that changes their seasonal course.

In the northern temperate latitudes, with the exception of the broadleaf forests of the

US South-East, the zones of closed vegetation are dominated by the needleleaf forests of

Canada, Scandinavia, northern Russia and Siberia, whereas the highly agricultural areas

of the USA, Europe and China are left out. High values of GEMI are measured in most

cases, although with some important exceptions, in particular the northern part of the zone

in eastern Canada and Scandinavia with only 0.54 and 0.57, respectively. The similarity

of those values with the ones of the central Amazon underlines how difficult it is to state

definitely whether the reason lies in perturbations of the satellite data or in the actual

conditions on the ground, i.e. low vegetation cover fraction.

The largest vegetation-free areas of the model simulation (upper map) are the desert

belt from Sahara to Gobi and the northern Arctic. GEMI values in the Saharan-Arabic

desert are generally below a threshold of around 0.37 (cf. Fig. 4.3), as well as those of the

Greenland glacier and the largest part of the deserts of Iran and Kasakhstan, the Gobi

desert, Baffin Island (northern Canada) and Novaya-Semlya (north-west Siberia). Above

this value, there are large parts of the northern Canadian Arctic, Siberia and Tibet. It
appears that here, the vegetation, though sparse, is not predicted correctly by the model,

probably because the relatively simple temperature part of the phenology scheme cannot

(b)

- 
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Figure 4.6: Measured GEMI for July 1989 (version 'cmp') for areas with a model-predicted

LAI of 0 (above) or ) 4 (below). Model version is 'x0'. Areas where the respective condition

is not met appear white.

always be applied to the tundra. Considerable deviations are also found for some areas

of central Australia and for single pixels in southern Africa. The scattered distribution of

these pixels is mainly the result of the stochastic rainfall simulation.

As an addition to Fig. 4.6, the latitudinal average of the above areas is plotted in Fig. 4.7.

When interpreting the graph, it should be noted that the number of pixels over which the

average has been taken can vary considerably, from only a few (southern Africa with LAI>4)
to around 30 or 50 (Amazon rainforest, Sahara). Ideall¡ the values of the two categories

should fall into two narrow regions of GEMI, which is often the case where averaging is

over larger sections. If however the two overlap, the average is usually taken over only a
few points, as a comparison with Fig. 4.6 reveals. The most important exceptions have

already been discussed: the tundra (LAf:g¡, the boreal forests (LAI>4), southern Africa,

and Australia (LAI=O). Another case that has not yet been mentioned is the subtropical to

s.
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Figure 4.7: Latitudinal average of the areas of the preceding flgure, separated into North and

South America (left) and Eurasia-Africa-Australia (right). Greenland has been excluded.

For comparison with the monthly means of GEMI for July 1989 (version 'cmp'), the monthly

maxima ('max') are also plotted. Note that this graph has been extended southwards

beyond 30oS.

temperate zone of South America with a continuous decrease in GEMI southwards, probably

as a result of the winter senescence in the Argentine Pampas despite the relatively mild

climate. The highest GEMI values are measured for the US East, the subtropical rainforests

of Central America, and for New Zealand, while for the equatorial rainforests, the same

picture is found as in the Fig. 4.6: a maximum south of the equator in the western part,

and north of the equator in the eastern part.

For comparison with the monthly mean composites ('.-p'), the monthly maxima ('max')
are also shown in Fig. 4.7. As explained earlier, the purpose of the maximisation is to
minimise the effect of clouds on the satellite data by choosing the clearest days possible

(Kaufman 1989). However, this technique has also a clear disadvantage leading to a sys-

tematic preference of certain viewing conditions (Meyer et al. 1995), which has been the

motivation for introducing the processing method 'cmp'. The comparison reveals that the

'max' values follow the 'cmp' almost linearly. The only exception is the zone south of 30oS

(LAI>4, western part). The relatively high'max'value is probably a consequence of a
further disadvantage of this technique: if the month considered lies at the beginning of
the growth period, there is a tendency for selecting a later date (or vice versa). Thus, a

non-representative monthly value is selected and the length of the growing season appears

o

b'



104 CHAPTER 4. MODEL VALIDATION WITH REMOTE SENSI¡\¡G DATA

exaggerated. Apart from such effects, which are unfavourable for the maximisation tech-

nique, the variations within a month are dominated by changes in the viewing geometry.

Consequently, atmospheric perturbations not captured by the screening method in 'cmp'
also escape the monthly-maximum selection process.

What do these considerations imply for the usefulness of satellite data as a check on

vegetation models? First, the minimum condition is fulfilled that satellite data roughly

repeat the vegetation distribution as computed by the model. It has also turned out that
the model can identify probable model deficits, such as too little vegetation in the tundra

or too much in the boreal forests. On the technical side, it can also be demonstrated that
the selection of monthly maxima does not offer significant advantages over the screening

and averaging technique developed here, while it has some important known disadvantages.

Eventually, the difficulty remains that areas that are almost certainly covered with dense

vegetation can have measured GEMI values ranging from 0.58 to 0.74. This is almost half

of the range that can be assigned to any at least partially vegetated area.

As a consequence, the question has to be asked whether the data used here do at all

contain quantitative information on vegetation cover, i.e. more than simply "vegetated vs.

non-vegetated". As discussed earlier, the strategy for answering this question consists of

first simulating the signal and then comparing it with measurements. However, in this case

a simple comparison of vegetation distribution is not sufficient and the vegetation index

itself has to be predicted. This is the topic of the following section.

4.6 The method of model validation

After this simple, more qualitative comparison of modelled vegetation distribution with

satellite data, in this section the satellite derived GEMI is compared to a GEMI computed

on the basis of the model predictions and under the viewing conditions of the GVI data.

The necessary steps are illustrated by Fig. 4.8:

(1) The aegetation model BETHY is run using prescribed data sets of climate, soils,

and vegetation type. It predicts the spatial and temporal distribution of LAI and

fractional cover, and computes FPAR and carbon and water fluxes.

(2) Atmospherically corrected remote sensing data are screened for clouds, snow and

unfavourable viewing conditions.

(3) A remote-sensing simulator, i.e. a model describing the bidirectional reflectance of

the vegetation canopy coupled to a soil reflectance model, computes top-of-canopy

reflectances at the angles and dates of the data selected in step (2).

(a) The vegetation index GEMI is formed from the simulated and observed reflectances,

and both values are compared.
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Figure 4.8: A diagram illustrating the proposed logic for using remote sensing data as a

check on vegetation models" The numbers refer to the points in the text. An extension of

the scheme indicated by the dashed arrow leads to a model constraint.

(5) Parameters within the vegetation model arc adjusted until simulated and measured

vegetation indices agree with a pre-defined degree of accuracy.

Steps (1) to ( ) constitute a partial model ualidati,on, while adding step (5) leads to a

procedure of model constraint. The remainder of this chapter follows the first possibility,

while the second, in a modified form, will be the topic of the next chapter.

The monthly maxima (version 'max', see previous section) of the reprocessed LASUR-

GVI data are used as satellite data according to step (2). 'cmp'is not chosen because with

the 'max' data it is possible to assign a deûnite set of viewing and solar angles to the monthly

values. When simulating the satellite data (3), the date of the satellite measurement is taken

into account by linear interpolation of the monthly vegetation model output.

The number of measurements with GEMI>0.35 for the 'max' data set ranges from

365,820 for December to 666,576 for August (both 1990). Since the required computing

time for the simulation of only one measurement is in the range of one second, only a small

selection can be simulated. Therefore, one measurement is chosen for each of the 11,069

pixels of the equal-area one-degree grid used by the vegetation model. A value close to the

grid cell centre is selected, so that no angular conditions or measured values are preferred.

The remote sensing simulator

The generation of synthetic remote-sensing data according to step (3) is done with the model

NADIWAS (New Advanced Discrete model With Anisotropic Soil; Gobron et al. 1997). It
computes the bidirectional reflectance factor of the coupled system canopy-soil, i.e. the top-

of-canopy reflectance. "Bidirectional" stands for the two directions from the ground scene

LAI
FCsoils
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Table 4.3: Common parameters used for the calculation of synthetic satellite data.

Symbol Description Value Source

Canopy (leaves)
*redtL

pid
-NIRtL

PY,IR

transmissivity (red)

reflectivity (red)

transmissivity (NIR)

reflectivity (NIR)

Asrar et al. (1992)0.05

0.07

0.45

0.45

))

t1

'r't

Soil

o" asymmetry factor

hot-spot parameter

-0.2 Pinty et al. (1989)

0.2 '(h"

to the positions of the sun and sensor. The reflectance of the soil background is computed

according to Pinty et al. (1989), while the radiation transfer within the canopy is modelled

by a semi-discrete approach by a new combination of formerly separate concepts: on the

one hand, the position and orientation of leaves of fixed size is described statistically, on the

other hand, the optical properties of the scatterers are characterised as a turbid medium,

The statistical approach (Verstraete et al. 1990) is applied to unscattered ray transfer (one

reflection by the soil, none by the canopy) and to single scattering (by the canopy), while the

turbid-medium approach is used for scattering of higher order, with the scattering elements

considered infinitely small and homogeneously distributed (Chandrasekhar 1960).

Since anisotropic soil reflectance is assumed, the single-scattering albedo of the soil has

to be chosen in such a way that the hemispherical integral over the bidirectional reflectance

factor is equal to the soil albedo used in the vegetation model. The translation from albedo

to single-scattering albedo is precomputing with a solar zenith angle of 60', which is exactly

the mean over the sunlit hemisphere. Taking diffuse skylight instead would lead to very

similar results. At first, however, the surface albedo, pg, imported from the vegetation

model, has to be split into a PAR (red) and a NIR portion corresponding to channels 1 and

2, respectively. If ps is less than 0.5, the following linear equations for soils are used:

P:"d : o'92Ps-0'015

PY'* : 1'o8Ps+0'015

For values great than 0.5, snow cover is assumed and the values are set according to:

pf,"d = min{1.059ps; 0.98}

py,^ = pi"d lt.tzs

The flrst set of equations is based on the soil line by Price and Bausch (1995, cf. Equ. I22in
Section 2.6), while the second has been estimated from datafound in Bowker et al. (1985).

The parameters for the calculation of synthetic satellite data are listed in Tables 4.3

and 4.4. The expressions "planophile" and "erectophile" signify a preference of horizontal
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Table 4.4: Size parameters (vegetation height and leaf diameter in m) and leaf angle distri-
bution (LAD) of vegetation for the calculation of synthetic satellite data. Pl: planophile;

Er: erectophile; Un: uniform (see text).

Typ72345678
hu

d,¡

LAD

30.0

0.300

PI

15.0

0.050

PI

15.0

0"005

Un

15.0

0.005

Un

1.0

0.005

Un

1.0

0.050

PI

15.0

0.100

PI

15.0

0.100

PI

Typ 9,11 10,72 13 14 15,16 77-19 20,21 22 23

hu

d,¡

LAD

0.3

0.010

Er

0.3

0.050

Er

0.3

0.005

Un

0.3

0.010

IJn

0.6

0.010

Er

2.0

0.050

PI

2.0

0.050

Er

0.3

0.010

Br

1.0

0.050

Un

or vertical leaf orientation, respectively, following a mathematical description by Bunnik

(1978; see also Ross 1981). For reasons of computational speed, only the most common

vegetation type is selected and the parameters of Table 4.4 are assigned accordingly. As

optical properties of the leaves, fixed values of a different study are chosen (Asrar et al. 1992)

that are consistent with the single-scattering albedo, o, of the light-absorption calculation

for photosynthesis (cf. Section 2.6 "light absorption"). The relevant relationship is c.r:
,L"d + p\d, with typical values for developed leaves and needles. A comparison with other

modelling studies (Bégué 1992, Myneni et al. 1992, Goel and Qin 1994, Myneni et al.

1995, Gobron et al. 1997) shows that the NIR single-scattering albedo, in particular, (i.e.

the sum of r[IR and pIIR) does not differ much from the value assumed here. However,

the value in the red or photosynthetically active part of the spectrum varies much more,

depending on leaf chlorophyll content (Jacquemoud and Baret 1990), and typically lies

between 0.08 (mainly crops, fertilised) and 0.15 (natural vegetation, Iow nitrogen). The

effect of this and other uncertainties will be discussed in the next chapter when computing

a relationship between vegetation indices and FPAR. One of the results is that through

multiple scattering, larger changes in ø lead only to relatively small changes in FPAR,

which justifies the use of standard values according to Table 4.3.

4.6 Comparison of simulated and measured vegetation
indices

The results of the simulations for the months of March and July 1989 are shown in Fig.

4.9 and 4.1-0, together with the corresponding measurements of GEMI taken from the

'max'data set. For each model grid point (1o equal-area), there is one simulation and one

measurement with identical sun and viewing geometries. The results with the satellite data
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Figure 4.9: Measured and simulated values of the vegetation index GEMI for March 1989.

These are monthly maxima and simulations on the basis of the vegetation model, version

'x0', with long-term mean climate and for the same week and viewing conditions as the

measurements.

of 1990 differ only slightly from those shown here (see Appendix and Fig. 4.12 and 4.13).

The comparison of the two sets of GEMI data can be summarised as follows:

(1) The simulations have generally higher values.

(2) The spatial variability in arid regions is higher in the simulations.

(3) The outlines of many biomes and vegetation formations coincide to a high degree.

(a) The contrast between wet and arid areas, as well as between boreal forests and tundra

is more pronounced in the simulations.

(5) The difference between the two years considered is small.

Point (1) indicates that during the correction of the satellite data, the effect of atmospheric

perturbations has been underestimated so that measurements have not exactly been brought

0.80.60.50.4

measured

simulated
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Figure 4.1-0: As the preceding figure, but for July.

to TOC level. Point (2), however, was expected, because the stochastic precipitation is
generated independently of neighbouring pixels in the model, whereas in reality there is a

high degree of spatial correlation.

For point (3), a range of examples can be given, for example from north to south:

The forest/tundra transition in Labrador in March.

The partially snow covered continental steppes of North America a¡rd northern Asia with the border to
forested areas in the north and, in Central Asia, to the fertile mountain fringes in the south-east.

The extent of the Saharan-Arabic and the Iranian-Central Asian deserts with interspersed oases.

The agricultural areas at Ganges a¡rd Indus (especially in March).

The tropical rainforest in South America a¡rd its border to the Lla¡ros of Venezuela and Columbia as well

as to the north-east Brazilian Cerrados, which also turn green in March.

The Sahel, the fertile Ethiopian highlands a¡rd the semi-arid savannas of East Africa.

The summer-rain areas of northern Australia.

The humid/a.rid transition in southern Africa from north-east to south-west.

The tra¡rsition from the fertile grasslands of the Pampas and southern Brazil to the arid steppes of Pata-

gonia,

simulated
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Figure 4.11: Latitudinal average of measured and simulated monthly maxima of GEMI

(version 'max') for July 1989 over areas with LAI = 0 and LAI > 4 according to model

version txO'. Only averages over at least five pixels are shown"

As far as the boreal-arctic transition is concerned, point (4) repeats the results of the

preceding section. However, the apparent overestimate of the contrast between humid and

arid environments and seasons only becomes visible through the quantitative approach de-

veloped here. The reason for these discrepancies is probably that the model underestimates

the ability of vegetation formations to adapt to the prevailing climate. It is thus indi-

cated how, through comparison of model simulations with remote-sensing data, insights

into geo-ecological functioning can be gained.

Eventually, point (5) indicates that the generally good agreement has not been achieved

by chance, but that the year-to-year differences are small compared to the uncertainties

during modelling of vegetation distribution. The use of a mean climate can therefore be

justified.

Before a further interpretation, the results are presented again as latitudinal averages.

Fig. 4. 11 shows, in addition to Fig. 4.7 , the simulated and measured GEMI for non-vegetated

and fully vegetated areas according to model version 'x0'. On the one hand, it can be seen

that many areas simulated as LAI:0 probably have some sparse, but highly drought-

resistent vegetation growth. On the other hand, the areas with LAI)4, as for example

the Amazon rainforest, are quite certainly densely vegetated in actuality. In this case,

the overestimate of GEMI is, as observed before, the result of insufficient atmospheric

correction.

hf
*qfu þ#Ë,f

f,T
d -;"

F
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Within the simulations with 'x0', there are 3463 cases where the vegetation model calcu-

Iates an LAI of 5. For those pixels, the mean of the simulated GtrMI is 0.89, while measured

values of dense vegetation are around 0.76, apart from the higher values in the US East

and the lower ones over rainforests when precipitation is high (cf. above). By contrast,

simulations for non-vegetated areas are around 0.38 and correspond roughly to measured

values.

How can this obvious deficiency of the atmospheric correction by explained? As noted in

Section 4.2 during the description of the GVI product, the criterion for selecting weekly data

used by NOAA has been the maximum difference between the channels 1 and 2, leading to

a preference of situations with high atmospheric backscatter. This might be an explanation

for the fact that the atmospheric data used by Berthelot et al. (1994) do not represent the

actual situation in an appropriate way.

To correct for the remaining influence of the atmosphere, a common principle in remote

sensing will by applied here: the data are recalibrated against "ground truth". Here, the

simulation result of 0.89 serves as a "true" value for dense vegetation, while 0.76 is assumed

as a typical value for the measurements. For non-vegetated areas, a value of 0.38 is taken

for both simulations and measurements, with a linear interpolation for the intermediate

range:

cEMI/ : (cEMI - 0.38)H=+:å + o s8

Values less than 0.38 indicate special conditions (very bright soils, snow) and are ignored

in the following considerations.

In principle, this correction is only valid for 1989 and the 'max' version of the monthly

satellite data. A comparison of the two years shows that the average of all measured values

of 1990 is by about 1.7% higher than for 1989. For the simulations, the figure is only 0.7%.

This difference between 1989 and 1990 is mainly the result of a larger solar zenith angle

during observations resulting from the shift of the overpass time into the evening: while in

1989 the mean angle was 40.8o, it was already 43.6o in 1990. The fact that the difference is

smaller in the simulations might be the result of insufficient correction of sensor degradation

for the data, or of real differences between the model and the actual situation. For lack

of a definite answer, the above correction will be taken also for 1990. Nevertheless, these

comparisons show that one has to be cautious when interpreting year-to-year variations in

satellite data. Besides, it is demonstrated that the remote-sensing simulator can represent

trends caused only by angular effects.

A comparison using the recalibrated values is shown in Fig. 4.L2 and 4.13 as a latitudinal

mean for different versions of the vegetation model according to Table 4.2. The average

has only been taken over those pixels where both measurement and simulation are valid,

while values below 0.38 have been set to 0.38. There is generally a good agreement, with

the exception of some important deviations. For example, simulations are well above mea-

surements in northern latitudes, at about 35oN and around the equator, while the satellite

signal is underestimated around 40oN, 15oN and 30oS . Exceptions are the versions 'xT+'
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Figure 4.L2: Latitudinal average of measured and simulated monthly maxima of GEMI

with various versions that differ in the water balance of tropical vegetation. Simulations

under the viewing conditions of the 1989 data, measured values recalibrated (see text).
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around 40oN, 'xT-' around 35oN and '0ff' at the equator. An important result of this

comparison that applies to all versions is that in the satellite data, GEMI is reduced to a
larger degree by snow cover than in the simulations, possibly because much snow is visible

also on top of the boreal forest. In the model, the assumption is that the snow remains

below the canopy so that it is hidden below evergreen coniferous forests. In some cases, e.g.

south of that region, the model can be adapted to the measurements by varying parameters,

in this case by modifying T6 ('T¡l:). To some extent, this is also true for version 'D**',
where the agreement between 10 and L5'N is improved compared to the standard. Other-

wise, an earlier observation referring to Fig. 4.9 and 4.10 is repeated here: Water limitation
in many arid areas is too pronounced, because either soil water storage or adaptability to
drought is underestimated. Besides, the strong residual perturbation by clouds (see Section

4.4) should play a role in the wet tropics, and in fact the simulated signal is always higher

around the equator, except for version '0++' without deep roots.

For July, there is a good agreement also for the northern latitudes, with a slight un-

derestimate between 30oN and 50oN for all versions considered here. Further to the north,

it is the standard version that fits the data best, except for the arctic where simulated

vegetation is too sparse, as already observed in Section 4.4. Here, version 'xT+' achieves a

better fit to the data. Around the equator the satellite signal is overestimated even further

for July compared to March, again with the exception of version '0++'.
For a better interpretation of the previous comparisons, Fig. 4.14 shows, again for the

standard version 'x0', those areas where the deviation from the satellite signal is at least

0.10. It reveals some clear regional differences that are invisible on a latitudinal average.

For example, the transition in March from positive to negative deviation comes from a
combination of an already observed overestimate for the boreal forests and an underesti-

mate for Western Europe. Evidently too "green" are also the South-East of the USA and

China. Both regions have a particularly mild winter climate, but with a high number of

frost events compared to Western Europe, so that the actual vegetation is not as developed.

The phenology scheme, more adapted to the European situation, would have to be mod-

ified here. On a latitudinal average, this is partly compensated by negative deviations in

Mexico and India. Contrary to the previous underestimate, in some regions (Algeria, Syria,

Iran), this appears to be the result of soil erosion not taken into account by the vegetation

model. Considering the aridity of those areas, a suppressed satellite signal, as near the Gulf
of Guinea (equatorial Africa) or in the central Amazon Basin, seems highly improbable.

Eventually, in the Sahel, and around the tropic of Capricorn in southern Africa and Aus-

tralia, it becomes again evident that the model underestimates the vegetation's ability to
adapt to arid conditions.

The map for July shows again an unambiguous negative deviation from the measured

GBMI for the boreal coniferous forests. Probably, the tree fraction of those regions, some

of which can be characterised as transitional formations to the tundra, is assumed too

high. Moreover, the Sahel appears to extend too far north in the model for this month,
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Figure 4.74: Check of the simulated GEMI against the satellite derived value, taken from

monthly maxima ('max') of 1989, for version 'x0' of the vegetation model. Satellite data

have been recalibrated (see text).

which also shows up in the same comparison for 1990 (see Appendix). This seems to be

a real model deficit, even though the rainfall variability in that region might be so large

that two years are not enough for a definite statement. Further to the south, around the

equator in South America and Southeast Asia, the known signal perturbation becomes

apparent, while in Africa south of the equator, the model overestimates the signal, even

though the area is undergoing a dry season. It thus appears that the dry season in the

drought-deciduous forests and savannas south of the central Congo Basin is much more

pronounced in reality than in the model. This also explains the large difference between

measurement and simulation just south of the equator in Fig. 4.t2 and 4.L3.

Eventually, Fig. 4.15 again demonstrates the deficit of model version '0++' in the south-

eastern part of the Amazon rainforest and in central Africa just north of the equator. This

and the previous comparisons are evidence of the satellite data's capacity for checking

vegetation models. However, the comparison for the central Amazon Basin also shows that

a check on the basis of remote sensing data alone is often not possible, but that additional

SooE

March 1989

1 989
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Figure 4.15: As the previous figure, but for version '0**', without deep roots for the

evergreen tropical rainforest.

"expert knowledge" is required in most cases.

Taking for example an uncertainty of 0.1"0 for the satellite measurements, Fig. 4.L4 and

4.15 amount to a first check of the vegetation model that is not valid for some areas because

the quality of the satellite signal is affected to a larger degree than this particular value.

A consistent and at the same time unsupervised method for deciding, in which cases there

is a model deflcit, and in which a deficit of the satellite measurement, could be devised

in the following way: The model is varied within "reasonable" bounds until - within an

assumed degree of accuracy - agreement is achieved with the satellite data. If this is not

possible, e.g. because all model versions predict a closed forest in central Amazonia, then the

measurements have to be considered in error. Such an approach will at least be necessary

as long as there is no clearly defined quality check available for the satellite data.

4.7 Conclusions

In the present section, a consistent method has been introduced that allows a validation

of certain aspects of mechanistic vegetation models on a global scale, and in this way to
gain insight into ecophysiological processes on large spatial scales. Because of the quality

of the presently available global satellite data, an automatic, unsupervised check is not yet

0++ July 1989

i 0++ Match 1989i
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possible and some "expert" judgment is required. However, considering the large scatter

in the results of present terrestrial vegetation models that is mentioned in Chapter 1,, the

relatively coarse comparisons between model predictions and satellite data presented here

are still of substantial value because they constitute a much needed source of empirical data

for their validation.



Chapter 5

Model Constraint with Remote
Sensing Data

5.1- The method of model constraint

In the preceding chapter, a method has been developed that consists of checking various

prognostic model versions of BETHY within a predefined range of parameter settings with

the help of satellite data. This method will now be extended to a "diagnostic" model

simulation based on satellite observations. Such a possibility has already been indicated

by point (5) of the scheme introduced in Section 4.5 (cf. Fig. a.8). By this method, it is

required that predicted and measured satellite data agree as well as possible, but also, that
the choice of model parameters does not deviate too far from the standard setting, assumed

to be most probable.

In principle, it would be possible to demand an agreement at the level of GEMI as

illustrated in Fig. 4.8. Because the required computer time for the remote sensing simu-

lation would be extremely high, a method is developed that allows the use of all satellite

measurements within a model grid box, instead of only one sample as before. As shown in

Section 4.2, a certain spatial averaging can reduce variations in the satellite data caused

by bidirectional effects. The following scheme is therefore based on a measurement of the

variable FPAR (cf. Fig. 5.1):

(1) The vegetation model BETHY computes the internal prognostic variable FPAR under

remote sensing conditions, that is for 100% direct incoming radiation at a solar time

of 15:30 h.

(2) The processing scheme for satellite data is extended by a general relationship of the

form FPAR: /(GEMI). Remote sensing simulation and angular data are not needed

any more.

(3) The model-inherent value of FPAR is compared to its satellite-derived analogue.

I77
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Figure 5.1: A diagram illustrating the proposed logic for using remote sensing data as a

constraint for vegetation models. The numbers refer to the points in the text. FPAR is the

fraction of photosynthetically active radiation absorbed by the vegetation.

(4) Parameters of BETHY are corrected and FPAR is recomputed. This and the preced-

ing steps are repeated until an agreement within a predefined degree of accuracy is

reached.

5.2 Computed FPAR-vegetation index relationships

Before this scheme is implemented, it is necessary to investigate how FPAR can be estimated

from vegetation indices, and whether GEMI is in fact the most suitable index for the

purpose. Some detailed studies on the topic have so far been published: Asrar et al. (1992)

have used a three-dimensional radiative transfer model to develop a linear function of FPAR

depending on NDVI. It is reasonably accurate for a medium-bright soil type and viewing

angles not too far from nadir. An important statement is also that the determination of

LAI is largely impossible when the fractional cover (FC) is unknown. In a similar study,

Goel and Qin (199a) have tested a range of proposed vegetation indices for their ability to

determine the variables LAI and FPAR under the presence of several perturbing factors.

As far as the LAI is concerned, the authors come to a similar conclusion as Asrar et al.; for

the determination of FPAR, they state that all newly developed indices are almost always

superior to the traditional NDVI. GEMI is found among the three most suitable indices,

and it is also important to note that one of the other two requires additional information on

soil reflectance (\MDVI), and the other a second measurement at a prescribed view zenith

angle (NLI2). The authors also find a considerable dependence of the indices on leaf angle

data
screening

FPAR=f (GEMI)

compare

adjust (4)

FPARvegetation
model
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Table 5.1: Parameters, correlation coefficient and standard error of the linear regression of

FPAR against GEMI, NDVI and SR in the form y = aibn. Simulations are with vegetation

model 'x0'. Only snow-free cases, with n :1951; 1883 (1989; 1990) for 'max', and n :L762;

1762 (1989; 1990) for '"*p'.

index year o, b r2 error

tmax' t"-p'

b 12 error&

GtrMI 1989

1990

0.060

0.063

-0.645 1.685 0.954

-0.629 L.664 0.951

-0.647

-0.637

0.062

0.065

L.7L3

1.698

0.950

0.947

NDVI 1989

1990

-0.198

-0.195

0.941

0.943

0.068

0.067

7.277

T,227

t.207

t.214
0.937

0.935

0.070

0.071

-0.197

-0.199

SR 1989

1990

0.089

0.095

0.075

0.074

0.092

0.090

0.890

0.884

0.104

0.111

0.070

0.069

0.873 0.100

0.863 0.104

distribution (LAD) and leaf single-scattering albedo (r).
The most important difference between the approach followed in this study and the

ones cited is the large spatial scale and its application to the observation conditions of

actual remote sensing data. Instead, those previous studies have used an arbitrary choice

of viewing conditions. It is likely that the significance of variations in LAD and ¿¿ is greatly

reduced for an average over a large area, because their regional averages vary much less.

Therefore, a new simulation is presented here to investigate various relationships between

FPAR and the indices GEMI, NDVI and SR and their robustness against changes in the

choice of certain parameters. In this case, the variable FPAR is not calculated by the 2-flux

scheme as in the vegetation model, but, as the indices, by the anisotropic, semi-discrete

model NADIWAS (cf. Section 4.5).

In addition to GtrMI, the indices NDVI and SR are chosen, because they have already

been used in other studies to derive FPAR on a global scale, SR by Heimann et al. (1989)

and Potter et al. (1993) and NDVI by Ruimy et al. (1994, 1996) and Knorr and Heimann

(1995). Besides, Sellers (1985) and Sellers et al. (1992) have concluded, on the basis of

some calculations with the 2-flux scheme, that there should be an almost linear relationship

between FPAR and SR. This relationship has also been proposed for routine applications

to determine FPAR on a global scale (Sellers et al. 1994).

Since computer time for calculating FPAR is again 10 times that for calculating the

bidirectional reflectance factor, this variable is only computed for every 40th pixel during the

remote sensing simulations (cf. Section 4.5). In this way, a random selection of observation

conditions (viewing and solar angles, soil brightness, LAI, FC, LAD, ø, etc.) is achieved

that represents the conditions of actual global measurements. The calculations follow the

standard setup of NADIWAS (further ones see below) with angles and dates of the monthly

maxima ('max') and the version 'x0' of the vegetation model. Cases with snow cover are

excluded.
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Figure 5.2: Relationship between FPAR and various vegetation indices calculated with

NADI\ryAS, for three ranges of soil reflectance (Rs). The solid line stands for a linear

regression of all data points.

The result is shown in Fig. 5.2, differentiated by soil brightness. It turns out that GEMI
offers the best linear relationship with FPAR. Contrary to the other two indices and with

the exception of very bright soils with low FPAR values, there are no systematic variations

caused by the brightness of the soil background. By comparison, the NDVI shows a certain

downward curvature for medium and dark soils, and SR a clearly non-linear relationship in

all cases (cf. Fig.4.3). As shown in Table 5.1, the correlation and the standard error for

NDVI is almost as good as for GEMI. However, the variations in GEMI are caused more by

angular than by soil background effects, a perturbation that can by minimised reasonably

well by averaging over a large number of measurements. (The index has been designed

to be sensitive towards angles as a usually well known variable, see Verstraete and Pinty

1996.) Consequently, the variations are particularly large at high values of FPAR, where

the influence of the soil background is small. The results with the data set using monthly

averaging and screening ('cmp') differ only little from those using the angular conditions of

the monthly maxima ('max'). In this case, the angles of each mid month measurement are

used for the simulation.

The assumption of a linear dependence between SR and FPAR, as proposed by Sellers

et al. (1994) for global applications, is not supported by the results of these simulations. As

a test for the applicability of this assumption for the conditions of global observations, the

method used here seems more appropriate, because the original derivation from the 2-fl,'¿x

scheme by Sellers (1985) could not take account of the influence of the viewing geometry,

and was confined to some special conditions.
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The next two equations are therefore shown as a result and a recommendation for future

applications for estimating FPAR from satellite data (mean of the simulations for 1989 and

1990 of the standard version with 'x0')" The first one is for monthly maximum composites:

FPAR: -0.637 + 7.674 GEMI (tu)

the second for screened monthly averages as first proposed by Meyer et al. (1995), and

according to the present work:

FPAR = -0.642 + 1.704 GEMI (1b)

Values of FPAR less than 0 or great than l" have to be set to 0 or 1", respectively. The

diference between the two relationships comes from a tendency towards angles with a

large GEMI for the monthly maxima, an effect that is not independent of atmospheric

perturbations.

The robustness of the relationship in Equ. la for monthly maxima is tested by several

variants of NADIWAS. The simulations have again been computed with version 'x0' of the

vegetation model. One test takes account of some of the chlorophyll-dependent variation in
leaf transmissivity for PAR, as mentioned in Section 4.5 (ri"d :0.03 according to Myneni et

al. 1992), while two others concern aspects of length scale. The first one assumes a uniform

LAD for all vegetation types, something that could be more representative for larger areas;

in the second test, it is assumed that ground scenes with incomplete vegetation cover are

never composed of FCtl with a low LAI, as it would be possible in the vegetation model,

but that all scenes are a mixture of dense vegetation with varying degrees of FC (cf. Fig.

4.3). Therefore, the FC for the NADIWAS simulation is not imported directly from the

vegetation model, but it is computed independently according to the following equation:

f ",*or/\/Lo for À < Äo

f.,*o, for Â)Âo (2)

(Instead of the maximum annual LAI, Â, the current value, Â, is taken i f ",^o, 
and Â6 are

from Table 3.1, Section 3.1.)

The results are shown in Table 5.2, either with FPAR and GEMI according to the

corresponding test variant, or with FPAR according to the standard version, so that only

changes in GEMI are documented. The systematic deviation of the value according to
Equ. 1a from the simulated FPAR is only small, with a standard, unsystematic error of
around 0.06. It is remarkable that the smallest error is found for a heterogeneous model of
vegetation distribution (cf. Equ.2). In fact, this is the type of distribution on which the

development of GEMI has been based (Verstraete and Pinty 1996).

When choosing a leaf transmissivity reduced by 0.02 (Tab.5.2), it turns out that the

resulting increase in the simulated GEMI has an FPAR equivalent of only 0.005 (column 3,

according to the linear relationship). This increase corresponds with a high degree of
accuracy to the increase in the directly computed FPAR, so that the linear equation is still

¿={
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Table 5.2: Test of the linear relationship between FPAR and GEMI for monthly maxima,

FPAR(GtrMI). On the one hand, FPAR is computed directly with NADIWAS (with angles

from 1989), on the other hand, it is derived from the simulated GEMI through the linear

relationship to be tested. The systematic deviation and the standard error, defined as the

root mean squared deviation, are shown (n = 1918). In the last two columns, only GEMI
is computed with the test variant of NADIWAS, while FPAR is taken from the standard

case.

valid (column 1). This result shows that the choice of a uniform leaf transmissivity leads

only to small errors in the computation of FPAR, through compensating effects during

multiple-scättering processes.

As far as the sensitivity of the result to changes in the LAD is concerned, a relatively

strong impact on GEMI is found (column 3), an effect that is compensated by only around

a third through corresponding changes in FPAR (column 1). However, as the largest

systematic effect, it creates an error of still little more than 0.01 in FPAR and thus lies well

below other perturbation, such as atmospheric influences. The difference between a more

even and a more heterogeneous vegetation distribution is largely compensated (only 0.002

for the systematic deviation), a result that supports the flndings by Asrar et al. (1992).

Because variations in the GEMI-FPAR relationship are, as explained earlier, to a large

extent caused by angular efects, the estimated (unsystematic) error of 0.06 to 0.07 can

be reduced by averaging over a large number of angular conditions. This is not the case

for NDVI and SR, since soil background colour leads to mostly systematic deviations.

When averaging GEMI from the GVI data set (717 degree resolution) to 1 degree latitude

by longitude, the error is thus reduced to about 0.01, provided there are no systematic

preferences of certain angles. Since this might be the case for the GVI, the flgure could be

somewhat higher for this particular data set.

This error, however, is still small compared to signal contamination by unresolved clouds

and other perturbations not captured by the atmospheric correction algorithm. A typical

value for GEMI over dense vegetation is 0.72 for'cmp'and 0.76 for'max' (see Fig.4.7).
According to the calculations with NADIWAS, this corresponds to a FPAR of only 0.60.

It also appears that the residual contamination increases with increasing FPAR, since for

FPAR=O, both simulations and satellite data assume a typical value of around 0.38. A pos-

test FPAR(GEMI)-FPAR error FPAR(GEMI)-FPAR error

FPAR from standard case

standard 0.0001 0.0592

rL"d : o'03 0.0004 0.0597 0.0050 0.0609

uniform LAD -0.0119 0.0636 -0.0161 0.0702

heterogeneous vegetation

distribution (see text)

0.0023 0.0533
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Figure 5.3: Number of valid monthly GEMI measurements ('cmp') of the years 1"989

and 1990, after averaging over 1 degree latitude by longitude and removing data with

GEMI('max') /GEMI('cmp') > 1. L0.

sible linear correction has been applied to the satellite data in Section 4.5 for monthly max-

ima. Its application to the FPAR-GEMI relationship, Equ. 1b, yields, with FPAR(O.aA¡= 6

and FPAR(0.72)= 12

FPAR = -L.12+ 2.94GEMI (3a)

Since the perturbations are particularly small over areas with little or medium vegeta-

tion cover (arctic and arid regions), it seems appropriate to introduce an additional con-

straint, which requires that the slope of the theoretically derived FPAR-GEMI relationship

is preserved at GEMI:0.38, i.e. dFPAR/dGEMI(0.38)=L.704. This leads to the following

quadratic expression:

FPAR : -0,L22- 1.061GEMI + 3.639G8MI2 (3b)

The difference in FPAR between the two relationships is around 0.1- for medium vegetation

cover, and 0 for a FPAR of 0 or 1.

5.3 The strategy of model constraint

Despite the serious limitations discussed above, a fit of the vegetation model to match the

satellite data will be tried next. To do so, it is necessary to remove data with a particularly

high degree of contamination. Therefore, the GEMI data of 1989 and 1990 are averaged

to 1 degree latitude by longitude after which those entries are removed, where the ratio

'max'f 'cmp' is greater than 1".1"0. Such values are reached especially over tropical rainforests

(cf. Section a.a). The total number of monthly data remaining after this and the previous
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Figure 5.4: The fractional cover, /j, assumed for the diagnostic simulation with r\ : 5

(equal-area projection). Some white pixels stand for areas with no valid data.

screening process in Section 4.2 is shown in Fig. 5.3. From those data, averages of the

months January to December are formed, and then gaps of only one month are filled by

linear interpolation. This increases the number of valid data points on the l-degree equal-

areagrid from 89,780 or 67.670 to 99,389 or74.8Yo. This reprocessed dataset is eventually

used to compute FPAR according to the scheme in Fig. 5.1.

The task is now to constrain the range of model versions from Chapter 3, all of which

conform to our knowledge of vegetation physiology and are in agreement with input data

as known a priori. The constrained version is then required to agree also with the satellite

data within their degree of accuracy. In a highly complex model as the one developed here,

there are a great number of parameters that could in principle be adapted. However, all

those possibilities cannot be explored with reasonable computational effort. For this reason,

it appears to be an acceptable solution to modify parameters that are directly linked to

FPAR, such as the LAI or the phenological temperature 76. In general, it has to be made

sure that the consistency of the modelling principle is not violated, e.g. when assuming

a LAI greater than the maximum allowed by the water balance; a "sensible" compromise
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between simplicity of the parameter adjustment, and the adherence to the original model

concept is therefore required.

The following strategy has turned out to be an adequate compromise of this sort:

(1) The revised fractional cover, /j, is computed from the maximum of the monthly
measured FPAR values, f\Åh,, according to

r . rpÅhrc,o ;;;rr._*
f: = min {/",¡; f.,*o,} (4)

with Â",-o' : ir/Í",*o' (see Fig. 5.4). This equation replaces Equ. 1-37 of Section

2.8, if fpftft exists. The temperature limit of LAI, z\,f,, is then adapted to the new

fractional cover by 
çt

(cf. Equ. 134, Section 2.g). 

¡t:': L'ìñ (5)

(2) To assure that in arctic regions, the remote sensing derived fractional is actually

reached, 7¿ is modified to T$ according to

¡ Â - n l, - (Ìr,'o.u*",\'lt"^",*o,:^Lr_\A_Tf )l (6)

where { is constrained to the range from 0'C to f6. T6'5*o* is the annual maximum

of the 0.5 m soil temperature (Equ. 85, Section 2.5).

(3) In certain cases, the temperature limited LAI, r\,7, is replaced by a diagnostic LAI
limit, Â¿. To do so, the evergreen portion assumed in the model, i.e.

ÍpAR," : €ulc (t - ,-o.ua",*"') (T)

is first subtracted from the measured FPAR. e, is the evergreen vegetation fraction

as derived from the vegetation map used. If the remainder is less or equal to zero,

ÂD : 0 is assumed, otherwise r\.p is set according to the condition

(r - ",) Í. it - "*o (-r.rfi+fu)] : ,,^" - rpAR," (8)

This modification is only done for grasses and dry-seasonal vegetation, and only if
there are valid FPAR measurements and the monthly mean temperature is greater

than 5oC, in order to avoid snow influence.

( ) To adapt the water balance to the satellite data, the rooting depth, d' is increased

in steps of 2 m until the maximum monthly LAI, L^o* starts to fill up the fractional
cover, /j. This is expressed by the condition

L*"r/f: > o.gÂ",-o, (g)
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Figure 5.5: Relationship between FPAR and LAI calculated with NADIWAS (left) and

with the 2-flux scheme of the vegetation model (right) for 100% direct insolation and at

the time of satellite observation (n : 1952). The solid line denotes a simple exponential

relationship (see text).

There is a limit of 10 m for tropical and evergreen-temperate trees, of 0.5 m for field

crops and tundra vegetation, and of 4 m for other types . d, is set uniformly to 0.5 m

at programme start and to 2 m in savannas. During the calculation of the soil water

holding capacity, Wr,*o, the depth of the lowest horizon is extended to d" after the

first model run.

Further use of the remote sensing data, e.g. for determining the evergreen fraction, e, , has

not been successful. One reason is that many data are missing or are unreliable, especially

in spring and autumn or during the rainy season, another that the standard vegetation map

by Wilson and Henderson-Sellers is already quite accurate. The strategy chosen rests on

the assumption that the best measure for the fractional cover, /", is the annual maximum

of the monthly GBMI values. Within this fractional area, densely covered by vegetation for

at least one month within a year, a closed vegetation cover at the maximum annual LAI is
assumed, with a local LAI of Î\",^o, : Î\/ f .,^o, as in the prognostic case. Conversion from

LAI to FPAR is done with a simple exponential approximation as plotted in Fig. 5.5. This

flxed LAI-FPAR relationship assumed here is meant only as an approximation within the

accuracy of the FPAR measurements. A possible error of tl LAI is taken into account by

the sensitivity test 'L*l:, and to some degree by'Ta/-' (cf. next section).

There is another result at the side that follows from the same figure: By comparison with

the more realistic semi-discrete radiative transfer model, the 2-flux scheme underestimates

FPAR by around 5 to I0% in the range of low LAI. Considering this, the simple exponential
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relationship appears to be sufficient for most applications, at least when all of the incoming

radiation is direct. The use of the 2-flux scheme, however, can still be justified on the

grounds that photosynthesis depends to a large portion on diffuse light under cloud cover.

This result is of relatively small importance for the quality of the model fit to FPAR,

because the LAI is simply increased somewhat more to balance the 2-flux scheme's slight

underestimate.

5.4 Results

The strategy used to find an answer to the question, whether optical satellite data contain

useful information for global vegetation modelling now consists of comparing the results

of the prognostic and diagnostic simulations. The diagnostic model versions correspond

in all remaining parameter settings to the deflnitions of Table 3.2 and are denoted by a
preceding letter 'd'. One difference to the prognostic versions listed there is that the diurnal
calculations are repeated only every 10 days. These are, however, not taken as prognostic

counterparts, because they suffer from the already discussed deficit of insufficient water

storage in tropical rainforests. Instead, the versions of Chapter 4 are chosen, denoted by

a preceding 'x', with rooting depth of tropical-evergreen trees adapted to the prevailing

precipitation conditions (cf. Table 4.2). It is important to note that the information needed

is derived solely from vegetation maps, and not from satellite data.

Whether the model adjustment has had an efect on the agreement with the satellite

data can be checked from Fig. 5.6. It shows that the squared difference of FPAR as calcu-

lated in the vegetation model and from the satellite-based measurements, summed over the

months with valid data (cf. Fig. 5.3) and divided by their number. From a value of 0.1 on,

simulations and measurements can be considered to be in clear disagreement. After fitting
to the satellite data, this case occurs only for parts of the arctic and the North American

prairies, for large irrigated areas (India in particular) and for the arid regions of Australia
and the Brazilian Northeast. For the northern areas, the reason probably lies in the 5oC

criterion when determining Â¿, in the case of irrigation it is inappropriate representation

in the models, and for arid environments, deficiencies of either the precipitation data or of

the soil hydrology scheme. In central Australia, the evergreen fraction of vegetation is also

overestimated. In total, however, the agreement has been improved considerably.

An improved agreement with satellite data does not imply, that the agreement with field

measurements of net primary productivity (NPP) is improved. This is demonstrated by

Fig. 5.7, which also shows the simulated values of the first prognostic version of Chapter

3, as in Fig. 3.18. The differences between the two simulations are much smaller than the

difference to the measurements. The only exception is given by the tropical rainforest sites,

for which the correction of rooting depth has clearly increased the agreement. Although
there is a slight reduction in the difference to measurements for C3 grasses and savannas,

the large overestimate for savannas and C4 grasses is maintained. This indicates that the
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Figure 5.6: Mean squared deviation of simulated from remote sensing derived FPAR without
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Figure 5.7: Means and g0% confidence ranges of simulated NPP with the diagnostic version

'd0' (black, bold) and the prognostic version '0' (thin) compared to field measurements

(St"y). 'U' unknown type, n:78; 'A' all cases with known type, n: 178; '4': broadleaf

deciduoustrees,n:30; t5':conifers,n:17;t9':CSgrass,n:18; '13': tundra,,n:70
f12] mixed forest, n: 12; [30] C3/C4 grasses, n = IL; [37] savannã, TL:19; [50] tropical

rainforest, n = t2,

differences between simulations and field studies are not a result of errors in the vegetation

cover within the model, but probably come from fundamental uncertainties, both of field

measurements and of simulations.

Relatively small differences between prognostic and diagnostic simulations are also dis-

played by Table 5.3, at least when using the Farquhar model of photosynthesis. Most

remarkably, the global total has hardly changed. There is a signiflcant productivity in-

crease only for tropical-deciduous trees (type 2) and a clear decrease for conifers (type 5)

after including the satellite data. For grasses, there is a much less pronounced decrease of

ca. I2Vo (9-12).

With the Ruimy-Monteith photosynthesis scheme, there is a decrease in NPP in all cases,

so that global NPP for version 'Pm'is significantly less than for'0'after adjustment, with

an opposite difference as before. It is remarkable that the absolute difference has remained

at about 6 GtC a-1. There are significant changes especially for deciduous trees and shrubs

in dry-seasonal climates (types 2 and 8). While for the Monteith scheme, an increase in the

absorbed PAR at a higher LAI always leads to an increase in NPP, the same can have the

opposite eflect in the case of the Farquhar model because of higher plant respiration rates.

Recalling the high degree of uncertainty concerning respiration costs, it is difficult to judge

r
#å

_-
å fg r

Å*s
^å" 

-"r*



130 CHAPTER 5, MODEL CO/VSTRAINT WITH REMOTE SÐ]VS/NG DATA

Table 5.3: Prognostic and diagnostic NPP calculated with the photosynthesis model by

Farquhar (versions'x0/d0') and according to the Monteith model (versions'xPm/dPm'),
sorted by vegetation type. Areal totals are in GtC a-l and means in gC m-2a-1.

Version '0' Version tPm'

type

prognostic

total mean

diagnostic

total mean

prognostic

total Mean

diagnostic

total mean

1

2

3

4

t)

6

7

I
I

10

11

12

13

L4

75-23

15.54

6.96

0.27

2.t4
3.18

0.70

0.20

0.79

9.45

4.85

5.85

17.38

1.87

0.7L

6.24

1153

958

616

553

342

349

I
229

553

858

769

898

189

54L

551

15.43

9.39

0.22

2.07

2"72

0.74

0.25

0.99

8.25

4.66

5.05

15.05

0.93

0.50

7.36

L746

L29L

498

534

292

367

11

2BB

483

826

663

778

94

384

651

10.68

8.00

0.24

2.23

6.28

0"68

0.23

1.03

7.3L

5.02

5.40

16.48

0.92

0.82

16.38

793

1101

543

578

675

338

10

300

428

889

709

851

93

624

L448

10.05

6.10

0.15

r.97

4.07

0.60

0.29

0.91

6.18

4.L4

4.30

13.10

0.51

0.59

1,4.21,

746

839

337

510

432

301

13

263

362

733

565

677

51

447

L255

r-23 76.L3 565 73.6L 546 81.70 606 67.LL 498

which of the two is closer to the actual situation

However, a general decrease in FPAR for both model versions after using the satellite

data is in agreement with the idea that the prognostic vegetation amount is a potential

one, computed under the conditions of temperature and water limitations, only. This will
naturally tend to be less than the actual value. The use of satellite data thus amounts

to a method that is able to take efects into account that cannot easily be modelled. For

example, grazing pressure, either natural or caused by human use, will play a significant role

for most grasslands and savannas, and there are certain growth limitations in boreal forests

that are not considered in the model. Thus, for slowly growing vegetation, the vegetation

cover depends to a major degree on stand age, the regional average of which is determined

primarily by the frequency of forest fires and other disturbances (Kurz and Apps 1994).

The spatial distribution of the diagnostic NPP of version 'd0' and its difference to the

prognostic version, 'x0', is shown by Fig. 5.8. Compared to Fig. 3.4 in Chapter 3, the

spatial variability, generated to a major degree by the stochastic rainfall simulation, has

been reduced significantly by the adjustment to the satellite data. This is true in particular

for the savannas and shrublands of Africa and Australia. As a result, there is a pronounced
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Figure 5.9: Latitudinal average of the NPP of the prognostic ('x') and diagnostic ('d')
model versions with photosynthesis according to Farquhar ('0') and Monteith ('Pm').

spatial "noise" in the difference between the two simulations. Nevertheless, in areas of

medium productivity, there is often a clear change in one or the other direction, while

the difference is small for deserts and for areas of constantly closed vegetation. Here, the

satellite data cannot deliver much additional information.

The most important changes are found for the water limited tropics, in particular south-

ern Africa, the savannas of Brazil, the Sahel and India. Here, increased rooting depth results

in a strong productivity rise. For northern latitudes, there is a less significant increase in

Western Europe and a decrease in Canada, North and Southeast Europe and Siberia. An

interesting detail is also a pronounced productivity decrease for the heavily populated areas

of North Africa and the Middle East. Here, fertility is much reduced by soil erosion and

land use, so that the productivity is far below its potential.

Fig. 5.9 shows the latitudinal average of the NPP of the four model versions occurring

in Table 5.3. North of approximately 50oN, both diagnostic versions agree well and differ

clearly from the two versions without reference to satellite data. By comparison, for the

tropics and subtropics, the differences are more pronounced between the two photosynthesis

models.

This already indicates that the additional constraint delivered by the remote sensing

data has only a relatively small effect for the modelling of COz fluxes compared to the
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uncertainties discussed in Section 3.3. A new set of sensitivity tests of the vegetation

model against the most important uncertainties found there is shown in Fig" 5.10. The

same definitions of Table 3.2 apply, with the only difference that the two groups of model

versions are now'x'and'd' (see above). As far as the rooting depth is concerned, it has

to be taken into account that for 'd', this parameter is set to only half of the value of the

'x' versions before the adjustment to satellite data starts. For that reason, the variation

in NPP is in some cases (arctic and temperate, 'D¡') higher in the diagnostic than in the

prognostic version. Note that the upper bounds of rooting depth have not been altered.

As expected, the variation coming from the temperature controlled phenology ('T+/t)
and the rooting depth ('D+¡:¡ is reduced most by remote sensing, as far as the global

integrals are concerned. It is remarkable, though, that those data are also capable of

reducing the largest source of uncertainty, i.e. that coming from the parametrisation of

respiration costs, even if the reduction is still relatively small, ranging from 1/1-0 to 1/3 of

that in the prognostic case when going from cold to warm climates. As a result, the same

uncertainties also dominate the diagnostic calculations.

This is truefor all climate zones of Fig.5.10, with the exception of the arctic, where the

phenology (sensitivity tests 'T' and 'L') contributes most to uncertainties; this particular

source can be reduced well by remote sensing data. Naturally, the satellite data can also

refine the phenology well in the temperate zone, but here the respiration costs already

dominate. For arid regions, it is evidently the rooting depth where the largest gains are

made in terms of reducing uncertainty in NPP calculations, whereas for the wet tropics,

this parameter turns out to have only minor importance. This last result demonstrates

that for the 'x' versions, plant available soil water is already modelled rather well, with the

remaining uncertainties almost entirely removed.

5.5 Error analysis

It appears to be an appropriate method to summarise the sensitivity tests of BETHY

described in the previous section and in Section 3.3 by an error calculation for each grid

point. To do so, the mean and the sum of the squared deviation from the mean are

calculated with version '0' plus the nine versions shown in Fig. 5.10, with pairs of opposite

sensitivity tests weighted by only 0.5. The estimated error is then the square root of this

number. It is important to note, however, that this is only a first attempt at a consistent

error analysis during global vegetation modelling, in which some minor factors from Section

3.3 are left out, such as climate, net radiation and day-to-day variability.

While excluding those factors might lead to an underestimate, the assumption that
different sources of error add up made in the above calculation might result in an overes-

timate of the overall error. For example, the assumption means that by a combination of

'xAf ', 'xD-' and 'xT-' according to Fig. 5.10, the global sum of NPP would be reduced by

35 GtC a-l. A test run of the model where all three sets of parameters have been modi-
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Table 5.4: Mean and estimated error of the annual NPP in GtC a-l for different climate

zones and globally.

zone prognostic diagnostic

arctic

temperate

arid

tropical

3.40 + 3.00

17.93 * 10.93

30"17 + 21"06

24.75 * L4.7t

2.22 L L.2L

16.67 t 7.6L

29.20 X L4.74

23.70 + 13.33

Global 76.25 t 49.70 71.80 + 36.89

fied simultaneously produces an actual change of 32 GtC a-1, which shows that the error

behaves almost linearly with respect to those parameter changes. A more accurate Monte

Carlo method (Binder 1986) for exploring the complete range of likely model configurations

by random selection of parameters seems not appropriate for the present analysis. On the

one hand, the method is computationally expensive, since it requires at least 1"00 model

runs for 10% accuracy, on the other hand, the deflnition of uncertainties in the parameters

is still rather arbitrary so that the gain in accuracy would not by justified by the additional

effort. The simple method followed here has also the advantage that it is more transparent,

a fact that seems more important than accuracy considering that this is the first systematic

study of the kind (see Chapter 1).

The calculated error range of regional and global annual NPP is shown in Table 5.4.

This range is large in all cases, larger in fact than the range of values by other authors

cited in Section 3.1. In particular, with more than 100 GtC, the upper bound lies well

above most previously cited values. However, at the 1995 NPP intercomparison workshop

in Potsdam (Kicklighter et al. 1997), results were presented that still lay between 39.9 and

80.5 GtC. This range is a little more than half of what is found here for the diagnostic case.

A spatially resolved picture is offered by Fig. 5.11. Here, the total range from the lower

to the upper bound is displayed, which in some cases, as in Table 5.5 below, is larger

than the mean. As it has been found alread¡ the reduction in the error is largest for the

temperature limited areas of the north and for some water limited regions, in particular

Brazil (North-East and South), southern Africa and Australia. By comparison, the effect is

small for the evergreen tropical rainforest, which is easy to understand, since it is already

known without satellite data that those areas are evergreen. The reduction of the error in

Table 5.4 can largely be explained by the fact that part of the vegetation in the defined

wet-tropical zone consists of drought-deciduous species. Eventually, the error reduction

for some areas is low for other reasons: here, as Fig. 5.6 demonstrates, the adjustment to
satellite data is only partially successful. The areas in question, in the US Mid West, the

Ganges valley in India and the densely populated part of China, are likely to contain much

irrigated agriculture.

As a last way of presenting the results, Table 5.5 shows, similar to Table 3.4 in Chapter
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Figure 5.11: Estimated error of the NPP of the prognostic and diagnostic model versions.
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Table 5.5: Mean and estimated error of the annual NPP by vegetation type, as totals in
GtC a-l and as spatial means in gC m-2 ¿-1.

type

prognostic

total NPP mean NPP

diagnostic

total NPP mean NPP

1

2

3

4

5

6

7

8

I
10

11

L2

13

T4

L5-23

1085 * 703

986 t 576

586 f 562

563 * 252

403 t 343

339 + 184

17t58
260 t 321

5r2 X 268

854 t 358

736 t 329

864 + 361

161 * 143

547 +235
7L7 + 967

14.63 + 9.48

7.17 t 4.r9

0.26 t 0.25

2.18 + 0.98

3.75 t 3.19

0.68 t 0.37

0.40 t 1.32

0.90 t 1.11

8.76 + 4.59

4.82 L 2.03

5.61 t 2.51

76.74 t 7.00

L.59 + L"42

0.72 t 0.37

8.05 + 10.95

1064 + 676

1205 t 636

477 + 350

533 + 183

3r4 + 204

353 + 123

11+16
285 ! 2r2
458 + 173

792 + 264

639 t 195

75L * 215

84+57
39L L L27

749 +.722

14.33

8.76

0.2r

2.06

2.92

0.77

0.26

0.98

7.84

4.48

4.87

14.54

0"84

0.51

8.48

+
t
+
+
+
+
+
+
+
+
+
*
+
+
*

9.11

4.63

0.16

0.7L

1.90

0.25

0.37

0.73

2.97

L.49

r.49

4.17

0.57

0.L7

8.17

3, mean and error range of the annual NPP sorted by vegetation type. The first thing to
be noted here is that the error is again large, and that in some cases the lower bound is
negative. The reason for this again lies in the non-linearity of the effect of the underlying

uncertainties, i.e. in the fact that different errors do not exactly add up. In some cases,

where the number of pixels for the specific vegetation type is small, there is an additional

noise from the stochastic simulation of precipitation, which should normally not be added

to the error calculations (especially type 3). However, this effect should be small in most

cases.

As it has already been found when considering Fig. 5.11, the satellites do not deliver

any additional constraint for the NPP calculation of evergreen tropical trees (type 1). The

additional constraint is also small for deciduous trees of the tropics (2). The largest effect is

found for evergreen conifers (5), C3 grasses of the temperate latitudes (9), and C4 grasses

of the tropics (12). By comparison, the added constraint for deciduous conifers (6) is only
small because of the difficulties in defining the growing season length from satellite data.

A remarkable effect is found for evergreen shrubs (7): despite their very low productivity
per area, the additional constraint amounts to as much as 1 GtC globally. For those, and

for the tropical grasses (12), the satellite data deliver the largest gain, as for arid regions

in general (see above). The fact that this gain is also large for the tundra (13) - again a

total of ca. 1 GtC - comes from the difficulties the model has in its prognostic variant to
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Figure 5.12: Maximum water content available for plants calculated by version '0' before

("prognostic") and after ("diagnostic") adjustment to the satellite data.

accurately represent the limiting factors of this vegetation type, as discussed earlier.

A comparison with Table 3.4 of Chapter 3 also delivers some interesting results: for the
evergreen rainforest (type 1), the NPP of version'0'has increased by about 6 GtC annually
through the assumption of deep roots. For type 2, deciduous tropical trees, their is still
an increase by ca. 1.5 GtC after including the satellite data ("diagnostic" in Table 5.5). A
similar result has been fbund by Kleidon and Heimann (1997). Apart from a 10% increase

in global NPP, a rooting depth previously not considered in vegetation models could also

have consequences for the calculation of carbon turnover in roots and soils.

Fig. 5.12 shows the value of W",^o, i.e. the maximum of the plant available soil water

content, before and after adjustment to the satellite data. There are considerable changes

for all of the tropics, with particularly high values for some regions. These are the areas

outlined by Nepstad et al. (1994) in Amazonia, the monsoon rainforests from Myanmar

(Burma) to Vietnam, and the savannas of southern Africa and the Brazilian Northeast.

There are also rather high values for the Sahel and for parts of India, while the general

distribution resembles the one found by Kleidon and Heimann (1997). It is remarkable that
a value of 1000 mm, often found for the maximum plant available soil water content, clearly

contrasts with values normally used in models of atmospheric circulation. For example, in

mm

dlagnostici
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the climate model ECHAMS (DKRZ L992), a uniform value of 160 mm is used, which is

the plant available portion of 200 m total soil water holding capacity. However, the fact

that the values are generally higher in the diagnostic case than in the prognostic simulation

should not be over-interpreted (typically 300 to 400 mm instead of only 200). Especially

for northern latitudes and for not too arid regions, the model is not very sensitive to such

changes in rooting depth and the results are bound to contain a large degree of error (which

is consequently larger for the soil water holding capacity than for the NPP).

5.6 Summary and conclusions

In this chapter, despite significant problems of data quality, the range of possible model

configurations of a complex mechanistic model of global vegetation activity has been con-

strained further with the help of satellite data. During the process, model parameters could

be modified for most areas such that model predictions and satellite measurements match

within their inherent degree of accuracy"

To facilitate this additional constraint, a method is presented by which the global dis-

tribution of vegetation can be captured on the basis of satellite data through the variable

FPAR. This is done by averaging a larger number of measurements expressed by an im-

proved vegetation index, GEML The method can easily be extended to future instruments

and satellite platforms, for which it is expected that the problems of calibration and sig-

nal contamination are reduced considerably. There is also a recommendation for future

operational applications that comes out of this study: screening for clouds and other per-

turbations should happen as early as possible within the processing chain; otherwise there

is the danger that also with much improved instruments, there will be residual, unresolved

contamination in the data. For further archiving, however, a spatial averaging over larger

areas, for example 0.5 degree latitude by longitude, would be sufficient for the need of global

carbon cycle studies.

As far as model simulations of the global carbon cycle are concerned, the most important

result is that the inclusion of satellite data has reduced the sensitivity of the model against

the most important parameters. This effect is less important globally than regionally. An

error analysis shows that the possible range of NPP estimates, on the basis of climate, soils

and vegetation data, is still large even when agreement with the satellite data is assured.

For that reason, the greatest significance of those data lies in the more regional validation

and improvement of vegetation models, in particular for arid environments.

Finally, it is shown that the difference between prognostic NPP, limited only by water,

light and temperature, and the value after correction with satellite measurements can in

some cases be used as an indicator of large-scale human-induced changes. The most likely

such changes come from irrigation and from soil erosion.



Chapter 6

A Consistency Check with COz
Measurements

6.1- Method and model verslons

After a demonstration of how optical satellite data can be used for partial validation and

further constraint ofglobal vegetation models presented in the preceding chapters, those re-

sults will now by checked for consistency with measurements of COz in the free atmosphere.

The method is based on the fact that the seasonal cycle of atmospheric CO2, an impor-
tant component of the global carbon cycle by itself, reflects the activity of the terrestrial
biosphere over wider regions in a unique way (Heimann et al. 1989)

Naturally, a comprehensive model of the global carbon cycle should be capable of repro-

ducing the concentration and the temporal changes of the CO2 content of the atmosphere

at any place and time. However, there is still little known about many of the more long-

term fluxes within the system (Schimel 1995). Consequently, as explained in Chapter 1,

the present comparison is restricted to the diagnosis of variations on shorter time scales.

As said, the method presented for checking the previously calculated fluxes between

the land biosphere and the atmosphere uses only the seasonal cycle of measured CO2

concentrations. The assumption that these are mainly caused by biological activity of land

plants has been shown through the analysis of the isotopic ratio lsCOrlt'CO, (Heimann

et al. 1989, Nakazawa et al. 1993). Contrary to measurements in the field, the advantage

of COz measurements in the free atmosphere is that they "see" the integrated effect of
a large part of the terrestrial biosphere. Such a model check with the annual CO2 cycle

has first been developed by Fung et al. (1987) and Heimann and Keeling (1989) for very
simple models, and has later been applied also to complex ecosystem models (Kaduk 1996,

Heimann et al. 1997).

Even though the simulation is restricted to the seasonal cycle, further components of
the global carbon cycle have to be taken into account: the transport of COz within the at-

mosphere, the seasonal cycle of the air-sea exchange and the emission of fossil fuels. The last
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Figure 6.1: Diagram illustrating the information fluxes during model validation with mea-

surements of the atmospheric COz concentration. A possible extension to a method of
model constraint is shown by the dashed arrow. The numbers refer to the points in the
text.

component causes a certain seasonal cycle in areas of seasonally varying interhemispheric
transport (monsoon) by raising the COz content of the northern hemisphere (Heimann et
al. 1989).

The scheme for model validation and constraint with CO2 data illustrated by Fig. 6.1

and resembles the one for the use of satellite data (Fig. 4.8). Apart from the model to be

validated, there is again a second model for the translation of model predictions into values

analogous to the measurements. Similar to the remote sensing simulator, which translates
vegetation cover into satellite measurements, a model of the atmospheric transport estab-

lishes a link between the size of sources and sinks at the surface with the seasonal cycle of
COz and various measurement stations. This model receives values of the monthly net COz
flux from the vegetation model and requires additional boundary conditions independent

of land vegetation, such as additional fluxes and information on atmospheric transport. On
the side of the measurements, there is again some data pre-processing, in which long-term
trends are removed and the mean seasonal cycle and its variance are computed.

Following is a detailed description of the steps (with numbers according to Fig. 6.1):

(1) The uegetat'ion model BETHY is driven with data on climate, soil properties and
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vegetation type and computes the net CO2 exchange with the atmosphere as the

difference of soil respiration (RES) and net primary productivity (NPP).

(2) The tracer transport model of the atmosphere TM2 (Heimann 1995) uses RES-NPP
and additional sources and sinks from oceans and fossil-fuel emissions to compute the

transport of COz to the model grid boxes corresponding to the positions of the mon-

itoring stations. The oceanic exchange is taken from a calculation with the oceanic

circulation and plankton model by Six and Maier-Reimer (1996), while the fossil fuel

emissions are prescribed as in Heimann and Keeling (1989), with the annual emission

of 1987 (CDIAC 1991). All surface fluxes are aggregated to the TM2 grid and are

kept constant over one month. The TM2 has a resolution of 7.83' latitude by 10o

longitude with 9 layers in the vertical and is executed with a basic time step of 6

hours. It is driven with wind data of reanalyses from the ECMWF weather forecast

model for the years L986 and 1987 and is initially run for 3 years after which a nearly

stationary state is reached. The calculated concentrations, denoted cil ate then taken

as monthly means from the fourth model year, after subtracting a linear trend in the

concentrations such that the mean annual concentration is zero.

(3) As observed CO2 concentrations, samples from the flask sampling programme of the
NOAA Climate Monitoring and Diagnostic Laboratory are taken (Conway and Tans

1990, CDIAC 1991). By an appropriate data preparati,on, the mean seasonal cycle,

c¿,o6r, afid its variance, of;, of the years 1980 to l-990 are computed, as far as measure-

ments are available. This is done by fitting a long-term trend to the annual means

with cubic Hermite polynomials and subtracting this from the monthly means of the

CDIAC data set.

(4) Measured COz concentrations at the monitoring stations are conxpared to simulated

values of the corresponding TM2 grid boxes. The following value is used to measure

similarity:

.2 l_ 13' 
("¿,o0, - "¿)'j': 

r2n,, h--Z= (1)

The index i runs over l-2 months times the number of selected stations, n"¿.

(5) The additional possibility of adjusting the vegetation model is discussed in Section

6.3.

One factor that has been neglected here is a possible local disequilibrium between NPP
and RES (see below). A possible net sink within the global land vegetation, mostly in the

north, of 0.5 to 2 GtC per year (cf. Section 1".3) would lead to a reduction in the north-
south gradient of the COz concentration that is caused by fossil fuel emissions (Heimann

and Keeling 1989), but has only little impact on the seasonal cycle (Heimann et al. 1989).

In any case, the sink is only small compared to the uncertainties in the global calculations

of NPP (Chapter 3).
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Figure 6.2: Position of the CO2 monitoring stations.

Fig. 6.2 shows the position of 26 stations belonging to the NOAA monitoring network,
plus the Russian station KTL. Since tracer transport is linear, it can be expressed as a
matrix equation of the 12 monthly sources and sinks as the first dimension (24 x 36 x 12

columns) and the 12 monthly concentrations at the 27 stations as the second (27 xL2 rows).

This matrix has been computed by Thomas Kaminski with an adjoint of the TM2 model
for the wind fields of 1986 and 1987 (Kaminski et al. 1997). With this matrix, different
versions of the vegetation model can be tested in a fast and efficient way.

One important component that has evidently been omitted during validation of the
vegetation model by satellite data described in Chapter 4 is the soil respiration (RES), since

it cannot be observed from space. Its formulation, used in the standard version (Chapter 2,

Equ. 132) and derived from the combined observations by Raich and Potter (1995) and

Meentemeyer (1978), is clearly not the only possible way of describing this process. As
an example, Bonan (1991) and Norman et al. (1992) use soil moisture multiplied by an

exponential function of soil temperature, while the moisture dependence in Raich and Potter
(1995) is approximated by the rate of precipitation. Therefore, additional test versions of
the vegetation model difering in their formulation of soil respiration are defined in this
chapter.

As far as the COz flux during the winter months is concerned, Bonan refers to various

field studies (Vogt et al. 1980, Moore L983, Stohlgren 1988, Taylor and Jones 1990) when

assuming that the exponential dependence can also be extrapolated to very low tempera-

tures, at which at least part of the soil is frozen. In fact, in the study by Moore the heat
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Table 6.1: Test variants of the vegetation model BtrTHY concerning soil respiration (RES)

Code Description

R-

R+
Rw

Rp

RO

Qn: L.4

Qrc:7.8
warmer soil than air temperature at freezing

(T > -5"C when calculating RES)

"Model B, All Data" from Raich and Potter (1995)

(precipitation rate as humidity multiplier)
no humidity multiplier

insulating properties of the snow left soil temperatures in the range of 0 to 3oC, compared

to air temperatures down to -35oC. Also, the snow cover does not seem to seriously im-
pede the eflux of carbon dioxide to the atmosphere. Although Solomon and Cerling (1987)

found very high CO2 concentrations in a dense snow pack in a montane environment in
Utah (up to 12000 ppm), the effect of the snow cover only consisted in a time shift of the

COz emission to the atmosphere.

Based on those observations, it will be assumed here that soil respiration continues down

to very low temperatures, with a dependence of air temperature as in Raich and Potter's
work. With respect to the study by Moore, it could even be assumed that the evolution
of CO2 in the soil is higher than according to those calculations based on air temperature.

While the studies mentioned above all lie in snow-rich areas with cold winters, later work

done within the US-Canadian BOREAS project has also shown CO2 emissions from soils

and through the snow cover at very low temperatures (Winston et al. 1995). In this case,

the measurements are from an environment with relatively little snowfall, conditions more

typical of the large continental areas of Siberia and North America.

The test variants of BETHY for the soil respiration are listed in Table 6.1. The above

observation of relatively high rates at severe frost are accounted for by version 'Rw', while

'R-'takes the lower Q16 value found by Raich and Potter (1995). An older such review of
field studies, where seasonal changes of the respiration rate at one place have been analysed

(Raich and Schlesinger 1992), indicates a rather conventional value of 2.0, which is used

also in some global models (Raich et al. L991-, Potter et al. 1993, Bonan 1995). Therefore,

the average of this value and 1.6, the higher one found by Raich and Potter, is taken here

for 'R1' as an upper bound. As a further variant, 'Hp' adapts the model by Raich and

Potter directly - Qrc function times precipitation as a moisture indicator - and in version

'R0' it is assumed that the influence of moisture on soil respiration can be neglected. This
corresponds to the simple models by Fung et al. (1987) and Heimann and Keeling (1989)

and is also suggested by the fact that in the review by Raich and Potter, precipitation
correlates much less with the respiration rate than temperature.

Apart from the variants just described, the check with CO2 data is done especially with
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Table 6.2: COz monitoring sites, from north to south

Code Name Country Latitude Longitude Height [m] Period

ALT
BRW

AZP"

NWR
Mro
KUM
GMI
SEY
ASC

AMS

CGO

SPO

Canada

u.s,A.
Portugal

u.s.A.
U.S.A.

U.S.A.

U.S.A.

Seychelles

U.K,
France

Australia
Antarctica

82027',N

71019'N

38045',N

40,03'N
19032',N

19031'N

13026'N

4040's

7',55'S

37057',5

4004r's

89059'S

62'31'.W

156036'W

27005',W

105038',W

155'35',\ry

154049',W

144047',B

55010'E

r4025',W

77032',F

T44O4L'E

24048',W

Alert, N.W.T.
Point Barrow, Alaska

Azores (Terceira Is.)

Niwot Ridge, Colorado
Mauna Loa, Hawaii

Cape Kumukahi, Hawaii
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those used for the error calculation of the preceding chapter (Fig. 5.10). Thus, the estimated

error ranges of both the prognostic and diagnostic versions will be reproduced as simulated

seasonal cycles of COz. The difficulty is that during the error analysis, the squares of the

annual NPP values are added, while with the COz data it is rather the monthly changes

that are captured. Therefore, the error analysis is repeated for the simulated annual cycles,

with the mean value, õ¿, and its standard error, s¿, calculated for each month according to:

Ðlro=t wu"¿,u

Ð!,Lt,,
(2)

^2 
t0

ö¿ : Ð*u("0,, - cù2 (3)
u=I

The index, u, runs over the 10 model versions'0','Pm', 'A*/-','Dl/-','T+l: and'L+f -',
with ø, = 1 for the first two, and 0.5 for the remaining ones (as in the previous chapter,

opposite pairs count as one half each version). The assumption is here that errors in the

seasonal cycle are additive. To test this assumption, an additional model version is defined,

with combined parameter changes against '0' of the model versions 'A-', 'D*' and 'T+'.
This version, named 'ADT+', has also an opposite variant denoted 'ADT-', combining just

the opposites of the first.

6.2 Results

Fig. 6.3 shows the simulated seasonal cycle of the CO2 concentration at L2 selected moni-

toring sites listed in Table 6.2 for the two versions of BETHY that are expected to be the

most realistic, from parametrisation and agreement with satellite data. For comparison, the

measurements, c¿, and their standard deviations, o¿,, for the periods listed in Table 6.2, and

the contributions from oceans and fossil fuel burning alone are also displayed. The wind

ci
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and convection fields used for the transport simulation for this and the following figures are

from 1987.

The first thing to notice is a strong decline in the amplitude from north to south,

until south of the tropics the oceanic contribution has about the same amplitude as the

total signal. The agreement between simulations and observations is generally good. For

further examination, however, it should be borne in mind that the transport model only

has a spatial resolution of approximately 8 by 10 degrees, so that local effects cannot be

reproduced. This is also the reason for selecting sites that are usually on remote islands

or high mountains. Local effects might cause the more pronounced downward peak in the

observed CO2 concentrations in late summer for most northern stations. For the southern

station 'cgo', there is also a special problem that has to do with a specific selection of wind

directions before measurements. If this effect is taken into account (Ramonet 1994), there

is a certain shift in the phase of the simulated signal, while the amplitude stays about

constant"

In general, a certain degree of uncertainty coming from the oceanic fluxes has to be

accounted for at the southern stations, because these have so far only been validated by a
few measurements of the atmospheric O2/N2 ratio (Six and Maier-Reimer 1996). At'sey'
and to some degree also at 'gmi', there is also a significant contribution from fossil fuel

burning caused by the monsoon cycle. This circulation pattern might not be resolved as

well as in the original ECMIVF input data with this coarse resolution version of TM2.

At the station 'asc', savanna fires from southern Africa have an additional effect that is

not simulated here. The reason for having excluded this effect lies in the great difficulties of
estimating the exact CO2 amounts emitted, either from statistics (Hao et al. 1988) or with
satellite data (Kaufman et al. 1988). From calculations by Iacobellis et al. (1994), who have

used the data by Hao et al. and an earlier, modified version of TM2, those fires generate

an amplitude of approximately 1 ppm at a position over the Atlantic slightly northeast of

'asc', with a peak in August and a trough in April. Such an additional signal would in
fact improve the agreement between simulations and measurements at that station. This

is especially important if one considers that the low biological activity in this region causes

the oceanic fluxes to be controlled mainly by temperature, which reduces the uncertainty
of the calculated fluxes, in particular as far as their phase is concerned.

Despite the admitted lack of accuracy of the assumed oceanic contribution, a comparison

of amplitudes at the southern stations is of great value for testing the vegetation model.

Thus, it turns out that the simulated amplitude is possibly a little too large at the In-

dian Ocean station 'ams'. Since the signal at this site mainly comes from South America

(Kaminski et al. 1996) , the reason might lie in a seasonal contrast of NPP of the grasslands

in that region that is too large in the simulations (more in Section 6.3).
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Soil respiration

Before the general error range that comes from vegetation modelling is discussed, an im-
pression of the possible sources of error during calculation of soil respiration will be given

here. This is done with the model versions of BETHY according to Table 6.1, each com-

puted in its diagnostic variant (denoted'd'). contributions - are shown in Fig. 6.4 for the
first three versions. The agreement is a little better for a lower value of Qto (R-) or for an

increased source in the winter (R.) , and a little less satisfactory for a higher 8ro (R*). In
total, considering the various influences not accounted for (local, circulation, fire etc.), the
agreement is still remarkably good.

By comparison, Fig. 6.5 demonstrates how strongly changes in the moisture dependence

of soil respiration affect the simulated cycle in the southern hemisphere. While at the south

pole ('spo'), the simulated amplitude is not increased so that agreement with observations

would still be possible with different oceanic fluxes, there is a pronounced peak of the

concentration at 'asc' during November which clearly contradicts observations. As already

mentioned, this station receives its signal mostly from southern Africa, an area of extended

dry-seasonal savannas. If moisture dependence of soil respiration is neglected altogether
('R0'), the seasonal signal is determined solely by the dry/wet rate of photosynthesis, an

assumption that does not appear to be realistic. Another observation is here, that the use

of precipitation ('Rp') instead of soil moisture or actual evapotranspiration, as proposed

by Raich and Potter (1995), leads to an unrealistic phase difference between the fluxes

NPP and RES. Therefore, this formulation does not seem to be suitable for simulating the
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Table 6.3: Mean normalised deviation, j2, for the diagnostic standard version and the test
variants of soil respiration.

transport d0 dR- dR+ dRw dRO dRp

1986

1987

3.63

2.86

3.60

2.73

7.00

6.43

3.80

2"79

4.87

4.44

9.41

8.88

seasonal course of COz fluxes.

A quantitative expression of the foregoing comparisons is offered by the above defined
value j2listed in Table 6.3, i.e. the mean squared deviation from the observations normalised

by the variance of the observations (Equ. 1). The sum is executed over the 12 stations of
Table 6.2 or Fig. 6.4. As it can also be seen on Fig. 6.4, the best agreement is found for
the lowest 8ro ('R-'¡ or for increased winter respiration ('Rr'). The two last versions, 'R0'
and 'Rp', have to be rejected on the basis of the comparisons at station 'asc'. For 'R0',
this discrepancy is not reflected by the value in Table 6.3, which shows that considering the
mean deviation alone is not sufficient for a comprehensive interpretation.

The differences in transport between 1986 and 1987 are not as dramatic as those be-

tween model variants, and they are fairly evenly distributed across all stations. For that
reason, the j2 values give a correct impression of the effect of interannual variability in the
atmospheric transport. The agreement for l-986 is inferior by about 0.5 to 1-.0 compared

to 1987, while the ranking of the different model versions does not change. Hence, such

differences in transport seem to be small enough for a check of the vegetation model with
only one year of wind data. Another fact that is also demonstrated here is that small
differences between simulations should not be overestimated. In general, a value of up to
j2 = 5 appears to be in good agreement with observations.

Model error and COz measurements

Fig. 6.6 shows the error range of the diagnostic model versions, i.e. ð¿ * s¿ according to Equ.
2 and,3, and the previously defined extreme model versions 'ADT-' and 'ADT*'. These

combine those three variants included into the error analysis that always lead to either a

lower or a higher NPP value. Despite the considerable uncertainty for the global value of
NPP, the agreement is still rather good for the complete simulated range.

Before a further consideration of the computed error range, a brief look is appropriate at
whether this is in fact the correct way of mapping the vegetation model's uncertainties onto
the CO2 simulations. Comparing the complete error range with the simulations of versions

'ADT+f -'reveals that these two extreme versions have a somewhat larger amplitude than
what is computed from Equ. 2 and 3. Here, it has to be taken into account that from the
logic of the error analysis, the probability of a case combining three deviations is only I/t/3,
with the result that the combined error is less than the simple combination of the three
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Table 6.4: Mean deviation, j2, over 12 stations and 12 months of the average prognostic

and diagnostic simulations with BETHY from the observed CO2 seasonal cycle; and the
averaged deviation over all possible error conûgurations, ,I2, assuming normal distribution.

version transport

averagesimul. integral
j2 ¡z

prognostic

diagnostic

1986

1987

1986

1987

6.22

4.94

4.46

3.69

9.96

8.53

5.ð5

5.03

influences. As Fig. 6.7 shows, plant or ttautotroph" respiration already accounts for most of
this range. The rest comes largely from rooting depth (Fig.6.8), while uncertainties in the
phenology have only little influence on the seasonal cycle of COz (Fig.6.9). In particular,
for the assumed error in LAI (L+l-'), which according to Fig.5.10 has a greater global

effect than that related to temperature ('Ta/-'), the impact in different areas compensate

such that the two curves in Fig. 6.9 are hardly discernible. These comparisons are meant to
demonstrate that a considerable error range of the NPP calculations has only a relatively

limited impact on the simulated seasonal cycles of CO2, and that the error analysis in the
picture of the CO2 concentrations described above correctly reflects the vegetation model's

sensitivity against defined uncertainties.

Prognostic and diagnostic versions

Fig. 6.10 and 6.1"1" show the mean and the error range of the simulated seasonal cycle for
the prognostic and diagnostic versions of BETHY compared to the measurements. The
simulations again include the oceanic and fossil fuel fluxes and are driven with wind fields

of 1987. The agreement, especially for the diagnostic versions, is at almost all stations
about as good as for the various formulations of soil respiration in Fig. 6.4. Only for the
tropical stations, the variation is smaller in Fig. 6.4 after rejection of versions'R0'and 'Rp'.
Some uncertainty in the moisture dependence of RtrS, however, should still be expected.

Naturally, the greatest uncertainty, amounting to several ppm, is found where the am-
plitude is also greatest, i.e. at the arctic stations. For the prognostic case, these are also the
stations with the clearest deviation from the measurements. For most stations, howevet,

even the prognostic simulations lie within a range that is consistent with observations.

The only exception seems to be station 'ams' in the southern Indian Ocean, receiving

its signal largely from southern South America. Here, the amplitude of the upper bound

appears to be too large in both cases (cf. above).

The mean normalised deviation over the stations in Fig. 6.10 or 6.1-1 is again taken as a

quantitative criterion for a comparison with measurements. Here, not only the value j2 for
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the average simulation is considered, but also the mean, J2 , of this value over all possible

deviations within the error range. To calculate J2, ît is assumed that the possible values

of c¿ have a normal distribution around the average, c¿, with a standard deviation equal to
the estimated error, s¿:

J2 'Ë' * l:: þffi#"-G;-e;)2 /'t ¿"

r*'Ð'*# (4)

The values calculated in this way are shown in Table 6.4 for two different years of wind

fields. It does not only become evident that averaged over the range of variations, the

diagnostic simulations are more consistent with observations than the prognostic ones (J2),

but also that the mean seasonal cycles, c¿, lie closer to the observations in the diagnostic

case (j2). While after including the satellite data, the simulations fall rather well into the

above mentioned range of up to = 5, without that additional source of information, some of
the model configurations lie clearly above that value when compared to CO2 observations.

This consistency check of the vegetation model can therefore be considered successful in

its form constrained by satellite data, while without those data, some model configurations

will necessarily conflict with observed COz measurements.

6.3 COz data for model constraint

In the previous section, it has turned out that the additional information contained in the

satellite data can be used to constrain the vegetation model BETHY just far enough to make

simulations within the range of general uncertainties consistent with CO2 measurements,

and this despite of remaining large uncertainties in the global NPP. If the COz data were

now taken instead of the satellite data as a constraint for the vegetation model, then all

calculated diagnostic model versions of the previous chapter would be possible realisations

of this condition. It should therefore be asked, what the additional constraint is that
measurements of the atmospheric COz content can deliver.

Table 5.5 in Chapter 5 shows for which vegetation types the information content of the

satellite data leads to a refinement of the NPP calculations. For example, since for tropical
rainforests, the monthly values of FPAR are already known rather well (close to 1), those

data have no value for this type of vegetation (as far as modelling of a monthly mean NPP

is concerned). Fig.6.12 allows a similar evaluation of the CO2 data, showing the relative

contributions of different vegetation types to the simulated seasonal cycle, c¿. Calculations

are with version 'd0' and the transport of L987, with the stations corresponding to those in

Fig. 6.2. The contributions, a¿, à,re defined as the normalised scalar product of the single
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versions of BETHY.
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contributioûs, c¿,¿, of type t with the concentration derived from the fluxes of all vegetation

(5)

It turns out that in the northern hemisphere, the signal comes primarily from C3 grasses

and conifers, while the smaller signal in the southern hemisphere is caused mainly by C3

and C4 grasses, and to a smaller degree by evergreen tropical trees.

Since there is a strong seasonal cycle only at the northern stations, the consistency check

of the previous section mainly concerns C3 grasses and conifers with a total of 0.55 (types

9, 10 and 5,6). Errors in the modelling of e.g. broadleaf trees cannot be checked with this

method. Also, if signals of opposite phase compensate each other, such as at the important

station 'asc' for types 1 and. 2, it could mean that two errors actually cancel. Thus, a more

accurate determination of the NPP of those two important vegetation types is possible

neither with COz nor with satellite data.

This leads to the conclusion that it is mainly conifers and C3 grasses whose error range

can be reduced with the help of the COz data. The fact that these are just two of the three

major vegetation types for which in Section 5.5 satellite data contain useful information

might explain that constraining the vegetation model to the satellite measurements leads

to a clear improvement as far as the CO2 signal is concerned. In most other cases, however,

the significance of the satellite data is clearly higher: For example, while according to Table

5.5 the productivity of C4 grasses can be constrained most, this effect cannot be checked

with the CO2 signal because of the small amplitude at southern latitudes.

A possible exception is the station 'ams', where the amplitude of the upper error range

has earlier been found to be too pronounced. As Fig. 6.12 shows, this signal comes mainly

from grasses. Here, a further model constraint would be possible, although with ca. L.5 ppm,

the amplitude is smaller by a factor of 10 compared to the important arctic stations, and

hence only a relatively small part of the global net CO2 flux is concerned here.

It can therefore be stated that the satellite data have a clearly higher information content

for determining global NPP than measurements of the atmospheric COz content. That
means that, despite or just because of large remaining inaccuracies, they constitute the

most important global data set for validating and improving global vegetation models.

Nonetheless, the importance of the CO2 data lies in the fact that they allow an additional

check of the difference between NPP and the soil respiration, RES, that cannot be captured

with optical remote sensing data.

6,4 First concluding remarks

A final remark about the value of the consistency check with CO2 data seems appropriate.

It is possible that with other vegetation models than BtrTHY, the deviations from the

observed CO2 seasonal cycle are found to be much larger. In this case, those measurements

^ - Ðl1t c¿,tc¿*' - D!:-, ûo
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constitute an important and necessary condition for the reconstruction of the biosphere's

present state. Such a test of five different complex models is presented in a study by

Heimann et al. (1997), from which Fig. 6.13 has been adopted. It shows the seasonal cycle

of the net flux into the atmosphere by latitude, calculated by the different models and the

diagnostic standard version, 'd0' (not included in Heimann et al.).

The most conspicuous feature of this comparison is the large difference between the

models, in particular for the tropics. Most of them simulate a marked contrast in the net

flux between the dry and wet seasons, which is also simulated by other modelling studies,

e.g.by Potter et al. (1993). In fact, Heimann et al. find an amplitude of the seasonal cycle

at station 'asc' that is similar to version 'R0' in Fig. 6.5 and therefore too large. Hence,

one of the results of this study is an observation not taken account of in most biosphere

models: The seasonal cycle of COz exchange in the tropics is largely suppressed, because

NPP and RES follow the change from dry to wet season with almost coinciding phases.

Apart from this, the large uncertainty in vegetation modelling mentioned in Chapter 1

is again illustrated, which is not only reproduced by the model developed here, but also

shows up during such a model intercomparison. Therefore, the significance of this study

also lies in the consistent reproduction of this uncertainty range within one model alone.

Only in this way it becomes possible to distinguish important from unimportant sources

of error and to evaluate the usefulness of global observational data, an important necessity

considering the need for improving the accuracy of vegetation models. Such an evaluation

has been tried here for two different truly global data sets; a possible application of the

method to other data is discussed in the following chapter.



Chapter 7

Summary and Further
Applications

7.L Summary of results

The results of the three preceding chapters can be grouped into three topics, concerning

the global carbon cycle, vegetation modelling, and satellite remote sensing technology:

Carbon cycle: The net primary production of the land vegetation amounts to approxi-

mately 70+35 GtC per year; this considerable error range is for models satisfying

the vegetation distribution measured from satellites. The accuracy of this result

can not be improved with the help of COz measurements in the free atmosphere.

It is again made evident that the seasonal cycle of atmospheric CO2 is caused largely

by the photosynthesis ofland vegetation. A pronounced annual cycle in the trop-

ics, as calculated by various models, is not reproduced. Instead, plant activity
and soil respiration seem to depend on moisture in a similar way, which largely

suppresses the seasonality of the net fluxes in warm-arid regions.

The soil water reservoir available for plant use appears to be much larger in extended

parts of the tropics than previously assumed. This has important consequences

for global net primary productivity and possibly, because of the necessary rooting

depth, also for the amount of carbon cycled in the soils.

The difference between potential productivity at a potential vegetation distribution

and actual productivity is far smaller than the uncertainties involved in com-

puting those quantities. As a consequence, human impact on global net primary

productivity can neither be determined by modelling studies, nor through the

use of satellite data.

Modelling: Remaining uncertainties regarding the extrapolation of field study results

to large regions have important consequences for the possibility of modelling

vegetation activity globally.
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An improved understanding of the factors controlling respiration costs and plant

growth is clearly necessary for projecting the current state of the land biosphere

into the future.

Some factors so far neglected in global vegetation models have a rather large impact

on productivity. Among these are albedo and net radiation at the surface, day-

to-day variability of precipitation, temperature amplitude and radiation, and

accessibility of soil water resources so far neglected.

Less important factors appear to be the control of stomata and the aerodynamic ex-

change coefficient for heat and water vapour. It is also relatively unimportant for

large-scale calculations whether to use traditional or satellite derived vegetation

maps.

Remote sensing: The method developed here, which consists of first simulating satellite

data and then comparing this to actual measurements, has some considerable

advantages for both the qualitative and the quantitative interpretation of such

data compared to a direct translation into biophysical quantities. Even after

an "ideal" correction for atmospheric and soil background perturbations, the

optical signal depends on a range of physiological and micrometeorological fac-

tors. Therefore, a quantitative interpretation will always require a synthesis of

measurements and model calculations.

Some new methods are added to the technique of satellite based vegetation monitor-

ing. One of them is the determination of the fraction of absorbed photosynthet-

ically active radiation with the help of the modern vegetation index GEMI and

a time averaging technique, also on the basis of GEMI, that avoids the selection

of maximum vegetation index values and the various distortions brought about

by this traditional method.

Backing up the satellite data with a vegetation model allows a more rigorous selection

of observation conditions, because gaps in the measurements only reduce the

accuracy of the simulations. For future monitoring and archiving programmes,

a selection at an early stage of the processing chain is recommended.

Even if this study has only been partly successful at determining the CO2 exchange

between the land vegetation and the atmosphere more accurately, one of the most important

results is that satellite data constitute the most important global data set for monitoring

the present state of the land biosphere.

7.2 Outlook at further applications

The vegetation model developed here and the method of adjusting it to global observations

can easily be applied to a number of other scientific questions. The error analysis of this
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study can also be used to evaluate the accuracy of each procedure. Besides this, some of
the globally distributed quantities that have been calculated, soil water holding capacity

and seasonal changes of the leaf area in particular, can be used directly for other studies

and models, for example for models of the atmospheric circulation (weather and climate

models).

Conceptually easy is an application to other types of satellite data, such as measurements

of the thermal outgoing radiation, active or passive microwaves or other optical data from

newer satellites. The surface temperature, measured with mid infrared sensors, depends just

on the energy balance that plays an important role in the model; for the case of radar data

(i.e. active microwaves), the remote sensing simulator used here could easily be replaced by

other models (e.g. MIMICS, Ulaby et al. 1990).

Further applications can also be found for certain diagnostic techniques of the terrestrial
biosphere with the help of atmospheric trace gas measurements, because the decisive factors

controlling fractionation processes of various CO2 isotopes - leaf temperature, air humidity
and leaf internal CO2 concentration - are all computed by the vegetation model. For

example, the seasonal cycle of C18O160 in the atmosphere might constitute a constraint on

the calculation of the gross primary productivity (Farquhar et al. 1993). A first simulation

by Ciais et al. (1996) could be extended to include this question. A decisive quantity for
the fractionation of 13COz, the ratio of C3 to C4 grasses (Lloyd and Farquhar 1994), is

also treated rather thoroughly in this study. Flowever, for an appropriate check of the

model, simulations of the oceanic biosphere, such as by Six and Maier-Reimer (1996), and

measurements of the O2/N2 ratio (Keeling and Shertz 1992) would also have to be taken

into account.

An important extension within the research of the global carbon cycle concerns inter-

annual variations in atmospheric CO2 - as opposed to the seasonal variations considered

here (cf. Section 1.1). On the one hand, there are indications of an increase of the seasonal

cycle's amplitude by ca. 20Tosince the early 70's (Keeling et al. 1996), on the other hand,

Myneni et al. (1997) report similar changes in the vegetation index NDVI between 1981

and 1991, accompanied by a clear rise in spring temperatures. If it were possible to bring
these three observations together by having a vegetation model reproduce both changes in

the CO2 signal and in the satellite data on the basis of measured changes in the climate, it
would mean a great step further in the understanding of the mechanisms governing inter-

annual fluctuations in the global carbon cycle. It is just this link that has been established

in this study for a mean annual cycle.

However, the question of accuracy remains important. It is still unknown to what degree

and how climate variations lead to changes in vegetation activity on a global scale. This
is not surprising, considering the uncertainties involved in determining only the average

global CO2 uptake. Another point is that two different correction methods lead to rather

different interannual changes in the NDVI data used by Myneni et al. The fact that for each

satellite of the NOAA series (cf. Section 5.2), the overpass time has shifted from the early
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to the late afternoon during its respective lifetime has also not been taken into account

by the authors. As shown by Koslowsky (1996), only a correction of such angular effects

allows a reliable interpretation of interannual trends in such satellite data.

7.3 Concluding remark

Today, a prediction of the changes in the global vegetation and in the global carbon cycle

caused by human intervention appears to be one of the most urgent tasks of earth sciences

and biology. However, research into the underlying mechanisms still appears to be at the

beginning, and this is even true for the current state. Therefore, global measurements of

the earth surface from satellites are able to make a valuable contribution to both tasks:

they allow an improved diagnosis of the current state, and they offer an important test for

prognostic vegetation models. One method that facilitates the use of such satellite data

has been developed in this study.
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Measured and simulated GEMI for L990
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Effective fractional cover with shadows

To account for the formation of shadows during the calculation of light absorption in version

'G' of Table 3.2, the following scheme is used:

Considering only direct solar radiation, the vegetation seen by an observer with the sun

in the back appears to covet an area that is equal to the shaded portion of the total area.

This apparent fractional cover for direct radiation, ¡"i.f , is equal to /" times the ratio of

the area shaded by a ground object, here called "clump", including the basal area of the

clump itself, and the basal area of the clump. Assuming clumps in the form of cylinders

(diameter d and height å.) leads to:

c"Í J
Ja

rl

h

d

rltt' - t
with the aspect ratio 17 : h/d and the solar zenith angle d", with p - cos(0"). This equation

is valid until several shades overlap. In this c f;,f f tends towards a maximum value, Í",*o,,
describing the total fractional area covered by the clump formation. (The clumps could

for instance be trees in a forest, and the maximum value the forest fraction, with the

rest made up of unvegetated areas such as roads or settlements. The aspect ratio of the

"super clumps", in this case the forests, is considered zero.) Providing that the positions

of the clumps do not correlate, for large numbers of clumps (¡/ > \ ¡f t approaches

its maximum by an exponential function (which follows from a Poisson distribution of
overlapping shadows):

0"tan
4

f"-
7t

.4
Ic-

f:¡ r : Í",*o, - (f",^or- /") u*p

The value for f",*o, is given in Table 3.1. As aspect ratio, 17, the following expression is

used (for natural vegetation and tree crops):

q=I+h,17.5

with the vegetation height, ho, in m (see Table 2.1). For agricultural vegetation (except

trees), ?: 0 is assumed.

In this model of light absorption, the layering of the vegetation canopy goes from / =
L3Í Í : ltl çt t to / : 0 (Â is the leaf area index, LAI) along the direction of the solar beam.

The lower the sun, the greater is this efect. Therefore, in areas of high levels of insolation

where light saturation of photosynthesis is quickly reached, the maximum photosynthetic

rate can be shifted efficiently to the morning and evening. Since the portion of direct

radiation is particularly large in those areas, l|f i i" probably a reasonable approximation

for the efective fractional cover.

However, the problem is far more complicated for diffuse radiation, because there is no

preferred direction. The contribution of the diffuse radiation is therefore neglected when

I _n,
\n þ-'fk\
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estimating the effect of r¡ ) 0, which should be of little importance for the arid regions

referred to above.
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