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Abstract

The main issue of this thesis has been to increase our understanding of the mech-
anisms by which the stratosphere can affect the tropospheric climate. The dy-
namical coupling of tropospheric and stratospheric circulation in the Northern
Hemisphere was investigated by applying the new approach Single Wave Analysis
which combines a well-known theoretical concept of the coupling mechanism with
the statisticai analysis of observational datasets. The isolated features were used
to interpret both the coupled modes of variability in tropospheric and strato-
spheric geopotential height fields and the changes in the estimated probability
density function of these modes.

The prominent result of this thesis is that winter seasons characterized either by
an anomalously strong or weak polar winter vortex exhibit different tropospheric
circulation regimes. Only in the case of a strong stratospheric polar vortex does
a downward control of the tropospheric circulation by reflection of waves of zonal
wave number (ZWN) one occur. This downward influence on the structure of
tropospheric waves is considerably less than the influence of tropospheric dis-
turbances on the structure of stratospheric waves of ZWN I and 2. This re-
sult confirms our understanding of the coupling of stratosphere and troposphere:
Waves in the stratosphere originate in the troposphere, whereas the disturbances
in the tropospheric circulation result mainly from internal processes. However,
the findings also reveal that the two circulation regimes, characterized either by
an preferred exaggeration of an anomalously strong or weak polar winter vortex,
exhibit different tropospheric variability structures and are of high relevance to
interannual and interdecadal climate variability.
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Chapter 1

Introduction

The Earth's observed climate state results from the interaction between the com-
ponents of the climate system atmosphere, hydrosphere, cryosphere, lithosphere
and biosphere. The climate state varies on all time scales. Spectral analysis of
long-term meteorological, oceanic and glacial records reveals that the spectra of
these time series tend to be red. That is, amplitudes increase with decreasing
frequency. On one hand, climate variability is caused by free variations due to
internal instabilities and positive and negative feedbacks, leading to nonlinear
interactions among the various components of the climate system. On the other
hand, the climate system is affected by external factors, comprising astronorn'i-
cal uari,ati,ons (the intensity of solar irradiance, orbital parameters of the earth)
and terrestri,al forci,ngs (variations in the atmospheric composition e.g. due to
volcanic eruptions or human activity). The response to external forcing, how-
ever, can be modified by the strong interaction between atmosphere, ocean and
cryosphere (Peixoto and Oort, 1992).

A principal objective of climate research is to understand the origin of climate
variability on different time scales. This knowledge is required to predict climate
variations and to study whether climate change observed in recent decades is an-
thropogenic in origin. The atmospheric system alone is sufficiently complex and
nonlinear to generate low-frequency variability without recourse to any forcing
from other climate components or external forcing (e.g. James and James, 1992;
Dethloff et al., 1998). However, as one considers low-frequency fluctuations of the
atmosphere, the effects of coupling between the atmosphere and more slowiy vary-
ing components of the climate system become very important. A considerable
source of natural climate variability is the interaction of the lower atmosphere
with the underlying ocean. This interaction has been broadly studied because
the ocean, due to its enormous thermal inertia, provides an important memory
for decadal and longer-term climate variations (e.g., Trenberth, 1995). At the be-
ginning of the 90s it was recognized that the stratosphere also plays an important
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1 Introduction

role in the climate system and that the effect of anthropogenic emissions could
modify this role. Therefore, in 1992, the World Climate Research Program estab-
lished the project "Stratospheric Processes And their Role in Climate" (SPARC)
to integrate research into stratospheric processes with investigations of natural
climate variability and climate change.

Knowledge of the processes linking the stratosphere and troposphere is a pre-
requisite for the assessment of the potential of the stratosphere to cause and to
modify changes in the climate system (SPARC, 1993). The main objective of this
thesis is to study the dynamical link between troposphere and stratosphere, and
its importance for the genesis of natural and anthropogenic climate variations.
We will show that it is necessary, at least in the coid season, to treat the tropo-
sphere and stratosphere in the Northern Hemisphere (NH) as a coupled system
to increase our understanding of:

o the origin of natural climate variability,

o the origin and spatial structure of the climate change observed during the
last four decades,

o the spatial structure of atmospheric circulation changes due to anthro-
pogenic greenhouse effect.

Section 1.1 describes important links between the troposphere and stratosphere
and their potential in affecting climate. Our knowledge of modes of natural
climate variability of the coupled troposphere-stratosphere circulation is summa-
rized in Section 1.2. In Section 1.3, the objectives and structure of this thesis are
introduced.

1.1 Links Between the Troposphere and
Stratosphere and Their Potential
to Affect Climate

The troposphere and stratosphere are a coupled system, interacting through dy-
namical, radiative and chemical processes (Figure 1.1). There is clear evidence
for the importance of tropospheric processes in determining the structure of the
stratosphere (Andrews et al., 1987). The thermal structure of the stratosphere
is influenced by upwelling thermal radiation originating in the troposphere and
by solar backscattering from the surface and clouds. The chemical composition
of the stratosphere is affected by tropospheric source gases that are transported
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1.1. Potential of the Troposphere-Stratosphere Coupling in Affecting Climate
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Figure 1.1. Processes affecting the troposphere-stratosphere system (adapted
from SPARC, 1993)

into the stratosphere and by the loss of photochemically active gases through
transport into the troposphere. The general circulation of the stratosphere is
controlled to a great extent by vertically propagating planetary waves generated
in the troposphere.

There is growing evidence from observational data and model experiments that
the stratosphere cannot be neglected when variations and long-term changes of
the tropospheric state are studied (SPARC, 1998). Due to the radiative iink be-
tween the stratosphere and troposphere, changes in the concentration of strato-
spheric trace gases and aerosols have a direct influence on the net radiative bal-
ance of the surface-troposphere system. Ozone, the most important trace species
in the stratosphere, reduces the downward radiative flux at the tropopause by ab-
sorbing and reflecting solar radiation. Volcan'ic sulfate aerosol in the stratosphere
causes surface cooling by scattering incoming solar radiation. The stratosphere
interacts with the troposphere and the climate system by the erchange of long-
waue rad'iat'ion: The warm Earth's surface emits longwave radiation into the
atmosphere, this radiation is absorbed and re-emitted to the surface by a number
of molecules, like water vapor, carbon dioxide, methane, ozorte) nitrous oxide and
chlorofluoromethanes (CFCs). These trace species produce the so-called green-
house effect of the atmosphere.

Variations in the thermal and dynam'ical structure of the stratosphere are closely
related. It is less obvious, however, how the mean flow or planetary waves in the
stratosphere play a significant role in the circulation of the troposphere. A possi-
ble mechanism that might operate in addition to the radiative influence of strato-
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1 Introduction

spheric perturbations on tropospheric energetics was suggested by Hines (1974).
The basic idea of this mechanism is that stratospheric and mesospheric winds
play a dominant role in determining the "refractive index" (Charney and Drazin,
1961; Matsuno, 1970) and, therefore, the transmission-refraction properties of
pianetary-scale waves, propagating vertically into the strato- and mesosphere.
These tropospheric planetary waves can be refracted both meridionally and down-
ward by an anomalously strong polar winter vortex. Thus, the strengthening of
the stratospheric mean flow might alter the amplitude and phase of vertically
propagating tropospheric planetary waves. Sensitivity experiments with linear
wave propagation models (e.g., Bates, lg77; Geller and Alpert, 1980; Schmitz
and Grieger, 1980) and GCMs (Boville, 1984; Kodera et al., 1990; Kodera and
Koide, 1997) illustrate that the mean stratospheric flow significantly affects tro-
pospheric stationary waves.

GCM experiments reveal that not only linear but also non-iinear processes are im-
portant, which may influence tropospheric dynamics and climate. Boville (1984)
showed that both stationary and transient components of tropospheric waves are
affected. On the basis of sensitivity studies with a middle atmosphere model,
Kodera et al. (1990) demonstrated that anomalies of the zonal mean zonal wind,
which are created initially in the mesosphere, propagate downward into the tropo-
sphere by wave-mean flow interaction and modify the strength of the subtropical
jet.

The intensity of the cyclonic polar winter vortex in the stratosphere is modified
by climate perturbations such as injections of volcanic aerosol and solar activity.
Volcan'ic aerosol absorbs both near-infrared and long wave radiation and has
been observed to heat the tropical lower stratosphere by about 4-6K (Labitzke
and v. Loon, 1996). During the cold season, the heating of the lower tropical
stratosphere leads to an increase in the meridional temperature gradient and,
thus, to a strengthening of the westerly thermal wind in the lower stratosphere. In
a positive feedback loop, the cyclonic polar winter vortex is further strengthened
because the northward transport of heat by planetary waves is reduced. Solar
act'iui,ty and the Quasi,-B'ienn'ial Osci,llati.on (QBO) also influence the strength of
the stratospheric polar winter vortex. In observational records of stratospheric
temperature and circulation a 10-to-12 year oscillation was detected, which is in
phase with the 1l-year solar cycle (Labitzke and van Loon, 1988; van Loon and
Labibzke, 1988; Kodera, 1993). Model experiments reveal that the interaction
of solar irradiance and ozone changes can increase climate sensitivity (Shindell
et al., 1999a).

Since the beginning of regular observation of the NH stratosphere in 1958, a
significant strengthening of the cyclonic polar winter vortex has been observed
(Kodera and Koide,IggT; Thompson and Wallace, 1998; Graf et al., 1995; Perl-
witz and Graf, 1995). The causes for this change are not as yet clear. One reason
may be the anthropogenic emissions of trace gases. In an earlier study (Perlwitz
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1.1. Potential of the Troposphere-Stratosphere Coupling in Affecting Climate

and Graf, 1995), we proposed a physical process which may explain this alteration
of the stratospheric circulation by increased greenhouse forcing: The increase in
tropospheric temperature and humidity in lower latitudes due to the combined
greenhouse effect leads to a lifting of the lower latitude geopotential height layers
and, thus, to an initial intensification of the polar winter vortex by strengthening
of the thermal wind. Sensitivity experiments with comprehensive climate models
show a continuous intensification of the stratospheric polar winter vortex with
increasing anthropogenic greenhouse gas concentration (Shindell et a1., 1999b;
Graf et al., 1995; Perlwitz et al., L997). Ramaswamy et al. (1996) and Graf
et al. (1998) linked an intensified polar winter vortex at the end of the boreal
winter to the observed ozone decease at high latitudes. However, the observa-
tional record is too short to exclude the possibility that these observed changes
in stratospheric circulation may be caused by natural interdecadal variations of
the climate system (Feser et al., 2000).

The stratosphere contains just 10-20% of the atmosphere's total mass. Thus, one
might expect the contribution of changes in the stratospheric state by external
forcing or internal variability to climate variations to be negligible. However,
relatively small amounts of energy may give rise to significant effects on temper-
ature and circulation in the middle atmosphere where the density is low. Due
to the dynamical link, changes in the stratospheric winter circulation can sig-
nificantly affect climate. On the basis of 90-day low-pass filtered observational
data of the NH winter season, Baldwin and Dunkerton (1999) found indications
for this downward control of tropospheric circuiation. They calculated the first
empirical orthogonal function (EOF) from a single field consisting of geopoten-
tial at five pressure levels (1000-, 300-, 100-,30- and 10-hPa). They showed that
a hemispheric-scale anomaly pattern of this EOF, called the Arctic Osci,llati,on
(AO), takes about three weeks to propagate from the 10-hPa level to the surface.
Observational evidence for downward control of climate by the stratosphere was
also found by studying the NH temperature anomalies after strong tropical vol-
canic eruptions. Historical records of near surface temperature reveal that the
forcing by volcanic sulfate aerosol causes not only a giobal-scale cooling but also a
winter warming over the NH continents at middle and high latitudes (Robock and
Mao, 1992). Sensitivity experiments (Graf et al., 1993) and observational data
(Perlwitz and Graf, 1995) indicate that this unerpected warming results mainly
from a modification of the structure of planetary-scale waves in the troposphere,
which is related to an intensified stratospheric polar winter vortex.
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1 Introduction

1 2 Variability Modes of the Coupled
Troposphere- Stratosphere Circulation

To gain insight into the spatial features which characterize the coupiing between
stratospheric and tropospheric circulation, their quasi-stationary coupled modes
of variability have been statistically determined. Multivariate statistical methods
like singular value decomposition (SVD) analysis (Baldwin et al., L994; Cheng
and Dunkerton, 1995) and canonical correlation analysis (CCA)(Perlwitz and
Graf, 1995) have been used to isolate the coupled modes of variability in NH 50-
and 500-hPa geopotential height fields. Kodera et al. (1996) found structural
relationships similar to our findings (Perlwitz and Graf, 1995) by deriving EOFs
and applying regression analysis. On the basis of winter means (DJF), Baldwin
et al. (1994) isolated one mode of coupled variability. Using the monthly mean
values of the winter season, we found that the iinear relationship between tropo-
spheric and stratospheric circulation in the NH can be largely described by two
coupled modes (Perlwitz and Graf, 1995).

The first coupled mode of variability describes the relationship between the
strength of stratospheric (cyclonic) winter vortex and the index of a tropospheric
wave train which covers the North Atlantic and Eurasia (Baldwin et al., 1994;
Perlwitz and Graf, 1995; Kodera et al., 1996). This wave train includes the centers
of action of the North Atlantic Oscillation (NAO). The preferred coupled mode is
also linked to pronounced regional anomalies in both lower tropospheric tempera-
ture and precipitation (Hurrell, 1995; Thompson and Wallace, 1998; Perlwitz and
Graf, 1995). It is assumed that this coupled mode of NH winter circulation evolves
from the wave-mean flow interaction between tropospheric planetary waves and
the mean westerly flow in the stratosphere (Matsuno, 1970). Therefore, it can be
exaggerated both by stratospheric and tropospheric processes (Graf et al., 1997).

The second mode of coupled variability describes the connection of a tropospheric
wave train over the North Pacific/North America region and a hemispheric-scale
wave-iike pattern of stratospheric geopotential heights. This stratospheric wave
pattern describes a perturbation of the stratospheric polar winter vortex by waves
of zonal wave numbers (ZWNs) 1 and 2. On the interannual time scale, the second
coupled mode is related to the sea surface temperature (SST) in the tropical
Pacific (Kodera et a1., 1996; Perlwitz and Graf, 1995). This mode also corresponds
to results of Baldwin and O'Sullivan (1995). They studied the stratospheric
effects of ENSO-related tropospheric teleconnection patterns, using winter mean
time series and found that these tropospheric teleconnection patterns were related
to the structure of large-scale planetary waves in the lower stratosphere.

The two modes of coupled troposphere-stratosphere circulation represent specific
forms of variability which are internally generated in the atmosphere by physical
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1.3. Objectives and Structure of this Thesis

processes. They were identified in control experiments with GCMs using a clima-
tological SST distribution prescribed as lower boundary condition (Graf et al.,
1997). They were also isolated in a coupled atmosphere-ocean general circula-
tion model (AOGCM) with low horizontal and vertical resolution in which the
upper-boundary of the model is at the t hPa level (Kitoh et al., 1996).

1.3 Objectives and Structure of this Thesis

The main theoretical concept for the understanding of the mutual dynamical
coupling between troposphere and stratosphere is based on wave-mean flow in-
teraction between tropospheric planetary waves and the mean stratospheric flow.
It i,s di,fficult to fi,nd eu'idence 'in obseruat'ional data, about whi,ch way the tropo-
spheric c'irculat'ion i,s changed by uari,ati,ons 'in the stratospheri,c c'irculati,ons. A,

recent study by Baldwin and Dunkerton (1999) has illustrated the downward
propagation of the so called "AO-signal" from the stratosphere (10 hPa level)
to the surface. However, the physical mechanisms which lead to the circulation
anomalies in the troposphere are not explained in this study. We propose an
approach called Singular Wave Analysis (SWAN) for the study of the dynamical
coupling between tropospheric and stratospheric circulation. In this approach
our theoretical understanding of the mutual coupling between both atmospheric
layers is used to underpin multivariate statistical methods.

In the last four decades, the cold season climate of the boreal hemisphere has
changed significantly. Striking features of this change are the strengthening of
both the cyclonic polar vortex in the stratosphere and the westerlies over the
North Atlantic (Kodera and Koide, 1997; Graf et al., 1995; Perlwitz and Graf,
1995). The recent study by Corti et al. (1999), based on the suggestions of Palmer
(1993), has used the probability density function (PDF) of variability modes of
climate parameters for both describing the climate state and studying climate
changes (Corti et al., 1999). EOF analysis was used to isolate the modes of
variability of mid-tropospheric circulation. Modes of natural climate variability,
estimated with the heip of multivariate statistical methods, should reflect the
relevant physical processes. Only then can these modes be successfully used for
the description of both the physical climate state and processes characterizing
climate changes. The leading EOFs are the eigenvectors of the covariance matrix
of a dataset. It i,s not clear, howeuer, whether EOF analysis 'is the proper method

for i,solati,ng uari,abi,li.ty modes i,n a physi,cally opti,m'ized way. We will study cou-
pled modes of variability of the troposphere/stratosphere circulation system and
discuss their implications for our understanding of both the spatial structure of
atmospheric variability and observed interdecadal climate change.

The intensity of the stratospheric polar winter vortex determines the transmission-
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1 Introduction

refraction properties of tropospheric waves. The preferred excitation of a strong
polar winter vortex by external forcing or internal climate variability leads to a
strong trapping of the energy of ultra-long planetary waves in the troposphere.
The 'importance of thi,s dynam'i,cal process for the spati,al structures of aari,abil'ity
modes and the cli,mate response to 'increased anthropogeni,c greenhouse gas forcing
haue not yet been inuest'igated. \Me will use a long-term control integration and
a climate change experiment carried out with the AOGCM ECHAM3-LSG to
study the consequences of this process.

The outline of this thesis is as follows: In Chapter 2 the applied multivariate
statistical methods and our statistical-dynamic approach, SWAN, are described.
In Chapter 3 the reliability of the reanalyses of the National Centers for En-
vironmental Prediction (NCEP) for studying climate change is discussed. This
dataset was the main source of our investigations. Chapter 4 illustrates differ-
ences between the dynamical structures of the troposphere and stratosphere. In
Chapters 5 and 6, SWAN is applied to isolate relevant features of the verti-
cal propagation of tropospheric and stratospheric waves. Climate diagnostics on
the basis of variability modes of the coupled troposphere/stratosphere circulation
system are carried out in Chapter 7. In Chapter 8 we introduce an aspect of the
dynamical coupling of the troposphere and stratosphere relevant to interdecadal
climate change based on AOGCM integrations. An overview of the resuits and
an outlook are given in Chapter 9.
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Chapter 2

Statistical Methods and Dynamical
Approaches

In this thesis, multivariate statistical methods are applied to both observational
and model data. The methods are used for studying the coherent variation of
tropospheric and stratospheric circulation and to analyze the relevant processes
which characterize the dynamical coupling between both atmospheric layers. For
the latter description knowledge of the processes of this coupling and the applica-
tion of statistical methods are combined in developing an approach called Si,ngle

Waue Analysis (SWAN). In the following, the multivariate statistical methods
(Section 2.1) and the statistical-dynamic approach SWAN (Section 2.2) are in-
troduced.

2.L Multivariate Statistical Methods

Atmospheric datasets often contain a geophysical parameter of interest s¿(t) (e.g.,
500-hPa geopotential height of the NH) which is simultaneously observed at
i: L,...,ÀL grid points or stations over t:1,...,T time units. Statistical
methods are applied to select information about physical and dynamical struc-
tures inherent in the datasets. An often declared aim in climate diagnostics is to
identify releuant spatial patterns which can be interpreted physically. There are
various statistical techniques to study the coherent relationships within the time
series of one dataset or among the time series of different datasets. The simplest
methods of analysis are composites and correlation. Based on selected reference
grid points, reverence stations or temporal indices, these methods are easy to
perform. However, they involve subjective decisions about the choice of reference
time series (Bretherton et al., 7992). The application of multivariate statistical
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2 Statistical Methods and Dynamical Approaches

methods based on matrix operations allows an elegant and more objective deter-
mination of complex spatial structures. Principal Component Analysis (PCA),
CCA and SVD1 analysis are linear multivariate methods which are often used

in climate diagnostics. PCA, which is mainly called EOF analysis in geophysical
studies, is applied to a single dataset to select spatial patterns that optimally
describe the relationships between the time series in one field. CCA and SVD
analysis can be understood to be a generalization of the PCA. With the help of
both methods, pairs of patterns in the two datasets can be isolated that optimally
describe the relationships between the two fields.

What these multivariate methods have in common is that they maximize a special
squared property of interest, like covariance (EOF and SVD analysis) or correla-
tion (CCA). These properties are maximized subject to a certain constraint like
spatial orthogonality. Often two or more ways can be chosen to find the charac-
teristic patterns. One way consists of the formulation of an eigenproblem which
has to be solved (von Storch and Zwiers,1998). A second one is offered by the
application of the singular value decomposition theorem (Bretherton et aI., 1992)
described in Appendix A.2.

In this thesis the three multivariate methods mentioned above are applied. In
the following, the EOF analysis (Section 2.1.1) is described according to Peixoto
and Oort (L992), and SVD analysis and CCA (Section 2.I.2) are compared. The
latter two descriptions follow the papers of Bretherton et al. (1992) and Cherry
(1ee6).

2.L.1 EOF Analysis

First proposed by Pearson (1902), the EOF analysis detects linear transforma-
tions of a dataset that concentrate as much of the total variance as possible
into a small number of variabies. Since its introduction into atmospheric sci-
ence by Fukuoka (1951) and Lorenz (1956), and especially to climate research
by Kutzbach (1967), this statistical method has been widely used to study the
linear relationships within one dataset. Geophysical fields are characterized by
high correlations between measurements at different grid points. Therefore, EOF
analysis makes it possible to describe the spatial structure of a multi-dimensional
variable with a relatively small number of spatial patterns and the corresponding
expansion coefficients in the time domain.

lln general, SVD is a special matrix theorem of linear algebra, which is presented in ap-
pendix 4.2. In climate diagnostics the term SVD ot SVD analysas is widely used to indicate
a linear multivariate method, which maximizes the covariance between two datasets. To avoid
conftrsion, von Storch and Zwiers (1998) called this statistical method Manimum Couariance
Analysi,s.

10



2.1. Multivariate Statistical Methods

Analysis Description

Let us suppose a random vector r: ("r,... ,"¡¿,)' characterizing a geophysical
field at 'i : 7,,. . . , AL grid points. The notation (') indicates the transpose of a
vector or matrix. Supposing t : L,. .. ,T observations, a 7 x Ä{, data matrix S

can be defined. In this matrix the eth column contains the T observations of the
grid point s¿. For convenience it will be assumed that this vector has mean 0;

that is, (tn), : 0 for all 'i : I,. . . , À1,, where (s¿)¿ denotes the time average over T
observations. The sampie covariance matrix based on the recorded observations
of the field s is

c"" : *t't (¡r, x ¡r"). (2 L)
I

The EOF analysis determines the dominant patterns of variability (EOFs) from
the geophysical field s by deriving a reduced set of variables, which explains the
highest possible variance. To accomplish this reduction, linear combinations of
the form

rr : a/rs

rz: aLs

r¡¡" : alv,s

are extracted so that z1 has maximum variance, æ2has maximum variance among
all linear combinations that are uncorrelated with ;r1 and so on for all /V, variables.
The vectors â¿ repr€senting the EOFs are found by maximizing the expression

'l

(æ¿, r¡)t: lals'Sa i : alicssa¿ fo1i : I,. . . , ÄL (2.2)

subject to the constraints:

4"r:{L if.i: i,
o if i # j.

(2 3)

Due to the constraint 2.3, the variance cannot be arbitrarily increased by making
the components of vector a large. The maximization of Equation 2.2 keeping
Equation 2.3 in mind leads to an eigenvalue or characteristic value problem:

C""âi : À¿a¿ or (C"" - ÀI) a¿ : g. (2.4)

The vector a¿ is the eigenvector associated with the eigenvalue À¿ (introduced as
a Lagrange multiplier) of the matrix C,", and I is the unit matrix of order ly'"
(Anderson, 1984). The matrix Â : ÀI is a diagonal matrix with the eigenvalues À¿

11



2 Statistical Methods and Dynamical Approaches

as diagonal elements. Since the covariance matrix C," is symmetric and positive
definite, the eigenvalues À1,. . . , Àuo, are real and positive. Due to the symmetry
of C"", its trace (sum of the diagonal elements c¿¿ of. The matrix) is invariant under
a basis transformation and, thus, is equal to the sum of the eigenvalues

N. N"

Ð,no: I¡0. (2.5)

Each eigenvalue À¿ explains a fraction of the total explained variance of the con-
sidered field i.e. 

^nlDIJr^¡. 
The eigenvectors À¿ are arranged in decreasing order

of magnitude so that À1 ) Àz ) . . >
by Àr and the corresponding eigenvector (EOF) a1 explains the largest fraction
of the total variance of the dataset.

Due to the constraint of Equation 2.3, the set of EOFs â1r... ,â¡¡" cân be taken
as an orthonormal basis in the ly'" vector space. Thus, any observation vector
s(t) can be expressed as a linear combination of the Ä1" eigenvectors:

N

s(t) : lrt(t)ar, (2.6)

i,:l i:l

i:t

where the coefficients z¿(f) are the expansion coefficients. These coefficients are
determined by projections of the data vector on the eigenvector:

r¿(t):ais(t) for i:L,...,ÄL. (2.7)

The expansion coefficients, also called principal components (PCs), represent the
weight of a certain mode a¿ in describing the observations s(f). Substituting
Equation 2.7 f.or Equation 2.3 reveals that the new variables are uncorrelated
and their variance is equal to the corresponding eigenvalue À¿

(r¿,r¡lt: atiCai:
À¿ lfi:j,
0 ifi+j. (2.8)

Subject to the constraint 2.3, the EOFs are the most efficient patterns (in terms
of degrees of freedom) to explain the temporal variance, summarized over the
total region of analysis.

North's Rule of Thumb

The spatial cross-covariance matrix from which the eigenvalues and EOFs are
determined is based on a finite number of realizations. Thus, information of the
sampling error of these parameters is very important for the reliability of the

12
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analysis results. North et al. (1982) derived an approximation for the "typical
error" of the estimated eigenvalues:

AÀ¿ æ (2.e)
t

I n^'
and eigenvectors:

aa¿ * JAY.r,
^j-¡¡

where c is a constant and l/ is the number of independent realizations

(2.10)

North's "Rule of Thumb" follows from approximation 2.10: "If the sampling error
of a particular eigenvalue À is comparable to or larger than the spacing between
À and a neighboring eigenvalue, then the sampling errors for the EOF associated
with À will be comparable to the size of the neighboring EOF". In other words,
if the difference between the eigenvalue À¿ and the neighboring eigenvalue À¡ is
greater than the sampling error AÀ¿ both eigenvectors will be well separated.
Otherwise the corresponding eigenvectors can be mixed and the true eigenvector
may be a linear combination of the two EOFs a¿ and a¡.

Physical Interpretation of EOFs

Spatial patterns derived from EOF analysis are the most efficient patterns for ex-
plaining the temporal variance integrated over the entire analysis domain within
the constraints of being both spatially and temporally orthogonal to each other
(Cheng and Dunkerton, 1995). However, the pattern that represents variance
most efficiently does not necessarily have anything to do with the underlying
dynamical structure. Real world processes do not need to be characterized by
orthogonal spatial patterns or uncorrelated temporal indices. Thus, there is no
guarantee of an accurate representation of the real physicai processes inherent
in the input data. Other problems inherent in EOF analysis are that the iso-
lated EOFs are sensitive to the spatial domain, and the sample used for analysis
(Richman, 1986; North et al., 1982).

While it is often possible to identify the first EOF with a known physical process,
this is much more difficult with the second and higher EOFs. Nevertheless,
numerous papers exist which attempt to find a physically plausible interpretation
not only of the leading but also of higher modes. For example, Wallace and
Gutzler (1981) applied EOF analysis to fields of NH sea level pressure and NH
500-hPa geopotential heights (Wallace and Gutzler, 1981). In a previous study
(Perlwitz and Graf, 1995), we determined the leading EOFs of the NH 50-hPa
geopotential height fields.

13
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Linear transformation (or rotation) of a subset of leading EOFs, known as rotated
EOF analysi,s(e.g. Horel, 1981; Richman, 1986), is often used to obtain regional
"simple" patterns that are more physically meaningful and statistically robust.
Horel (1981) found that the rotated EOFs of the 500-hPa geopotential field bet-
ter agree with the teleconnection patterns than the original EOFs. A known
application of this approach is the determination of the teleconnection patterns
of the NH 700-hPa geopotential height field for each individual month of the year
(Barnston and Livezey, 1987). These patterns are used to define the index of
different teleconnection patterns, published monthly in the Cli,mate Di,agnosti,c
Bulleti,n. The simplicity of patterns are, however, no guarantee of an inherent
physical mechanism. Von Storch and Zwiers (1998) demonstrated that features
are sometimes split into different patterns due to rotation, even though they are
part of the same physical process. Jolliffe (1989) found that the results of EOF
rotation are sensitive to the choice of rotation criterion and the normalization
of EOFs. Another feature is that information about the dominant sources of
variation in the data is lost.

Other multivariate statistical methods can be used to isolate spatial patterns
which may have a high physical relevance. Such methods determine the coupled
variability modes between the time series of two variables. The prerequisite for
such an analysis is knowledge of the physical relationship between both variables.
For instance investigation of the coherent variation of geopotential height and
SST fields takes into account the interaction between the atmosphere and the
underlying ocean (e.g. Wallace et al., 1992). Two methods which can be used to
isolate coupled variability modes will be introduced in the next section.

2.L.2 CCA and SVD Analysis

In a review paper Bretherton et al. (L992) discussed rnethods of i.solati.ng cou-
pled modes of uariabi,li,ty between the t'ime series of two fields. They mainly
recommended SVD analysis and CCA i,n the phase space of lead,ing EOFs for
the investigation of the relationship between two geophysical datasets. Since its
application to geophysical data sets by Glahn (1968), CCA has been broadly
used in the atmospheric science (for a review, see Bretherton et a1., 1992). SVD
has gained an increasing number of applications since its recommendation by
Bretherton et al. (1992) and the accompanying paper by Wallace et al. (1992).

Following Bretherton et al. (L992),let us suppose a left geophysical field s :
("0,...,s¡¡,) andari,ghtoner:("r,...,2N") withl/,and.¡/,gridpointsrespec-
tively. 7 observations are given for both random fields. Again, for convenience,
it is assumed that ("r), : ("01, :0 for all i and j. Thus, the two data fields can
be viewed as a 7 x I/" data matrix S, in which the ith column contains the T
observations of s¿, and as aT x Àt data matrix Z whose jth column contains the

l4



2.1. Multivariate Statistical Methods

T observations of z¡.

The indicated sample covariance matrices based on the observations in the two
fields are

SVD Analysis

SVD analysis is a straightforward expansion of EOF analysis. To find the domi-
nant coupled modes of the variability between the time series of two geophysical
fields, s and z, SVD analysis determines linear combinations of the formu¿: a;s
and u¿ -- b!n, for i. : 1,. .. ,d, where d : m'in(N", N.), such that the covariance
between the new variables

c," : åt't
Crr: l"'"
C"r: *r',

(un, rol, : 
)a!ns' 

Zb¿ : alnC 
""b¿

(^L x 
^¡,),

(N" x N"),

(¡L x ¡r,).

t ifi,:j
0 ifi+j

for

is maximized. The constraints for the associated patterns a¿ and b¿ are

1?, , d (z.tr)

aloa¡ - b'¿b¡ : (2.r2)

Solving the constrained maximizing problem by using a Lagrange multiplier leads
to the following system of equations

C"rb¿ - oã¿

C""ãi - ob¿.
(2.13)

The solution can be found by substituting the two equations into each other (von
Storch and Zwiers, 1998) or by singular value decomposition of the covariance
matrix C", (Appendix 4.2):

c"" : AtB', (2.L4)

where X is a 
^L 

x l/, matrix whose elements are equal to zero except for the first
ddiagonalvalues cr¡... ,o¿. The first dcolumnvectorsof A andB, the s'ingular
uectorsaretheassociatedpatternsâ1,...,â¿andbr,...,b¿(Brethertonetal.,
ree2).
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Corresponding to the EOF analysis, the expansion coefficients r¿ and y¿, for i :
1,... , d can be determined by projecting the original data onto the eigenvectors
of the corresponding field

ri : stai

a¿: ztb¿
(2. 15)

It can be easily shown that

Cou(u¿,u¿|t: o¿. (2'16)

After arranging the singular values such that (or > ot) ...) oa ) 0), the first
mode which belongs to the first singular vectors a1 and b1 maximizes the covari-
ance of the two fields. The pair of patterns associated with the second singular
value explains the maximum amount of covariance subject to the constraint that
they are orthogonal to the first pair of patterns (Equation 2.11) and so on.

In contrast to the EOF analysis, in which the total variance of a data field is invari-
ant under a basis transformation (Equation 2.5), the total covariance between the
two fields is not a constant in this statistical approach. As a benchmark for com-
parison, however, the squared covariance fraction (SCF) can be used (Bretherton
et al., L992):

sFC, : =É- Q.rT)
L¡:r oí

Another property of the SVD analysis is that the expansion coefficients belonging
to each field are generally correlated. For i I j is

rln¿,n¡lt l0
rlE¿,y¡]t l o.

(2.18)

in which rlr¿,r¡lt denotes the correlation coefficient between the time series r¿
and r¡.

The same limitation exists for the physical interpretation of higher SVD modes
and for higher EOF modes because of the constraints of spatial orthogonality of
the singular patterns. Cheng and Dunkerton (1995) introduced an approach for
the rotation of the leading singular patterns. This method relaxes the spatial
orthogonality similar to the rotation of EOFs.

CCA

CCA analysis is a technique that isoiates the linear combination of data in the left
field and the linear combination of data in the right field that have the maximum
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2.1. Multivariate Statistical Methods

correlation coefficient (Bretherton et al., 1992). There are two mathematical
approaches to CCA. The classical approach, developed by Hotelling (1936) was
applied to geophysical data by Glahn (1968) and Nicholls (1987). In the other
developed by Barnett and Preisendorfer (1987), the time series of each field are
first filtered by projection onto a leading subset of its EOFs. Then, the new vari-
ables having maximum correlation are calculated from the temporal projection
coefficient (principal components of the leading EOFs) of the two fields.

The Classical A to CCA

To find the dominant coupled modes of the variability between the time series of
the two geophysical fields s and z, CCA isolates linear combinations of the form

u¿: ptos and (2.re)

f.oyi:1,...,d, where d: mi,n(N",N.), such that ?/1 and tr1 have maximum
sample correlation 11. The pair u2 and u2 have maximum sample correlation
subject to the restriction that u2 is uncorrelated with ?/1 and u2 is uncorrelated
with u1, and so on for all ¿ : 1,. . ., d pairs. The new variables u¿ and u¡ oÍl-called
canonical variables, the weight vectors p¿ and e¿ are the zth canonical vectors,
and r¿ is the ¿th canonical correlation coefficient. The canonical vectors p¿ and

e¿ are found by solving the following maximization problem:

r¿: rfu¿,a¿lt: p'¿C""g!¿ : rrLar¡ (2.20)

under the constraint:

(rn,un)r: (u¿,u¿lt: plC""p¿ : qtic,,qi - L fori :1,.. . ,d. (2.2I)

The correlation of a multiple of. u¿ and a multiple of u¿ is the same as the corre-
iation of z¿ and u¿. Therefore, it is possible to normalize the weights p¿ and e¿
so that u¿ and u¿have unit variance (Equation 2.2I). The appearance of these
constraints can be simplified by defining normali,zed weight vectors p and Q such
that

p¿: C;]/2þ,
q¿: C))/24

(2.22)

Inserting Equations 2.22 into the maximization problem (Equations 2.20 and
2.21) leads to the following equivalent maximization problem:

Ê'Ûq - n'ùe,x)) tvl : C"-"t/2C""C-L/2 Q.23)

with

(2.24)

u¿: Qtoz

p'p: 8'û : 1
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2 Statistical Methods and Dynamical Approaches

This simplified problem has the same form as the o^riginal maximization problem
and can be solved using SVD (Appendix 4.2) of M (Nicholls, 1987; Bretherton
et al., L992):

ñ[ : c-"t/2c""c-Ll2: Êre'. Q.25)

where the zth columns of P : C;:l'P and Q : C;:/'Q contain the ¿th pair of
canonical vectors and the zth diagonal element of the diagonal matrix X contains
the square of the ¿th canonical correlation coefficient. The canonical variables or
expansion coefficients u¿ aîd u¿ ãîe determined by projection of the data vectors
onto the weight vectors (Equations 2.Lg).

CCA in the Phase Space of Leading EOFs

In many geophysical applications the number of observations is less than the
number of grid points in the spatial fields. In this case, the matrices Cr" and
C* are not invertible. To avoid the above mentioned problem, Barnett and
Preisendorfer (1987) supposed a prefiltering of the two data fields by retaining
only the projection of each field on a subset of its EOFs before appiying CCA. If
all EOFs are retained, the results of this method are identical to those of classical
CCA (Bretherton et al., 1992).

Decomposing the fields s and z into their truncated principal components (Equa-
tion 2.7) gives

N

s(t) : \slt'Ençt¡a
(2.26)

z(t) : \ "\nt2"/t)bn,

i:1.
N"

i:T

where (¿ and u¿ ãte- the normalized principal components

€,(¿) : ÀoL/2r¿(t) and u¿(t): ootl'yo(t). (2.27)

The temporal orthonormality of the normalized expansion coefficients of CCA
guarantees that

cee:I
Cru : I.

Hence, in the EOF subspace, CCA reduces to find the SVD of C6, : Û^R'. Th"
ieft and right canonical vectors are just the left and right column vectors Î and î
of the matrices L and R. The expansion coefficients are then found by projecting
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the field of the EOF subspace onto these canonical vectors:

u¡(t) : lr€(¿)

u¡(t) : r¡u(t).

P¡ : Su¡

Ç,n: Zax.

The expansion coefficients are orthonormal. The weight vectors from the original
grid point base can be found by

(2.28)

(2.2e)

(2.30)

(2.31)

After transformation back into the original grid point base, the canonical vectors
are no longer orthogonal.

CCA or SVD Analysis?

Both SVD analysis and CCA in the phase space of leading EOFs were rec-
ommended for isolating coupled modes of variability (Bretherton et al., 1992).
Cherry (1996) made clear that both techniques have different analytical goals.
CCA identifies spatial patterns by maximizing the temporal correlation between
two fields. Thus, CCA may be used when the correlation structure is impor-
tant. SVD analysis between-field cross-covariance part of the combined covari-
ance matrix and may be appropriate when it is covariance that is of interest.
This information is obscured by CCA.

We used SVD analysis for the investigation of the coherent covariance structure
between tropospheric and stratospheric circulation. This method was applied to
the time series of monthly or winter mean time series of the 50- and 500-hPa
geopotential heights. The SVD analysis results of the simultaneous time series
of the two fields cannot used for the interpretation of the direction of the rela-
tionship. To study the influence of tropospheric circulation on the circulation
of the lower stratosphere and vice versa, we applied CCA as a lag-correlation
technique. We analyzed daily data of the 50- and 500-hPa geopotential height
fields, in which the time series of one field was lagged relative to the time series
of the other field. In this way, we found out the time lag at which the maximum
correlation between the time series of both fields exists.

Newman and Sardeshmukh (1995) argued that SVD analysis is capable of de-
tecting coupled modes only under very special circumstances because of the or-
thogonality constraints of the maximizing procedure (Equation 2.L2). Cherry
(1996) showed that, in general, both methods have a high chance of producing
spurious patterns and correlations. This chance is increased when small samples
or autocorrelated time series are used.
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Interpretation of Results

The measure which illustrates the degree of the relationship described by the
associated patterns of a coupled mode is the correlation coefficient between the
expansion coefficients rlu¡,u¡1. In CCA, this measure is maximized.

Various kinds of maps can be defined to simplify the physicai interpretation of
the statistical results of CCA and SVD analysis. Once the expansion coefficients
u¡ and uÀ are obtained, two types of correlation maps - Ihe homogeneous and
the heterogeneous correlat'ion n'Laps - can be generated (Bretherton et al., 1992).
The kth left homogeneous correlation map is defined as the vector of correlations
rfs, u¡]¿ between the grid point values of the left field s and the kth left expansion
coefficient u¡. This map is a useful indicator of the geographical localization of the
covarying part of the left field of the respective mode. The kth left heterogeneous
correlation map r[s, tr¡]¿ is defined as the correlation coefficient between the grid
point values of the left field with the expansion coefficients of the right field u¡.
This map indicates how well the grid points in the left field can be predicted by
the knowledge of the Àth right expansion coefficients. The squared correlation
coefficients in [%] are a measure of the explained fraction of variance which is
locally explained by the respective expansion coefficient. With an interchange of
left and right, an analogue description for the right patterns is given.

In parallel, one may also define homogeneous and heterogeneous regression maps.
An overview of the mathematical description of the regression maps is given in
Table 2.1. The time series of the anomaly fields are regressed to the standardized
index time series (temporal expansion coefficients). These regression maps have
the same units as the anomaly fields itself because the standardized index time
series are dimensionless. Therefore, the amplitudes shown in the regression maps
correspond to anomaly values in that field, which occur in association with the
index time series anomaly of one standard deviation. Thus, this amplitude can
be considered as the typical strength of the amplitude in relation to the index
time series studied.

Often, multivariate statistical methods are applied to data on a regular grid like
a 5o x 5' grid. In general (as in EOF analysis, CCA, SVD analysis) the grid-
point time series are weighted with the square root of the cosine of the latitude
before the covariance matrix is determined. This takes into account that the area
represented by a grid point decreases with increasing latitude. Non-weighted time
series at the grid points are used in the regression maps.
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Table 2.1. Overview of the mathematical description of the homogeneous and
heterogeneous regression maps as determined on the basis of CCA and SVD
analysis.

SVD analysis

left field right field

CCA
left field right field

homogeneous maps L C--ur.þ\
oukfic""un@) Px Qx

heterogeneous maps !ftu¡ {a) -¿¡-ouh
'u¡ (b) rt Px

(cJ rx,Qx (.)

(")a,u and ûuÀ are the standard deviation of the kth left ancl right temporal expansion
coefficient, respectively.

(b) The heterogeneous patterns are proportional to the corresponcling singular patterns. This
is not valid for the homogeneous pattern.

(")Homogeneous ancl heterogeneous patterns are proportional in the respective fielcls.

2.2 SWAN - a Statistical-Dynamic Approach

A principal goal of this thesis is to isolate statistically relevant features, which de-
scribe the processes of dynamicai coupling between troposphere and stratosphere.
A new approach is introduced which uses theoretical knowledge of this coupling
to appiy statistical methods to observational data. In the following, theoretical
aspects of the troposphere/stratosphere coupling are described (Section 2.2.1)
and the concept of S\MAN and its applications are presented (Section2.2.2).

2.2.L TheoreticalAspects

Concept of Eulerian average

Averaging observational data in various ways is a standard approach for handling
the compiexity of global scale atmospheric flow. Straightforward averages over a
set of points fixed in space or time are known as Euleri,an o,uerl,ge. Given any
particular average, one can define the deviations or departure of each atmospheric
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2 Statistical Methods and Dynamical Approaches

variable from its mean value. These disturbances are often knowtr as waae or eddy
quantities. Averaging not only allows compressing of the volume of information
but improves the statistical reliability. A suitable framework for the diagnosis and
interpretation of atmospheric quantities has also been developed that separates
nxean state and waue parts. Owing to the nonlinearity of the equations of motion,
there is, in general, a mutual coupling between waves and mean state. Thus, the
configuration of the mean flow can strongly influence the propagation of waves,
for example through the refraction of the wave, while the disturbances themselves
can bring about significant mean flow changes through rectified nonlinear effects
(".S. by breaking of waves).

The theoretical framework providing qr-ralitative physical insights into the two-
way process of rilave-mean flow interaction has most satisfactorily been con-
structed for zonal mean average. We introduce the (Eulerian) zonal average
of any quantity V(À,d, z,t), denoted by an overbar

I,*V(ó,r,t) : (2n)-1 V(ì, d, z,t) dÀ, (2.32)

and the departure from the average, denoted by a prime:

V'(À, Ó, z,,t): !I¡ - i1r.

\,, ó, z and ú are longitude, latitude, height and time, respectively.

(2.33)

Charney-Drazin Theorem and Evidence of Observation

The most important processes which dynamically link troposphere and strato-
sphere are the vertical propagation of Rossby \/aves into the stratosphere and
their interaction with the mean stratospheric flow. However, there are critical
parameters for the vertical propagation of these waves. These parameters are the
horizontal scale of the waves and the mean zonal wind distribution in the strato-
sphere. Using the quasi-geostrophic theory on a B-plane, Charney and Drazin
(1961) showed that planetary waves can propagate vertically provided that their
phase speeds c are westward relative to the zonal mean flow z:

0 < ?/ _ c 1 u.: pl(k2 + t2) + l& l@H, Nr))l-t, (2.24)

with

þ:2Qcosó and Ío:20sin/. (2.35)

H, N and u are the scale height, the Brunt-Väisälä frequency and the zonal
velocity, respectively. f) : 7.292 x 10-5s-1 is the earth's rotation rate. The zonal
and meridional wave lengths are defined by 2trk-r and 2¡rl-r, respectively. IL.

22



2.2. SWAN - a Statistical-Dynamic Approach

is called Rossby cri,t'ical ueloc'ity. Equation 2.34 reveals that rr. decreases with
increasing horizontal wave number. The waves having the largest amplitudes are
stationary with respect to the ground, i.e. c : 0. Hence, there is 0 < ù 1 ú..
Andrews et al. (1987) illustrated that for typical stratospheric stability (N' :
5 x 10-as-2), and choosing t : rl(10,000km), z" at 60oN is given by:

a" x 1701(s2 + e) il s-1, (2.36)

where the integer s: kacosþ is the spherical zonal wave number. Using this
simple model, the Rossby critical velocities for the ZWNs 1 and 2 amount to 28
ms-l and 16 fls-1, respectively.

The Ch,arney-Draz'in Theorem (Equation 2.34) gives a theoretical explanation for
numerous observational phenomena although the model used for the deviation
of the theorem (constant z and N) is un-realistic and the actual critical velocity
may be larger than indicated by the B-plane theory:

r The window of the zonal mean flow for the propagation of tropospheric
disturbances becomes smaller as the zonal wave number s increases. As
a consequence, the stratosphere and upper troposphere has a strong filter
effect on tropospheric disturbances since zonal westwind normally increases
with height. Only ultra-long planetary waves generated by diabatic heating
and orography can propagate into the stratosphere.

o Radiatively caused, the stratospheric zonal mean flow alternates between
easterlies in the summer hemisphere and westerlies in the winter hemi-
sphere. This fact is an essential condition for whether a dynamical coupling
between both atmospheric layers exists. Only in the winter hemisphere can
ultra-long planetary r,¡/aves propagate into the stratosphere and interact
with the mean stratospheric flow. During the summer season (¿ < O),

the dynamical coupling between troposphere and stratosphere is strongly
reduced because the waves are trapped in the troposphere.

o The dynamical coupling between troposphere and stratosphere is stronger
in the boreal than in the austral winter hemisphere. The reason for this is
that the wave forcing by both diabatic heating and orography is only weak
at Southern Hemisphere (SH) mid-latitudes where there is mainly ocean.

Eliassen Palm Flux

Andrews and Mclntyre (1976) introduced the transformed Euleri,an rnean (TEM)
formulation of the zonal mean quasi-geostrophic equations which shows clearly
the interaction between eddy forcing and the mean state. The basic concept of
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\ryave-mean flow interaction will now be described. We denote the zonal, merid-
ional and vertical component of the velocity vector as u,'u and ,rr,l, respectively.
The TEM equations are based on the definition of the residual ci,rculat'ion (r*,w*).
Following the definitions of Kanzawa (1982) the components of the residual cir-
culation in spherical coordinates (À, ó,2: -HInpf p") are given by

1a
u* : 1t - ,6nØortçLf 

N'¿) (2.37)
Pr

w* : w+ -+ $1.o, óua',lN\, (2.38)
a, cos? oQ

where (Þ, a and ps are the geopotential, the Earth's radius and the basic density
respectively.

The zonal mean quasi-geostrophic equations can be transformed into:

4-fx*: I v.FAt poa cosþ
aþ.
----=--
i)t I N"w" :0

(2.3e)

(2.40)

(2.4r)
1 0u* cosþ + | 0p:*. :0.

Po ozacos þ Aó

The vector F : (0, f'tøl , FA\ is known as the Eliassen-Palm flux (E-P flux); its
components are given by

F@) - -po(z) a cos óuA (2.42)

P(') - po(z) a cos þ (f lN\ ,/ A'". (2.43)

From a theoretical point of view r,¡/e can interpret F as westward angular 1ù¡ave

moment flow propagating through westerly flow and V.F as wave-induced torque
per unit volume acting on the mean flow (Kanzawa) 1982). In the transformed
formalism, the non-acceleration theorem for steady linear waves on a basic zonal
flow u(þ.,e) with no frictional or diabatic effects is reduced to V.F : 0 (Eliassen
and Palm, 1961). To see the effect of waves on the temporal change of the zonal
mean wind 0Alôú, we define Dp as

1Dp: 
,r" *rõv'F' (2'44)

Then, we can rewrite Equation 2.39 as

ou 
- fu* : Dp. (2.45)

0t
Hence, Dp carr be regarded as a zonalforce per unit mass acting on the mean state.
If the divergence is positive (negative), there is an acceleration (deceleration) of
the mean flow.
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2.2.2 SWAN

Concept

At a specific latitude, the decomposition of the longitudinal geopotential height
fields e(À) in their Fourier harmonics s : 1, . . . ,,S is given as follows:

s

z(À) : I o" sin sÀ * É" cos sÀ. (2.46)
s:1

in which ZWN ^9 represents the limit of data resolution. The amplitude ,4"

and the phase ú" of waves of ZWN s are given by A" -- J""'+ P7 and, tþ":
arctan(a"f B"). The phase is defined as the longitude of the first maximum
eastward of the Greenwich meridian. The recomposed geopotential height field
z"(À, ó,1) of a single planetary wave with ZWN s is given as

z"(\, ó,t) : o"(ó,ú) cos sÀ * þ"(ó,f) sin sÀ, (2.47)

in which the total field is received by z(À,ó,t): tf:, z"().,þ,,t).

The main implication of the Charney-Drazin Theorem for our understanding
of the dynamical coupling between troposphere and stratosphere is as follows:
Vertically propagating waves are selectively reflected at levels of supercritical ve-
locity. This critical Rossby velocity decreases with increasing ZWN. Hence, the
treatment of single wave fields z" for s : 1,2... seperately is a proper approach
for studying relevant features of dynamical interaction between troposphere and
stratosphere. Clearly, ultra-long planetary waves are primarily involved. The fol-
lowing approach which is physically encouraged by this Theorem is called Single
Wave Analysis: The study of the relationshi,ps between tropospheric and strato-
spheri,c si,ngle waues apply'ing stat'ist'ical methods.

Applications

SWAN can be applied to investigate processes concerning the interaction of tro-
pospheric waves and the mean stratospheric flow like the upward and downward
propagation of wave-iike disturbances or the relationship between the strength of
the stratospheric polar winter vortex and single tropospheric waves.

Randel (1987) studied the propagation characteristics of uitra-long planetary
rü/aves applying the cross-spectral correlation analysis to individual zonal waves
of ZWNs I, 2 and 3 of geopotential heights. This study clearly follows the SWAN
concept.
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2 Statistical Methods and Dynamical Approaches

In this thesis, we wili apply CCA (Section 2.I.2) in lag-correlation technique to
observational data in order to isolate relevant features of the dynamical inter-
action between tropospheric and stratospheric circulation. The up- and down-
ward propagation of single planetary waves of ZWN 1 and 2 will be addressed
in Chapter 5. The relationship between the strength of the stratospheric polar
winter vortex and single tropospheric waves is discussed in Chapter 6. For the
physical interpretation of the CCA results, we take into account that the prop-
agation of wave energy in vertical and meridional direction is accompanied by a
longitudinal phase shift. The tilt in vertical and meridional direction of planetary
waves of a specific ZWN can be used to recognize this physical process in associ-
ated anomaly patterns, isolated by CCA. The up- and downward propagation of
wave anomalies is related to a west- and eastward tilt of waves with increasing
height, respectively (e.g., James, 1994, page 195). A west- and eastward tilt of the
waves with increasing latitude characterizes pole- and equatorward propagation,
respectively (e.g., Kodera and Chiba, 1995).

Another diagnostic tool utilizing the SWAN concept concerns the vertical prop-
agation of stationary waves in the meridional plane in terms of the E-P flux F.
The contributions to F from the different Fourier harmonics are given as follows
(Andrews et al., 1987, pages 231-235):

1sr:|ooÐ'or(,,hþ,#y) e48)
s:1

This quasi-geostrophic version of the E-P flux F (Equation 2.48) indicates that
the contributions ¡e p(d) and F(') from each harmonic depend on the square of
the amplitude and the latitudinai and vertical derivatives of the phase of that
harmonic. The different Fourier components contribute additively to F, since
products of terms of differing ZWNs vanish in the zonal mean.

We use the ZWN decomposition of the E-P Flux to illustrate differences in the
vertical propagation of single waves of ZWN 1 and 2 between composites charac-
terized either by an anomalously strong or by an anomalously weak polar winter
vortex (Chapter 8).
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Chapter 3

Reliability of Statistical Results
using I\CEP Reanalyses

3.1 Introduction

Most of our present knowledge of the physical and dynamical structure of the at-
mosphere is based on i,n situ observations of the state of the surface and upper air,
and by radiance measurements from satellites. Long-term homogeneous datasets
are very important for testing theories, monitoring climate and validating climate
models used for the prediction of future climate.

Global analyses of the atmospheric state are produced using a four-dimensional
data assimilation system in which multivariate observed data are combined with
the 'first guess' of a weather forecast model using a statistical optimization. The
first guess is the best estimate of the current state of the atmosphere from previ-
ous analyses produced using a numerical weather prediction model. A principal
advantage of global analyses in comparison to traditional observations is that at-
mospheric GCMs are an integral component of the analysis system, which enables
a wide range of observational data to be used. However, operational analyses are
mainly performed for weather prediction and not for climate purposes. Thus,
these datasets are inhomogeneous because of changes in both the weather pre-
diction model (e.g., their horizontal resolution) and data handling techniques
(Trenberth, 1995). Therefore, strong efforts have been made to reanalEze obser-
vations using a frozen state-of-the-art analysis/forecast system. An additional
advantage of reanalyses is that data which were not available at the time of op-
erationai analyses can be included. Reanalyses have been carried out by the
European Centre for Medium-range Weather Forecasts (ECMWF), by NCEP in
collaboration with the National Center for Atmospheric Research (NCAR), and
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3 Reliability of Statistical Results using NCtrP Reanalyses

by the Goddard Space Flight Centre (GSFC) in cooperation with the Data As-
similation Office (DAO). The longest is the NCEP/NCAR reanalyses covering
the period from 1948 to the present.

Large spurious variations in operational analyses which arise from modifications
in the atmospheric circulation model and in the assimilation systems are avoided
in the NCEP datasets. However, effects from the varying observational data
sources are still possible. For instance, systematic observations of the NH strato-
sphere by rawinsondes only date back to the International Geophysical Year
(IGY), 1957158. The utilization of satellite sounding data for the reanalyses
began in March 1975. Data from Tiros Operational Vertical Sounder (TOVS)
has been used since January 1979 (Kalnay et al., 1996). It was recognized that a
positive shift of NCEP atmospheric temperatures in 1978-1979 is related to the
begin of the incorporation of TOVS data into the reanalysis system (Leder et al.,
1998). This change is most pronounced in the tropics at the 100- and 150-hPa
levels, where the increase is higher than the intraannual and interannual variabil-
ity of the zonal mean temperature (Figure 3.1). Leder et al. (1998) compared the
equatorial temperature at the 100-hPa level of the NCEP reanalyses and with an
independent long-term dataset from the Free University of Berlin (FUB). They
showed that the NCEP temperatures are lower than the FUB temperatures be-
fore 1979 and higher than the FUB temperatures after this year (Figure 3.2). As
a result, the NCEP data exhibit a statistically significant temperature increase
whereas the iong-term linear trend in the FUB dataset is negative.

Leder et al. (1998) also compared the 30-hPa temperatures at high latitudes.
During the cold season, the zonal mean temperature over the Arctic in the NCEP
reanalyses agrees very well with the FUB dataset (e.g., in March as indicated by
Figure 3.3a). During the summer season) in contrast, the time series of the
zonal mean temperatures of both datasets clearly differ (e.g., June as shown
in Figure 3.3b). Before incorporating the satellite data, the NCEP reanalyses
are several degrees lower than the FUB temperatures. As a result, the NCEP
temperatures exhibit a strong positive trend, whereas the FUB temperatures
indicate a temperature decrease.

Increasing attention has being payed to the change in atmospheric circulation
observed in recent decades (Graf et al., 1995; Kodera and Koide , L997; Thompson
and Wallace, 1998; Thompson et al., 2000; Perlwitz and Graf, 1995). Here, we
investigate to what extent the NCEP dataset can be used for studying climate
change in stratospheric circulation. After describing the datasets, we will address
the question whether SH reanalysis data in the period before the incorporation of
satellite data and NH data before the IGY can be included in long-term climate
change studies (Section 3.3). It will be shown how the lack of observations in the
stratosphere affects the reanalyses data there.

NH geopotential heights at the 50-hPa level wili be investigated in more detail by
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3.1. Introduction
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3 Reliability of Statistical Results using NCEP Reanalyses
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comparing the temporal behaviors of the zonal mean heights from the NCEP and
FUB datasets (Section 3.4). We are also interested in the modes of coupled vari-
ability of tropospheric and stratospheric circulation and their temporal behavior.
To isolate these coupled modes, SVD analysis was applied to the time series of
the 50- and 500-hPa geopotential heights. Here, we have used the 50-hPa heights
in the FUB analyses and the 500-hPa heights in the operational analyses carried
out at the National Center of Meteorology (NMC) of the United States to test
the reliability of the SVD results based on the NCEP dataset (Section 3.5).

3.2 Datasets

NCEP Reanalyses

A description of the reanalyses project of NCEP and the National Center for
Atmospheric Research (NCAR) was given by Kalnay et al. (1996). The data
assimilation and the model design are identical to the system implemented op-
erationally at NCEP on 10 January 1995 (Kanamitsu, 1989; Kanamitsu et al.,
1991), except that the horizontal resolution is T62 (about 210 km). The number
of vertical levels is 28, and the upper boundary level is at 2.7 hPa. A compar-
ison of reanalyses of the tropical stratosphere was done by Pawson and Fiorino
(1998a,b, 1999). The preprocessed data at the pressure levels are available on a
regular 2.5o x 2.5" grid at 17 levels, with six pressure levels in the stratosphere
(100-, 70-, 50-, 30-, 20- and 10-hPa).

FUB Analyses

Long-term datasets of stratospheric temperatures and geopotential heights are
provided by the Stratospheric Research Group of the Free University of Berlin.
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3.2. Datasets
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Figure 3.3. Zonally averaged
temperature at 30-hPa at 80'N
for (a) March and (b) June (from
Leder et al. (1998), Figure 3.)

FUB +

These datasets are based on subjective analyses derived from rawinsonde data.
For the NH, daily analyses at 50, 30 and 10 hPa and monthly data at 100 hPa are
available. Pawson et al. (1993) published a comprehensive climatology of these
analyses.

The 50-hPa geopotential heights used for our comparison cover the period 1958-
1998. The long-term analyses of the NH are available on a 10o x 10" grid north
of 10'N. At 80'N, the longitude interval is 20'.

The FUB datasets are based on rawinsonde measurements. Rawinsonde obser-
vations were first made for weather forecasting. The instrument, however, was
not designed to operate in a way that guarantees a homogeneous climate record.
Sources of inhomogeneities are changes in both calibration and characteristics
of the sondes. Studies show that these problems strongly affect moisture mea-
surements (Trenberth, 1995). In addition, the data quality differs for individual
measurements and primary analyses. In the past, the latter had a strong sub-
jective factor. Today, the primary analyses are carried out more objectively by
computer programs. A major change affecting all analyses of geopotential height
was the change in the value of acceleration due to gravity used in 1990 (Trenberth,
1ee5).

retrieve program
changed by NESDIS

no satellite data
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3 Reliability of Statistical Results using NCEP Reanalyses

NMC Operational Analyses

We have used the NMC 500-hPa geopotential heights based on operational anal-
yses from 1958 to 1998. The dataset is availablel on a 5' x 5'-grid north of 20"N.
We call the dataset NMC operat'ional analgses. This dataset may be affected
by modification of both the data assimilation system and the weather prediction
model.

3.3 Effects of the Lack of Observational Data

SH Temperatures of the Lower Stratosphere Before 1978

A long-term independent hemispheric scale dataset of stratospheric temperatures
is not available for the SH because the coverage rawinsonde station in the SH was
very small. Thus, an assessment of the usefulness of the NCEP temperature data
is more difficult. Angell (1986) published annual mean temperature trends of the
lower SH stratosphere covering the period 1965-1985 on the basis of rawinsonde
data from a few stations. The temperatures were derived from the 100-50-hPa
layer thickness. A significant SH-mean temperature change of -0.37 K per decade
(K/dec) in the lower stratosphere was found. The magnitude of this decrease is
larger than 0.5Kf dec both in the tropics and at 75'S.

We calculated the annual means of the 100-50-hPa layer thickness using the
NCEP dataset. The corresponding layer-mean temperatures are area-averaged
over the SH extratropics (south of 30'S). In contrast to the results of Angell
(1986), we found that neither the annual mean temperature of the SH extratropics
(Figure 3.4a) nor the temperature at 75'S (Figure 3.4c) show a negative trend
in the lower stratosphere during the period 1965-1985. We conclude that the
NCEP SH stratospheric data for the period before the incorporation of satellite
data (1949*1973) should not be included in climate change studies.

NH Temperatures of the Lower Stratosphere Before the IGY

We found a significant cooling in the extra-tropical lower stratosphere of the NH
for the period 1958-1999 (Figure 3.4b). This change in the NCEP data agrees
very well with the results of trend studies using rawinsonde data (Angell, 1986;
Graf et al., 1998). It is impossible to validate the increase in extratropical mean
temperature of the lower stratosphere for the period 1949-1958 shown by the
NCEP data. This short-term increase in contradiction to the long-term decrease

?o
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3.4. 50-hPa Geopotential Heights

starting in the IGY, may be spurious for the following reason. Atmospheric
GCMs tend to have a polar coid bias at lower stratospheric levels. When the
spatial coverage of rawinsonde data is poor or observations of the stratosphere
do not exist at all, the temperature will be close to this characteristic cold model
state. The assimilation of hemispheric scale temperature and wind distribution
given by the rawinsonde network since the IGY appears as a shift of stratospheric
temperatures in the reanalyses towards more realistic (warmer) values. Therefore,
we do not recommend the use of stratospheric data from the NCEP dataset before
the IGY for climate change studies.
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Figure 3.4.
(a) Mean temperature of the 100-50-hPa
layer, averaged over the SH extratropical
region (south of 30'S).
(b) Same as (a), but for the NH extrat-
ropical region (north of 30'N).
(c) Same as (a), but for the zonal mean
at 75'S.

3.4 50-hPa Geopotential Heights

The spurious temperature change in the NCEP dataset described in Section 3.1
aiso affects the NH geopotential height data in the lower stratosphere. We in-
vestigated to what extent the zonal mean 50-hPa geopotential heights are in-
fluenced. The panels in Figure 3.5 show this parameter from the NCEP and
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3 Reliability of Statistical Results using NCEP Reanalyses

FUB datasets at different latitudes both for winter (Omz, left panels) and sum-
mer means (JJA3, right panels). For winter means, the correlation between the
time series of the two datasets increases with increasing latitudes. At low lati-
tudes, the zonal mean geopotential heights from the NCEP reanalyses are lower
(higher) before (after) 1977 than these from the FUB dataset. At high latitudes,
the interannual variability in both datasets, which strongly dominates long-term
temporal behavior, agrees very well. During the entire period, the values of the
zonal mean 50-hPa heights at 80'N in the FUB dataset are somewhat smaller
than the NCEP values. In contrast for the summer-mean data, this parameter
is, in general, higher in the FUB than in the NCEP analyses.

The differences described between the temporal behavior of the zonalmean geopo-
tential heights in the two datasets are related to differences in the results of linear
trend analyses. This is illustrated in Figures 3.6 which shows monthly mean lin-
ear trends of the 4O-year period 1958-1998. Shading indicates where the trends
are significant to at least at the 95% level. It is obvious that the region of sta-
tistically significant trends is larger in the NCEP analyses (Figures 3.6b) than in
the FUB analyses (Figures 3.6a). At lower latitudes, the NCEP data show an
increase for all months of the year. In the FUB dataset, this increase is limited
to the cold-season months. This difference between both datasets corresponds to
the spurious temperature changes in the lower tropical stratosphere discussed in
Section 3.1.

During winter and summer, both datasets show a significant decrease in the
heights at higher latitudes (north of 60'N). Figure 3.6 reveals that the decrease
is larger in the NCEP reanalyses than in the FUB analyses. It also apparent that
the significant decrease at mid-latitudes from April to September only appears
in the NCEP dataset.

We conciude that the 50-hPa geopotential heights in the NCEP reanalyses do
not correctly reflect observed changes in NH stratospheric circulation. For the
cold season, height data north of 40 "N and, for summer, data north of 60'N are
recommended for trend studies of the recent four decades.

3.5 Leading Coupled Modes of Variability

A principal goal of this thesis is to study the coupled modes of variability of tro-
pospheric and stratospheric circulation in the NH and their interdecadal change.
We will now evaluate to what extent these hemispheric scale modes of variability
are affected by the inhomogeneities in the NCEP reanalyses. To do this, two

zDiF: average over the months December, Jamrary, February
3JJÃ: average over the months June, July,August
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Figure 3.6. Monthly long-term linear trends (1958-1998) of zonally averaged
50-hPa geopotential heights, determined for (a) the FUB dataset and (b) the
NCEP dataset. The shading indicates where the local trends are significant at
least at the 95% level.

different datasets, the NCEP reanalyses and the combined FUB/NMC dataset
were compared. SVD analysis was applied to isolate the coupled modes in the 50-
and 500-hPa geopotential height fields. In particular, the correlation coefficients
between the temporal expansion coefficients of the first mode of both datasets
were calculated to compare their temporal behavior. The same is done for the
second coupled mode. We studied the cold-season months November to April,
and both winter (DJF) and summer (JJÃ) means. The physical interpretation
of the coupled modes can be found in Chapter 7.

To study the cold-sea"son months November to April, the data was preprocessed
by removing the mean seasonal cycle and weighting the grid point data with the
square root of the cosine of the latitude. In order to isolate a possibly strong effect
of the spurious change at low latitudes, we analyzed the regions from 20o, 30' and
40'N northwards, individually. Table 3.1 indicates that the correlation coefficients
for the expansion coefficients of both the 50- and the 500-hPa geopotential heights
are very heigh. The largest agreement is found for the region north of 30'N. The
correlation coefficients for both levels of the first two coupled modes amounts to
0.99.

We also calculated correlation coefficients for each month separately. From the
temporal expansion coefficients, we created sets for each months (November to
April) and calculated the correlation coefficients for the individual sets. This
analysis allows as to examine whether the high similarity of the time series as

shown in Table 3.1 results from the seasonal cycle of variability. Figure 3.7
confirms the high agreement between the temporal expansion coefficients of the
first coupled variability mode for both the north-of-20'N and the north-of-30'N
analyses. The correlation coefficients are 0.99 for the most months and never
smaller than 0.98. For the second coupled mode, the highest agreement between
the two datasets can be found for the region north of 30"N.
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3.5. Leading Coupled Modes of Variability

Table 3.1. Correlation coefficients between the expansion coefficients of the cou-
pled modes in the FUB analyses and the NCEP reanalyses. SVD analyses was
applied to isolate the coupled modes in the 50- and 500-hPa geopotential height
fields of the cold-season months for the NH regions northwards of 20oN, 30oN,
and 40"N).

lst Mode 2nd Mode

23'ry(a) 30'N 40'N 20'N 30"N 40"N

50 hPa

500 hPa

0.99

0.99

0.99

0.99

0.98

0.99

0.99

0.99

0.95

0.96

0.99

0.94

(") 20"N, 30"N and 40"N stancls for north-of-20"N,
north-of-30oN ancl north-of-40oN analyses, respectively.

In the case of winter mean geopotential heights only the first coupled mode
is important (Baldwin et al., 1994). The correlation coefficients between the
temporal expansion coefficients of both datasets are larger than 0.99 for both the
50- and 500-hPa level and each of the three regions. The relationships are smaller
during summer than during winter. For instance, the correlation coefficients for
the first coupled mode of the north-of-30oN analyses are 0.92 (50-hPa level) and
0.89 (500-hPa level).

These analyses show that SVD-filtered time series of the cold-season NH 50- and
500-hPa geopotential heights in the NCEP reanalyses are insensitive to inhomo-
geneities due to modifications in the databases incorporated into the reanalyses.
During winter, these time series reflect the dynamical coupling of stratosphere
and troposphere. Due to this coupling which is a hemispheric-scale feature, the
variability in the stratosphere is strongly related to the tropospheric circulation.
Hence, changes in the database have a relatively small influence on the strato-
sphere in the reanalyses, providing the GCM used for the reanalyses is able to
reproduce the dynamicai coupling between the troposphere and stratosphere in
the right way. During summer, radiative processes in the stratosphere itself dom-
inate the variability of the climate variables in this layer, since the dynamical
cor-ipling of troposphere and stratosphere is not an important process in this sea-

son. Therefore, inhomogeneities in the stratospheric database more affect the
SVD-filtered time series in summer than in winter.

SVD-filtered time series increase the reliability of trend analyses not only in the
stratosphere but also in the mid-troposphere time series because the tropospheric
data at lower latitudes may also be affected by the changes in the observations
used for the reanalyses.

The previous analyses reveal that datasets of tropospheric and stratospheric
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Figure 3.7. Correlation coemcients between the expansion coefficients of the
NCEP dataset and the FUB/NMC dataset. a) lst SVD mode, and b) 2nd SVD
mode determined between the 50- and 500-hPa geopotential height fields for the
NH regions north of 20'N, 30'N and 40'N.

geopotential heights in the cold-season months filtered by SVD analysis can be
used for studying interdecadal climate change.

3.6 Summary

We cannot expected to have a dataset which perfectly reflects the real temporal
behavior of global-scale tropospheric and stratospheric circulation for the last
four decades. The most comprehensive information is available for the NH where
a large number of long-term rawinsonde records over the continental areas exists.
Reanalysis projects are designed to study climate variability and climate change.
The NCEP reanalyses, however, exhibit inhomogeneities because of the changing
datasets incorporated during the 50 year period. This makes the use of this data
for studying climate change more difficult.

We investigated whether SH stratospheric data before the incorporation of satel-
lite data, and NH data before the IGY can be considered for trend calculations.
We also studied the reliability of trend analysis results of the zonal mean geopo-
tential heights at the 50-hPa level in more detail. We concluded that the NCEP
reanalyses of stratospheric geopotential heights and temperature data in the SH
and in the NH lower latitudes should not be used for long-term climate change
studies. In contrast, mid- and high latitude data in the boreal winter and high
latitude data in the boreal summer are reliable for the statistical analysis of cli-
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3.6. Summary

mate trends. Such analysis should only include stratospheric data from the period
after the IGY.

We studied the coupled modes of NH tropospheric and stratospheric circula-
tion. SVD anal¡rsis was applied to isolate the coupled modes in NH 50- and
500-hPa geopotential height fields. The temporal expansion coefficients of the
first two modes of the NCEP and an independent dataset (FUB/NMC), stud-
ied for cold-season months, have shown strong agreement. During winter, the
SVD-filtered time series of the NH 50- and 500-hPa geopotential heights in the
NCEP reanalyses are less sensitive to inhomogeneities than during summer. We
have recommended the SVD-filtered time series of 50- and 500-hPa geopotential
heights for stud¡'ing climate change in the cold-season months.
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Chapter 4

The Variability of the Horízontal
Circulation in the Troposphere and
Stratosphere

4.t Introduction

Wave motions in the stratosphere are primarily produced and maintained by the
vertical propagation of planetary wave disturbances generated in the troposphere
(for a review, see Hartmann, 1985). The atmospheric flow in the troposphere
shows a broad spectrum of Rossby modes, including synoptic scale waves, whereas
the atmospheric flow in the stratosphere is dominated by ultra-long planetary
waves. The reason for this difference is that the stratospheric zonal wind distri-
bution has a strong filtering effect on tropospheric disturbances as indicated by
the Charney-Drazin Theorem (Section 2.2.2, Equation 2.34). As a consequence,

the space-time variability of the horizontal circulation differs strongly between
the troposphere and stratosphere.

We applied various approaches in order to illustrate the differences between the
variability of the horizontal circulation in the NH troposphere and stratosphere:
Spatial degrees of freedom (dof) on different time scales were derived, EOF anal-
ysis was performed to geopotential height fields for cold-season months November
to April, and features of the spatial and temporal variability of the winterly zonal
mean zonal wind were studied by applying recurrence and persistence analyses.
NCEP reanalyses of the 50- and 500-hPa geopotential heights of the period from
1958 to 1999 were used.

The number of. dof is a parameter for describing the dimensionality of a dynam-
ical system, such as the atmosphere, or for defining the number of independent
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4.2. Spatial Degrees of Freedom of the Atmospheric Flow

variables in a dataset. Numerous studies exist using different approaches for giv-
ing estimates of the dof of the NH tropospheric circulation (e.g., Fraedrich et al.,
1995; Toth, 1995; Wang and Shen, 1999). Dof of the horizontal circulation in
the lower stratosphere have not been investigated so far. Here, we will compare
the spatial dof of the NH 50- and 500-hPa geopotential heights on different time
scales both for the summer and winter season (Section 4.2).

The spatial structure of the leading EOFs in the NH 50-hPa geopotential height
fields is similar to spherical harmonics (Wallace et al., 1995; Perlwitz and Graf,
1995). The leading EOFs of the 500-hPa geopotential heights exhibit more
complex hemispheric-scale structures (e.g., Wallace and Gutzler, 1981). Thomp-
son and Waliace (1998) defined the the first EOF of cold season monthly-mean
1000-hPa geopotential anomalies as Arctic Oscillation. The authors emphasized
that the regression patterns based on the AO-index exhibit a distinct signa-
ture in the geopotential height fields marked by a zonally symmetric, equivalent
barotropic structure that amplifies by a factor of 5 from the surface to the iower
stratosphere. Here, we have applied EOF analysis to the geopotential heights
at the 50- and 500-hPa levels in order to illustrate differences between the spa-
tial variability of the atmospheric circulation in both atmospheric layers in more
detail (Section 4.3).

Regime-like behaviour of atmospheric flow is manifested by the recurrence or
persistence of flow patterns (Wallace et al., 1991; Dole and Gordon, 1983). Here,
both features of the zonal mean zonal wind ¿ were studied to emphasize differ-
ences between the time-space anomaly structures of u at the 50- and 500-hPa
level in the winter season (Section 4.4).

2 Spatial Degrees of Fbeedom of the Atmospheric
Flow

We used the simplified method of Fraedrich et al. (1995) to illustrate the difference
in complexity of horizontal circulation between troposphere and stratosphere.
With this method, the squared distance from the climatological mean is analyzed.
The estimate is based on a linear approach, because spatial patterns are described
in terms of EOFs. The spatial dof are estimated by comparing the variance of
the theoretical standardized chi-squared distribution with the sum of the squared
eigenvalues of a spatial correlation matrix:
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4 Variability of the Horizontal Circulation in the Troposphere and Stratosphere

Table 4.1. Estimates of spatial degrees of freedom @of) of NH (north of 30"N)
mid-tropospheric and lower stratospheric flow using the method of Fraedrich et al.
(1ee5)

daily
DJF JJA

daily (low-pass)

DJF JJA
monthly

DJF JJA
Z-50hPa

Z-500 hPa

94
29 46 2l 36

52
13 19

8 3

where l/ is the number of grid-points and À¡ is eigenvalue of the correlation
matrix.

Our estimates of the spatial dof of the NH stratospheric and tropospheric flow
are based on grid-point data of the 50- and 500-hPa geopotential heights north
of 30'N. We analyzed daily data, lowpass (>l0-days) filtered daity datal and
monthly means. Before applying trOF analysis, the data was transformed from
the regular grid to an equal-area grid in order to avoid an overestimate of the
variability at high latitudes.

Table 4.1 shows the dof calculated for both the summer (JJA) and winter (DJF)
seasons. The tropospheric dof correspond to published results. For example,
Wallace et al. (1991) determined 20 dof for the NH lowpass filtered daily 500-hPa
geopotential heights. In agreement with previous studies, we also found a consid-
erable increase in the dof frorn 29 in winter to 46 in summer. This interseasonal
change in the number of dof indicates that regime-like behavior is less present
during northern summer (\Mallace and Zhang, 1993). During this season, local
processes like convection play a more important role than in winter when the
tropospheric flow is dominated by large scale dynamics.

Comparing troposphere with stratosphere, we found that the stratospheric flow is
characterized by a considerably smaller number of spatial dof . The reason is that
only ultra-long planetary scale motions can be observed in the stratosphere. The
fnrther reduction of the dof is relatively smaller in the stratosphere, when low-
pass filtered variability or monthly averaged fields are studied, because synoptic-
scale Rossby waves are strongly trapped in the troposphere. In addition, the
troposphere and stratosphere exhibit different interseasonal behavior. In the
stratosphere, the number of dof of daily variability decreases from 9 in winter to
4 in summer. The reason for this decrease is that the dynamical coupling between
troposphere and stratosphere is very weak during summer.

lThe lowpass filtered daily data were determined on the basis of the 21-point filter by
Blackmon an<l Lau (1980).
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4.3. Leading EOFs of Cold Season \Minter Months

4.3 Leading EOFs of Cold Season \Minter Months

We derived the leading EOFs of the 50- and 500-hPa geopotential heights of the
cold season to illustrate differences between the variability structures of tropo-
spheric and stratospheric circulation. The monthly means from November to
Aprii were analyzed. During this time of the year, on average, the zonal mean
zonal wind at the 50-hPa level is westerly, and one standard deviation (a) of
monthly interannual variability in mid-latitude exceeds 2.5ms-1 (Figure 4.1).
Before applying EOF analysis, the seasonal cycle and the long-term trends for
each month were removed from the time series.
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Figure 4.L. a) Long-term monthly mean and (b) monthly standard deviation of
the zonal mean zonal wind at 50-hPa in [m/s]. Negative values in (a) are shaded.

The spectra of the first 10 eigenvalues of the 50- and 500-hPa heights are shown in
Figure 4.2. The errorbars of the eigenvalues were calculated according to North
et al. (1982) (see Section 2.1.1,, Equation 2.10). These errorbars indicate that the
first three EOFs are well separated in the stratospheric field. In the tropospheric
field, the eigenvalues of the second and third modes are very close. Thus, it is
quite probable that a linear combination of these two EOFs is also an EOF of
this field.

The first three EOFs of the 50- and 500-hPa fields are displayed in Figures 4.3
ard 4.4. The fraction of total variance explained by the individual EOFs is given
at the right upper corner of each EOF map. A principal reason for the difference
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Figure 4.2. Eigenvalues and errorbars for the first 10 EOFs of the a) 50-hPa
and b) 500-hPa geopotential height fields. The errorbars of the eigenvalues were

calculated according to North et al. (1982).

in dimensionality of the horizontal flow in the troposphere and stratosphere, as

discussed in the previous section, becomes clear. At the stratospheric level, the
leading EOF of the geopotential height field already describes a large fraction
(about 50%) of the total variance. The first three EOFs taken together account
for more than 74% of the total variance. The eigenvalue spectra of the 500-hPa
geopotential height field exhibit a slowly and more continuous drop (Figure 4.2b).
To explain 75% of the total variance, the first 10 EOFs have to be considered.

The EOFs of the 50-hPa field clearly assume the form of spherical harmonics
because of the strongly reduced influence of longitudinal asymmetries in the lower
boundary conditions (North, 1975; Wallace et al., 1995). The leading EOF of
the stratospheric geopotential height field shows a circumpolar pressure seesaw

between high and subpolar latitudes (Figures 4.3a). Thus, this EOF describes
the variation in the strength of the polar winter vortex. Both the second and
third mode of the 50-hPa height field have the structure of a spherical wave of
Z\ /N 1 (Figures 4.3b and 4.3c). The phase of the third EOF is shifted with
respect to the phase of the second one by 90o of zonal direction. The next two
higher modes (not shown) exhibit the structure of spherical waves of ZWN 2.

These two higher modes contribute significantly to the total variability, not on
the basis of monthly means, but on the daily time scale.

In contrast, the EOFs of the 500-hPa geopotential height field exhibit more com-
plex, global scale structures by forming of wave trains. The first EOF shows a
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a) b) c)

c)

VAR:50% V AR:1 4% VAR:1 0%

Figure a3. a) First, b) second and c) third EOF of the 50-hPa NH (north
of 30'N) geopotential height field, determined on the basis of monthly means
November to April for the time period 1958/59- 1998199. Negative values are

shaded. The fraction of explained total variance is given in the right upper corner
of the individual maps.

a) VAR:1 6% VAR:1 1 % VAR:1 0%

Figure 4.4. Same as Figure 4.3, but for the 500-hPa geopotential height field.

b)
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4 Variability of the Horizontal Circulation in the Troposphere and Stratosphere

main center over southern Greenland. The mid-latitude centers of action with
opposite sign appear over the North Pacific, the western Atlantic and Central
Europe (Figure a.4a). The second and third EOF (Figures 4.4b and 4.4c) show a

similar wave train-like structure in which the centers of action of the third EOF
appear near the nodelines between the centers of action of the second EOF. The
second EOF is similar to the circulation pattern that corresponds to the cold
ocean urerrn land (COWL) temperature pattern which explains a large fraction
of the temperature change observed during the recent decades (Wallace et al.,
1996). We have shown that the eigenvalue of this EOF is not clearly separated
from the eigenvalue of the third EOF when 246 monthly realizations are used.
However, this pattern is very robust, when reanalysis data for a longer period
(1949-1999) are studied (not shown).

Thompson and Wallace (2000) characterized the AO as an "annular mode" be-
cause of its deep, zonally symmetric structures, with geopotential height pertur-
bations of opposing signs in the polar cap region and in the surrounding zonal ring
centered near 45oN. To study the importance of the variation of the zonal struc-
ture of the first EOFs of the 50- and 500-hPa level in more detail, we determined
the correlation coefficients between the temporal expansion coefficients of these
EOFs and the zonal mean zonal wind at the respective pressure level. The same
was done for the zonal mean meridional component. The results for both the tro-
pospheric and stratospheric field are shown in Figure 4.5. The pattern of the first
stratospheric EOF clearly exhibits an annular mode because this mode is closely
related to variations in the zonal mean zonal wind at mid-latitudes whereas vari-
ations in the meridional component are not relevant. In contrast, the expansion
coefficients of the leading EOF of the tropospheric field are strongly related to
the zonal average of both wind components in mid-latitudes. Therefore, the first
EOF of the 500-hPa geopotential height field cannot be regarded as an annular
mode.

There are not only pronounced differences between the spatial structure of the
first EOFs of the 50- and 500-hPa geopotential heights, but also remarkable
differences between the temporal behaviors of the expansion coefficients of the
respective EOFs. The one-month autocorrelation of the first stratospheric mode
(0.5) is higher than the respective autocorrelation of the first tropospheric mode
(0.3). The significant one-month autocorrelation of the stratospheric index indi-
cates a high persistence of anomalously strong or weak polar vortexes.
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Figure 4.5. a) Correlation between the expansion coefficients of the first EOF
of the 50-hPa geopotential height and both the zonal mean zonal wind and the
zonal mean meridional wind at the same pressure level. b) Same as in (a) but
for the 500-hPa geopotential heights.

4.4 Variability Characteristics of t}r'e Zonal Mean
Zonal \Mind

We have described that on the monthly time scale, the index of the strength
of the stratospheric polar vortex expiains about 50% of the total variability in
the NH 50-hPa geopotential height field. Next, we will discuss in greater detail
whether this feature indicates that the zonal mean winter circulation in the lower
stratosphere is characterized by two preferred states: an anomalously weak or
an anomalously strong polar vortex. We have applied the same methods used to
study the regime-like behavior of low-frequency atmospheric flow (Wallace et al.,
1991; Dole and Gordon, 1983). Regime-like behavior of atmospheric flow is man-
ifested by recurrence or persistence of flow patterns. We studied these features
in the NH zonal mean wind field (a) at the 50- as well as at the 500-hPa pressure
level to demonstrate the differences between the tropospheric and stratospheric
circulation.
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4 Variability of the Horizontal Circulation in the Troposphere and Stratosphere

4.4.L Recurrence of Anomaly Patterns of t}re Zonal Mean
Zonal Wind

Stndying the recurrence of anomaly patterns of u at specific pressure levels, these
patterns actually exhibit one-dimensional arrays. We determined the frequency
distribution of spatial correlation between these anomaly patterns (referred to
as anomalE correlati,on) based on a large number of pairs of the lowpass filtered
arrays of ¿. The analyses were performed for the 50- and 500-hPa field using mid-
winter months (DJF) for the period from December 1958 to February 1999. We
removed the climatological annual cycle before applying the temporal filtering.
From the filtered time series, arrays at 5-day intervals, i.e., a total of 738 arrays
(18 graphs x 41 years) were selected. Following the approach used by Gutzler and
Shukla (1984) and Wallace et al. (1991), we calculated the anomaly correlation
r¿¡ between two graphs u¿ and u¡

l(ao-ann)@¡-û,Ðlrij :

J@=4n (a¡ - ar¡)2

where ue is the spatial mean, the indices ¿ and j identify particular arrays, and
the brackets operator [ ] represents an average over all grid points. Pairs ofgraphs
with large positive anomaly correlation may reflect circulation regimes that recur
relatively frequently within the time period studied. Only half of the 738 x 737
matrix needed to be computed since r¿¡ : rji. The frequency distribution of the
anomaly correlations was determined on the basis of the correlation coefficients
between all graphs excluding those from the same winter.

Figure 4.6 shows the frequency distributions of these anomaly correlations at the
50- and 500-hPa levels. The frequency distribution of a(50-hPa) exhibits a strong
bimodality. The most frequent correlation coefficients occur in the classes from
0.8 to 0.9, and from -0.9 to -0.8. Thus, the variability of z(5O-hPa) has one
preferred latitudinal structure appearing in its two polarities. In contrast, the
corresponding frequency distribution of the 500-hPa field has one broad maximum
region centered between -0.6 and 0.6 where values larger than 15000 occur. This
distribution seems slightly skewed because the number of frequencies is higher in
the classes from -0.9 to -0.4 than in the corresponding classes of positive polarity.

The frequency distributions of u can be understood within the context of the non-
linear paradigm for the description of low-frequency variability (Wallace et al.,
1991, for a review). This non-linear paradigm views the climatological mean as
an arbitrary mathematical construct, which does not need to bear any relation
to the most frequently observed state(s) of the atmosphere. It predicts that
indices of spatial patterns may exhibit highly skewed or even bi- (or multi-) modal
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Figure 4.6. Frequency distribution of the anomaly correlation r¿y between all
possible pairs of lowpass filtered anomaly graphs of u, excluding those from the
same winter. a) u5¡, and b) ,uoo.

frequency distributions. The bimodal distribution of the anomaly correlations
of the zonal mean wind in the stratosphere exhibits such non-linear behavior.
The two patterns, which belong to the maxima, exhibit an anomalously strong
and weak polar winter vortex with maximum anomalies between 55o and 75'N.
The variations of u, which very strongly smoothed the longitudinal structures of
circulation, are in-sufficient for the understanding of tropospheric climate regimes.

To put stress on the anomaly strength, we also calculated the frequency distri-
bution of the spati,al couariance between pairs of arrays. \Me found that strong
bimodality in d(50-hPa) is only a feature of the anomaly correlation, i.e., it does
not result from the strength of the anomaly, but rather clearly reflects structural
effects.

4.4.2 Persistence of the Leading EOF of the Zonal Mean
Zonal Wind

The previous analysis has not given any information about the persistence of a
specific structure that very often appears in its two polarities (anomalously strong
and anomalously weak polar night vortex). The high one-month autocorrelation
of the leading EOF of NH 50-hPa geopotential height has already indicated a
persistent anomalously strong or weak polar vortex. We studied this behavior in
more detail on the basis of 10-day lowpass filtered time series of ¿. We determined
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Figure 4.7. First EOF of zonal mean zonal wind during winter, determined on
the basis of lowpass filtered daily data. a) 50-hPa level, b) 500-hPa level.

the leading EOF of u aT, the 50-hPa pressure level and, for comparison, also at
the 500-hPa level for the winter months (December to February). Again, the
climatological annual cycle 'was removed before applying EOF analysis and the
EOFs were derived on the basis of the covariance matrix.

The first EOF of u at both the 50- and 500-hPa level are shown in Figure 4.7. The
corresponding explained fractions of total variance are 7I% and 4l%, respectively.
As expected, the stratospheric EOF describes the variation of the strength of the
stratospheric polar winter vortex, with a maximum variation near 65oN. The
leading EOF of the 500-hPa level, which has an extremum near 75oN and an
extremum of opposite sign near 50oN, describes the shift of the mid-tropospheric
zonal mean wind maximum.

We determined the positive and negative persistence of these two patterns by
using the standardized temporal expansion coefficients, i.e. the mean value and
the standard deviatio" (") are equal to zero and one, respectively. Anomalies
larger than the absolute value of 0.5a are defined as releuant anomalies. We
studied the duration (e.g., longer than 10 days) of relevant positive and negative
anomalies. These events, determined for each 90-day period of the 41 years
considered, were counted for specific durations. The total number was normalized
to a lO-year period. We found that the distributions of the events for positive
and negative anomalies were very similar. The sum total of events is shown in
Figure 4.8. It can be seen that the tropospheric index drops faster with increasing
duration than the stratospheric index. A persistence of 40 days or more of relevant
anomalies (>0.5ø or ( -0.5ø), which have the pattern of the leading EOF, is
not observable in the troposphere, but is seen about 3 times within 10 years in
the lower stratosphere.

The remarkable persistence of an anomalously strong or weak stratospheric po-
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Figure 4.8. Number of the total sum of events for persistent positive and neg-
ative anomalies (>0.5ø or ( -0.5ø), which have the structure of the leading
EOF of u as function of a minimum duration, exceeded. The distributions are
normalized to 10 years. The distributions for the first mode of u (north of 30'N)
at the 50- and 500-hPa level are shown.

lar vortex results from a positive feedback mechanism that exists between wave
forcing of the zonal mean flow and the refraction of waves by the mean flow.
The propagation of wave energy into the polar stratosphere, which occrlrs in con-
junction with weaker lower stratospheric winds, results in stronger rilave forcing
of the mean winds in the stratosphere. The wave drag tends to maintain the
weak winds and, therefore, a warm polar stratosphere, that allows a continuous
strong propagation of waves into the stratosphere. On the other hand, strong
lower stratospheric winds shield the polar stratosphere from wave activity and
allow it to more nearly approach the radiative equilibrium state. Thus, due to
the positive feedback mechanism of wave-mean flow interaction, an anomalously
weak or strong polar stratospheric vortex, caused by external forcing or internal
variability, is maintained for a longer period. However, Figure 4.8a also indicates
that the effect of such positive feedback mechanisms is limited. For instance,
sudden warmings resulting from anomalous tropospheric conditions destroy the
cold, anomalously strong polar vortex. The persistence of an anomalously weak
vortex requires a continuous influx of wave activity from the troposphere which
is not given in all instances.
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4.5 Summary and Conclusions

To illustrate differences in the variability of the horizontal circulation in the mid-
troposphere and stratosphere, various approaches were applied like estimating
the spatial dof , EOF analysis, persistence and recllrrence analyses.

We have elucidated that a striking feature of the stratospheric circulation is its
apparent structural simplicity, when compared to the troposphere. An indication
for the simplicity of stratospheric circulation is the remarkably smaller number
of spatial dof . For 10-day lowpass filtered time series of the NH 50- and 500-hPa
geopotential heights during the winter season (December to February), we have
obtained 2L dof and 8 dof , respectively. This difference is even clearer during
summer, when stratospheric and mid-tropospheric circulation are characterized
by 3 dof and 36 do/, respectively. Thus, a diferent interseasonal behavior re-
garding the spatial dimensionality of both atmospheric layers becomes obvious.

By applying EOF analyses of the 50- and 500-hPa geopotential height fields,
it was illustrated that the number of circulation modes during the cold season
(November to April), which can be well isolated without being obscured by noise,
is three in the lower stratosphere, but only one in the mid-troposphere. The spa-
tial variability of the stratospheric winter circulation can be mainly described
by spherical harmonics, whereas hemispheric-scale EOFs of the mid-tropospheric
fields show complex hemispheric-scale structures by forming of wave trains. How-
ever, it is important to keep in mind that these EOFs alone provide only lim-
ited information about important variability structures which could be explained
physically.

Our analyses indicated that an essential fraction of variability in the stratosphere
during the cold season is characterized by the variation in the strength of the
stratospheric polar vortex. This is the most important mode of the intra- and
interannual variability of the stratospheric winter circulation. Variations in the
strength of the stratospheric polar winter vortex show a high temporal persis-
tence. We also illustrated that the recurrence patterns of z exhibit a bimodal
distribution, describing an anomalously strong and an anomalously weak polar
winter vortex.

The modification of the tropospheric circulation during the cold season due to
increased anthropogenic forcing is closely related to the climate change response
of the near surface temperature. Taking into account that climate changes appear
as a change in the occurrence of modes of natural climate variability (Palmer,
1993, 1999), our main conclusion is as follows: The detection of cold season
climate change should be based on variability modes of the coupled troposphere-
stratospheric circulation because of the strong spatial filtering of the tropospheric
circulation by the stratospheric mean flow. As a consequence of the larger signal
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4.5. Summary and Conclusions

to noise ratio for the stratospheric circulation, the spatially filtered climate change
pattern may be detectable earlier in the stratosphere than in the troposphere.
This climate change pattern, however, may have a different spatial structure in
the troposphere than in the stratosphere.
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Chapter 5

Relationship Between Tropospheric
and Stratospheric \Mave-Like
Disturbances

5.1 Introduction

A principal concept for the description of the mutual dynamical coupling between
troposphere and stratosphere is based on the wave-mean flow interaction (Mat-
suno, 1970). Ultra-long planetary waves, generated by orography and diabatic
heating, propagate into the stratosphere and modify the mean flow by transfer
of heat and momentum. The strength of the stratospheric polar winter vortex
determines the transmission-refraction properties of these vertically propagating
waves, and, thus, modifies the structure of ultra-long tropospheric waves. Find-
ing evidence in observational data for this mutual coupling is relevant to verifying
this theoretical concept. The characteristic features of the coupling are also very
important in validating the capability of atmospheric GCMs to reproduce this
dynamical process.

On the basis of observational data, Randel (1988) studied the coherent behavior
of tropospheric and stratospheric waves by applying the cross-spectral correlation
analysis of Randel (1987) on individual zonal waves L, 2 and 3 in geopotential
height fields. The author used low-pass filtered (>10 days) geopotential grid
data from 1000 up to l-hPa of the winter months December to February. Main
features of the observed vertical propagation of the individual 'waves of ZWN 1

to 3, studied at 51'N, can be summarized as follows:

o The observed time scale of the vertical propagation from the middle tro-
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posphere to middle stratosphere decreases with increasing wave number.
The propagation time is in the order of 4 days for ZWN l, of 2-3 days for
ZWN 2 and of.0-2 days for ZWN 3.

o The maximum coherence, which corresponds to the correlation coefficient,
is higher for waves of ZWN 2 (between 0.4 and 0.6) than for waves with
ZWNland3(<0.4).

o \Maves of Z\MN 1 and ZWN 2 show a westward propagation with increas-
ing height, whereas waves of ZWN 3 are quasi-stationary. The westward
propagation is more pronounced for ZWN 1 than for ZWN 2.

Kaurola (1997) analyzed the vertical propagation characteristics of planetary-
scale waves in a control run of the GCM ECHAM3-T42 and found a good agree-
ment of main features between observational data and the climate model.

Randel's (1988) analyses did not indicate a downward propagation of wave-like
anomalies from the stratosphere into the troposphere. The cross-spectral cor-
relation analysis of Randel (1987) is not a suitable method for identifying the
most important patterns of tropospheric circulation, which exaggerate wave-like
disturbances ofdifferent spatial scale in the stratosphere because the propagation
characteristics were studied on a two-dimensional plane. Cheng and Dunkerton
(1995) used rotated SVD analysis to illustrate the associated patterns of the NH
50- and 500-hPa geopotential height fields, when the time series of the tropo-
sphere lead the stratospheric time series by four days. They determined two
coupled modes, in which the datasets were filtered neither spatially nor tem-
porally. They did not considered that planetary waves are selectively reflected
at supercritical velocities (Charney and Drazin,,1961) and are characterized by
different upward propagation times (Randel, 1988).

Baldwin and Dunkerton (1999) identified a downward propagation of the "AO
signal" during high winter on the basis of 90-day lowpass-filtered data. They
defined the structure of the AO as first EOF of the 3-dimensional geopotential
height field. The very strong filtering applied in their study was necessary for
the sake of identifying the 3-dimensional AO signal. So far, it has not been well
understood which dynamical processes are involved in the downward control or
which regions in the troposphere are significantly affected by modifications in the
strength of the stratospheric polar winter vortex.

The main goal of this chapter is to isolate characteristic features of the verticai
propagation of wave-like disturbances on the basis of observational data. Cor-
responding to our S\ /AN concept, we will examine the following two questions
in more detail: Which disturbances of the tropospheric circulation exaggerate
'waves of ZWN 1 and 2 in the lower stratosphere (Section 5.3)? Is it possible to
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find evidence for a downward propagation of waves from the stratosphere into
the troposphere (Section 5.4)?

5.2 Applied Approaches

CCA was applied as a lag-correlation technique in order to isolate the cou-
pled modes of variability in NH 50- and 500-hPa geopotential height fields, that
characterize the relationship between tropospheric and stratospheric circulation.
The slightly lowpassl filtered (>10 days) time series of the cold-season months
(November to April) were used. We carried out a series of CCAs consisting
ofdifferentanalysesbyvaryingthetimelus(...,-10,-9,...,0,...,9,10,...)
between the time series of the 50 and 500-hPa height fields. In this \ryay, we
determined the time lag at which both fields are maximally correlated. Taking
the stratospheric field as reference level, a time lag of -10 (10) indicates that the
tropospheric (stratospheric) time series leads the stratospheric (tropospheric) by
10 days. With the help of CCA, maximally correlated canonical variables of the
two datasets were isolated. The canonical correlation coefficient, rccA¡ was the
parameter compared between the various analyses at different time lags. This
parameter rsça(lag) is the unambiguous measllre of the maximum correlation
indicating the time lag of maximally related anomaly patterns of the 500- and
50-hPa geopotential height fields (rçça(lag):max). \Me used the sign of the
time lag to draw conclusions about the direction of the relationship between tro-
pospheric and stratospheric circulation described by the respectively associated
anomaly patterns. That is, rsç¡(lag):max at a positive time lag indicates the
influence of the stratospheric circulation on the troposphere and vice versa.

In the NH stratosphere, waves mainly of ZWN 1 and 2 are important. It is
known that they have their origin in the troposphere. Randel (1988) showed that
waves of ZWN 1 and 2 are able to propagate into the stratosphere. We studied the
modes of tropospheric circulation which exaggerated waves of ZWN 1 and 2 in the
stratosphere. For this analysis we used the stratospheric geopotential height field
recomposed by waves of ZWN 1 as described in Section 2.2.2 (trquation2.47) and
the original (not spatially filtered by Fourier harmonics) 500-hPa heights. The
same analysis series was carried out for the recomposed ZWN 2 field of 50-hPa
heights. For the investigation of downward propagation of spherical wave-like
anomalies, additionally, the tropospheric field was spatially filtered by harmonic
analysis.

We analyzed the cold-season months November to April. For each cold season,
the time series of the stratospheric field were fixed. They start on November 16th

lThe lowpass filtered daily data were cleterrnined on the basis of the 21-point filter by
Blackmon and Lau (1980).
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and end on April 14th which means 150 realizations of low-pass filtered (>10 days)
data. The tropospheric 15O-day time series for each season were temporally lagged
relative to the fixed stratospheric time series from -15 to 15 days. For instance,
at a lag of -15 (15) days, the tropospheric time series start on November lst
(December lst). The mean seasonal cycles were removed and the grid-point time
series were weighted with the square root of the cosine of the latitude prior to
the analyses.

5.3 Tropospheric Circulation Modes and Strato-
spheric \Mave-like Disturbances

The zonal mean flow in the stratosphere is mainly disturbed by waves of ZWN 1

and2, with waves of ZWN t having a larger amplitude than waves of ZWN 2. The
maximum standard deviations of the amplitudes at the 50-hPa level in the NH,
determined on the basis of daily data, amount to 150 and 100 gpm for ZWN 1 and
ZWN 2, respectively. The total variability of the 50-hPa height fields (north of
30'N) recomposed by these single waves, can be almost completely (about 90%)
described by two EOFs.

The two leading EOFs of the ZWN 1 field have approximately the same structure
as the second and third EOF derived for the cold-season monthly means (Fig-
ure 4.3b and 4.3c). The first EOF of the ZWN 1 field accounts for 56% of total
variance. The two centers of action of this EOF are located between 50' and
80'N with one center over North America (80"-120'W) and the other one over
Eurasia (60'-100'E). The temporal variability of this mode is very important
for the understanding the variability of the stratospheric circulation over North
America, because more than 60% of the total (not spatially filtered) variability
of the 50-hPa height time series is explained by this mode over that region. This
fraction is considerably smaller for the second (Eurasian) center of action of the
first EOF. About 35% of the original variability over Eurasia can be locally ex-
plained by waves of ZWN 1. The positions of the two mid-latitude centers of
the second mode are shifted in zonal direction by 90' owing to the constraint of
spatial orthogonality of higher EOF modes.

The first EOF of the spherical ZWN 1 field explains more variability (56%) than
the second EOF (33%). In general, both trOFs are necessary to describe the
real phase and amplitude of this zonal wave at a specific realization in time. We
examined in more detail whether the much larger fraction of variability is an
indication of temporal or spatial stationarity in the ZWN 1 field. In order to
study spatial stationarity, the frequency distribution of the phases of ZWN 1 at
60oN was determined (Figure 5.1a). We calculated this phase for each realization
in time of our cold-season sample and counted how often the phase occurs in
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Figure 5.1.
(a) Frequency distribution of the phase of ZWN 1 of 50-hPa geopotential heights
at 60'N. Longitudinal S0'-intervals were used for counting. The phase describes
the longitude of the maxima.
(b) Number of events per 10 years (cold seasons) with a duration ) 15 days
of positive and negative anomalies (larger than an absolute value of 75 gpm) of
waves of ZWN 1 at the 50 hPa level.

longitudinal intervals of 30". The frequency distribution (Figure 5.la) has two
maximum regions which have a longitudinal distance of about 180' and clearly
correspond to the two centers of action of the first EOF.

Temporal stationarity was studied by determining the local persistence of posi-
tive and negative wave anomalies (Do1e and Gordon, 1983). At each grid point
north of 30'N, we calculated the duration of positive and negative anomalies of
ZWN 1 larger than an absolute value of 75 gpm. This value represents 50% of the
standard deviation of the amplitude of this wave at mid-latitudes. Figure 5.1b
shows how often, within 10 cold seasons, the duration of positive and negative
anomalies exceeds 15 days. This pattern also corresponds to the structure of the
leading EOF of the ZWN 1 field because most persistent anomaly events can be

observed at the longitudes of the two centers of action of this EOF.

The first two EOFs of the 50-hPa ZWN 2 freld explain 51 and 39% of total
variance, respectively. Similar to the stationary behavior of waves of ZWN 1, the
spatial pattern of the first EOF corresponds to the structure of the frequency
distribution of the phase of waves of ZWN 2 between 60' and 80'N (not shown).
The first maximum of the phase can be found at about 0'8.

The CCA series, described in the next two subsections, were carried out in the
phase space of the first two EOFs of the recomposed stratospheric wave field and
of the first 10 EOFs of the total 500-hPa geopotential height field. In the latter,

800

600

400

200

oc
(¡)
fuo

58



5.3. Tropospheric Circulation Modes and Stratospheric Wave-like Disturbances

Ga 1st Mode
O{ 2nd Mode

0.70

0.65

¿ 0.60
'3 o.ssç
þ o.so

! o.+s
o
E 0.40

$ o.ss
oo 0.30

0.25

0.20

0.15

Figure 5.2. Canonical correlation co-

efficients (rs¿¡(lag)) of the CCA series

using the 500-hPa height field and the
recomposed ZWN t height field at the
50-hPa level. A positive time lag indi-
cates that the time series of the strato-
spheric field leads the time series of the
tropospheric field and vice versa.

time lag ldays]

64% of total variance is explained by the first 10 EOFs. We found that the results
are also robust even though a larger number of EOFs of the tropospheric field is
considered.

5.3.1 Stratospheric \Maves of Z\MN 1

Two coupled modes can be isolated when CCA is applied in the phase space of
the first two and the first ten EOFs of the stratospheric and tropospheric fields,
in which the temporal expansion coefficients of the second coupled mode are
ambignously determined by the first mode. The values of rsç¡ from the time lag
of -10 to 10 days are illustrated in Figure 5.2. For both modes, the maximum
values of. rçç¡ are clearly shifted towards the region of negative time lags. The
graph of rçs¿ of the first coupled mode exhibits a pronounced increase from 0.47
at lag 0 to 0.59 at a time lag of -5 to -6 days. The increase for the second mode
is not as strong: rss¡(lag) amounts to 0.43 and 0.48 at a time lag of 0 and about

-3 days, respectively.

The graph of. rçsa(lag) indicates the expected influence of mid-tropospheric cir-
culation on the structure of waves of ZWN 1 in the lower stratosphere. Figure 5.3
displays the associated regression and correlation maps of the first coupled mode
of the '-5 days-lag CCA'. We regressed the standardized temporal expansion co-
efficients of the tropospheric canonical pattern onto the original time series of
both the 500- and 50-hPa heights of the NH (north of 20'N). Thus, the regres-
sion coefficients represent the typical amplitude in [gpm] corresponding to the
anomalies of one standard deviation of the index time series. The shading illus-
trates the squared correlation coefficients (in [%]) between the respective time
series, which is a measure for the locally explained variance. Figure 5.3a exhibits
the structure of a wave train covering the North America/North Pacific region.
One center of action is located over Alaska, two anomaly centers of opposite sign
are situated over North America between 50'and 70'N and near Hawaii. This
wave train-like pattern at the 500-hPa level is most strongly linked to a ZWN 1

-10-8 -6 -4 -2 0 2 4 6 I 10
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5 Relationship Between Tropospheric and Stratospheric Wave-Like Disturbances

anomaly pattern in the lower stratosphere (Figure 5.3b) about 5 days later. The
structure of the stratosphere is very similar to the first EOF of this field and
results from the stationary behavior of the wave of ZWN 1 in the stratosphere.
With the temporal expansion coefficient of the 500-hPa field more than 25% of
the local variabilit¡r of waves of ZWN 1 at the 50-hPa level can be explained in
the two centers of action over North America and Eurasia. Over North America,
even more t'han 25% of the original (spatially unfiltered) variability of 50-hPa
geopotential heights is explained by the tropospheric expansion coefficient of the
500-hPa anomaly pattern (Figure 5.3a).

This result of the CCA series reveals that the stationary feature of waves of
ZWN 1 in the stratosphere is affected to a large degree by a tropospheric mode
of variability, characterized by a wave train-like pattern over the North Amer-
ica/North Pacific region. The propagation time of this anomaly structure from
the 500- to the 50-hPa level amounts to 5 - 6 days. By comparing the associated
patterns (Figure 5.3) a strong equivalent-barotropic increase in the anomalies
over North America from the 500- to the 50-hPa level is apparent. The spatial
structure of the coupled variability mode is very similar to the second coupled
mode determined by Cheng and Dunkerton (1995). They applied rotated SVD
to unfiltered daily data of the winter season (December to February), in which
the tropospheric time series leads the stratosphere by 4 days. The stratospheric
pattern also has a large similarity to the second coupled mode determined by
Perlwitz and Graf (1995) and Kodera et al. (1996). They used monthly and sea-
sonal mean data, respectively. Both studies showed that on the interannual time
scale, this mode is closely related to the SST in the tropical Pacific.

5.3.2 Stratospheric \Maves of ZWN 2

The graphs of rss¿ of the two coupled modes in the stratospheric ZWN 2 field
and the 500-hPa height field are given in Figure 5.4. Again the maxima are
shifted towards negative time lags. The first mode shows a maximum value of
0.71, when the tropospheric field ieads by 2 days.

The associated anomaly patterns of the first coupled mode of the '-2days-lag
CCA' are shown in Figure 5.5. These patterns describe a wave of ZWN 2 in the
mid-troposphere as well as in the lower stratosphere. The phase of the 50-hPa
ZWN 2 pattern exhibits a small westward shift of about 20 degrees relative to
the 500-hPa pattern. This indicates the upward propagation of the energy of this
zonal wave (Section 2.2.2). Figure 5.5b clearly corresponds to the leading EOF
of the ZWN 2 field in the lower stratosphere. Thus, quasi-stationary waves with
ZWN 2 remain nearly intact when propagating into the stratosphere.
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Figure 5.3. Maps of regression coefficients (isolines, [Sp-]) and squared correla-
tion coefficients (shading, [%]) for the first coupled mode of the '-5 day-lag-CCA'
in which the ZWN 1 field at the 50-hPa height was used: The time series of the
total both (a) 500- and (b) 50-hPa geopotential heights of the NH (north of
20"N) were regressed onto the standardized temporal expansion coefficient of the
500-hPa canonical pattern. The shading indicates where the locally explained
variance exceeds 9, 16 and 26%. The arrow shows the direction of the relation-
ship.

5.4 Downward Propagation of
Stratospheric \Maves

The previous analyses have elucidated the existence of a strong influence of the
tropospheric circulation on the structure of wave-like disturbances of ZWN 1 and
2 in the lower stratosphere. Theoretical studies (e.g., Matsuno, 1970), as well
as sensitivity experiments with GCMs (e.g., Kodera et al., 1996), indicate that
in case of an anomalously strong polar winter vortex, planetary wave energy is
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Figure 5.4. Canonical correlation co-

efficients (rss¿(lag)) of the CCA series

using the 500-hPa height field and the
recomposed Z\MN 2 height field at the
50-hPa level. A positive time lag indi-
cates that the time series of the strato-
spheric field leads the time series of the
tropospheric field and vice versa.
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Figure 5.5. Maps of regression coefficients (isolines, [Sp*]) and squared correla-
tion coefficients (shading, [%]) for the first coupled mode of the '-2 day-lag-CCA'
in which the ZWN 2 field at the 50-hPa height was used: The time series of the
total both (a) 500- and (b) 50-hPa geopotential heights of the NH (north of
20'N) were regressed onto the standardized temporal expansion coefficient of the
500-hPa canonical pattern. The shading indicates where the locally explained
variance exceeds 9, 16 and 25%. The arrow shows the direction of the relation-
ship.

refracted both downwards and southwards. Using observational data, Kodera
et al. (1996) showed that during winter seasons, characterized by an anomalously
strong polar winter vortex, the equatorward propagation of tropospheric \ryave-

like disturbances is increased. By our approach, no indications for a downward or
southward propagation of wave-like circulation anomalies have yet been found.
One reason may be the greater spatial variability of the tropospheric circula-
tion which prevents the isolation of a wave-like signal in the mid-troposphere
circulation induced by variations in the stratospheric circulation. It becomes

additionally difficult to isolate such a relationship because the influence of the
stratospheric circulation on the troposphere may only be weak. Therefore, we

decomposed the 500-hPa geopotential height field in wave fields of single ZWNs
and studied the relationships between the recomposed wave fields at the 500-

and 50-hPa pressure levels. The analyses series were carried out for both the
ZWN 1 and ZWN 2 fields. Corresponding to our SWAN concept, the motivation
for this spatial filtering is the physical relationship, expressed in the Charney-
Drazin Theorem. So we could make a pre-selection of single waves to reduce the
noise caused by the wave-mean flow interaction. For these analyses, two and four
EOFs were used for the stratospheric and tropospheric wave fields, respectively.
The first four EOFs explain 80% - 85% of total variance in the tropospheric wave

fields.

Next, the results of the analysis obtained of the cold-season months November to
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Figure 5.6. Canonical correlation coefficients of the CCA series of different time
lags between the time series of the geopotential height fields at the 50- and
500-hPa levels, recomposed by waves of (a) ZWN 1 and (b) ZWN 2. A posi-
tive time lag indicates that the time series of the stratospheric fie1d leads the
time series of the tropospheric field and vice versa.

April will be described and the analyses for winter seasons (December to Febru-
ary), which are characterized either by an anomalously strong or anomalousiy
weak polar winter vortex will be discussed.

5.4.L Cold Season

Figure 5.6 shows the canonical correlation coefficients of the CCA series carried
out for the time lag from -10 to 10 days. The main course of the graphs of
rss¡(lag) both for the ZWN 1 and the ZWN 2 fields agree very well with the
previous results (Figures 5.2 and 5.4), where the EOF-filtered 500-hPa height
field was studied. The maxima obviously appear at negative time lags for both
modes. \Me want to point out, however, a difference in the course of. rçç¡(lag) of
the first coupled mode in the ZWN 1 analysis series. The graph does not show
a continuous drop with increasing positive time lag but a saddle-region between
the time lags of about 4 to 6 days (r¿s¡ t 0.35) before a further decrease of rsça
occurs. This feature may indicate some weak influence of stratospheric waves on
the tropospheric circulation.

Before examining the associated patterns corresponding to the saddle region, we

will briefly discuss the results of the analyses when rçç¿(lag) : n'¿ar. In this
case, the time series of the 500-hPa wave field leads the time series of the 50-hPa
field by about 4 days for waves of ZWN 1 and by 2 days for waves of ZWN 2.

a{ 1st Mode
eo 2nd Mode

I
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5 Relationship Between Tropospheric and Stratospheric Wave-Like Disturbances

The spatial structure of the associated patterns, determined for the '-2days-
lag CCA' of the ZWN 2 series (not shown), is very similar to the respective
patterns of the previous analyses, based on the EOF-filtered 500-hPa height field
(Figr-rre 5.5). Again, the associated patterns exhibit a westward tilt of the waves

with increasing height of about 20 degrees indicating that the coupled variability
mode describes an upward propagation of wave energy of ZWN 2.

In the previous subsection, we illustrated that the preferred tropospheric mode
exiting waves of ZWN 1 in the lower stratosphere exhibits the spatial structure
of a wave train-like pattern. When only waves of ZWN 1 are studied, a different
500-hPa anomaly pattern in the'-4days-lag CCA'appears. In Figure 5.7, the
homogeneous regression pattern of the 500-hPa ZWN 1 field and heterogeneous
regression pattern of the 50-hPa ZWN 1 field are shown, i.e. the time series

of both ZWN 1 fields were regressed onto the standardized temporal expansion
coefficients of the 500-hPa canonical pattern. The largest amplitudes of the wave

field at the 500-hPa level appear between 50' and 70'N in which the maxima are
located over the North Atlantic and Eastern Asia. At about the same longitude,
wave anomalies with opposite sign are present at low latitudes. The maxima of
the related 50-hPa ZWN 1 pattern by 4 days later are shifted westward relative
to the maxima at the 500-hPa level by about 80'. It is also notable that the
structure of the heterogeneous correlation pattern of the 5O-hPa field exhibits an
eastward tilt of the wave with increasing latitude. Thus, the process which is
described by the first mode of the'-4days-Iag CCA'is the upward propagation
of wave energy of ZWN 1 into the stratosphere where a southward propagation of
this energy may occur. The propagation time from the 500- to the 50-hPa level
amountsto4-5days.

The upward propagation of wave-like anomalies from the troposphere into the
stratosphere is the dominating feature of the dynamical coupling between both
atmospheric layers which could be isolated. However, the saddle-like feature in
the decrease of rçss of the ZWN 1 CCA series may indicate some weak influence
of the structure of stratospheric waves on tropospheric circulation. Figure 5.8
shows the associated regression patterns of the '5 days-lag CCA', i.e., the time
series of the stratospheric field leads the time series of the tropospheric field
by 5 days. In this case, we regressed the wave fields of both pressure levels to
the standardized temporal expansion coefficients of the stratospheric canonical
pattern. Most obvious is that the structure of the spherical ZWN 1 pattern
is very different between the'-4days-lag CCA'(Figure 5.7a) and'5days-lag
CCA' (Figure 5.8a), although the centers of action of the waves of ZWN 1 at
the latitudinal belt from 50'to 70oN appears in both patterns. The 500-hPa
pattern of the analysis with the positive time lag exhibits very clearly a eastward
tilt of the waves of the ZWN I with increasing latitude. By comparing the
vertical phase shift between both analyses, another remarkable difference between
both analyses becomes obvious. The associated patterns in Figure 5.8 exhibit an
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Figure 5.7. Maps of (a) homogeneous regression coefficients [gpm] of the 500-hPa
ZWN 1 field and (b) heterogeneous regression coefficients [gp-l of the 50-hPa
ZWN 1field for the'-4days-lag CCA'. The shading indicates the explained
fraction of local variance of the recomposed ZWN 1 field in l%1. Please note the
difference scaling of the color bars in (a) and (b).

eastward phase shift with increasing height, whereas in Figure 5.7 an westward
shift appears. Therefore, the process which is described by the first mode of the
'5 daEs-Iag CCA' is the downward propagation of wave energy of ZWN 1 into
the troposphere where a southward propagation of this wave energy occurs. The
propagation time from the 50- to the 500-hPa level amounts to 4 - 6 days.

5.4.2 Different \Minter Seasons

According to the Charney-Drazin Theorem, bifurcations of the vertical propaga-
tion of planetary waves exist at critical values (within critical regions) of the zonal
mean zonal wind. That is, winter seasons characterized either by an anomalously
strong or weak polar winter vortexes may differ in the propagation characteristic
of vertically propagating waves. On the basis of cold-season daily time series,
characteristic features of the up- and downward propagation of waves of ZWN 1

were isolated. Now, we will look for evidence of the existence of such a bifurcation
of the vertical propagation of waves of ZWN 1.

For this investigation, the high winter months December to February were used.
First, we defined an index for the strength of the stratospheric polar winter vortex.
We used the temporal expansion coefficient of the first EOF of the NH 50-hPa
geopotential height, determined on the basis of winter means (DlF¡. The first
mode of the EOF analysis represents very well the variation in the strength of the
polar winter vortex (Kodera et al., 1996; Perlwitz and Graf, 1995, and Section 4.3
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Figure 5.8. Maps of (a) heterogeneous regression coefficients [Sp-] of the
500-hPa ZWN 1 field and (b) homogeneous regression coefficients [gpm] of the
50-hPa ZWN 1 field for the '5 days-lag CCA'. The shading indicates the explained
fraction of local variance of the recomposed ZWN 1 field in [%]. Please note the
difference scaling of the color bars in (a) and (b).

of this thesis). The standardized expansion coefficients of the first EOF are shown
in Figure 5.9. We call winter seasons, characterized by an anomalously strong
(positive index > 0.5 a) and by an anomalously weak (negative index < -0.5 ø)
polar winter vortex S-PVS (strong polar-vortex-season) and W-PVS (weak polar-
vortex-season), respectively.

We composed the 10-day lowpass filtered time series of the NH 50- and 500-hPa
geopotential heights of the winter months December to February (90 days), re-
spective to the winter seasons of the S-PVS and \M-PVS. Figure 5.9 indicates
that the samples of the S-PVS and W-PVS for the observed time period from
1958-1999 consist of 13 and 15 winter seasons, respectively. Corresponding to
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Figure 5.9. Expansion coefficients of the first EOF of the NH (north of 30'N)
geopotential heights, determined on the basis of winter means (U-F¡. The time
series is normalized to the standard deviatio" (").
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Figure 5.10. Canonical correlation coeffi-
cients of the CCA series of different time
lags in the 50- and 500-hPa height fields, re-
composed by waves of ZWN 1 for both the
weak-polar-vortex seasons (W-PVS) and the
strong-polar-vortex seasons (S-PVS). A pos-

itive time lag indicates that the time series

of the stratospheric fie1d leads the time series

of the tropospheric field and vice versa.

time lag [days]

the previous study of the sample of cold-season months, we carried out CCAs
with different time lags for the recomposed 50- and 500-hPa ZWN 1 fields both
for the S-PVS and W-PVS composites.

The correlation coefficients of the first modes of the two CCA series for ZWN 1

are shown in Figure 5.10. The most obvious difference between both graphs is the
number of maxima. In the S-PVS, two maxima appear, one at a negative time
lag of about -2 days and the other one at a positive time lag of about 6 days.
In contrast, only one pronounced maximum in the W-PVS at a negative time
lag of about -4 days can be seen. The latter shows a fast drop with increasing
positive time lag. Hence, waves are not reflected by the stratospheric mean flow
but can propagate without obstruction into the stratosphere in the case of the
W-PVS whereas in the case of the S-PVS, waves are partly refracted down- and
equatorwards. The downward propagation of waves of ZWN 1 from the 50- to
the 500-hPa level takes about 6 days.

The interpretation of the differences in the course of the canonical correlation co-

efficients is supported by the structure of the associated patterns. The down- and
equatorward propagation of waves of ZWN 1 in the S-PVS is illustrated in Fig-
ure 5.11 showing the associated patterns of the '6days-lag CCA'. The structure
of the patterns is very similar to the patterns of the corresponding analyses of the
cold-season months (Figure 5.8). In the latter, the anomalies and explained local
variances are smaller because the downward propagation of wave anomalies is
not as relevant, when all cold-season months (November to April) are considered
(including also the W-PVS).

Now, we will focus on the features of the associated patterns, describing the up-
ward propagation of wave energy of ZWN 1. From Figure 5.10 it becomes obvious
that the maximum at the negative time lags in the S-PVS appears earlier and is
somewhat smaller than the maximum in the W-PVS. In addition, differences in
the associated patterns become obvious. Figures 5.12 and 5.13 show the associ-
ated patterns for the'-4days-lag CCA' in the W-PVS and the '-2 days-lag CCA'
in the S-PVS. Comparing the westward tilt of the waves with increasing height, a
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Figure 5.11. Maps of (a) heterogeneous regression coefficients [gp-] of the
500-hPa ZWN 1 fieid and (b) homogeneous regression coefficients [gp-l of the
50-hPa ZWN 1 field for the '6 days-iag CCA' in the S-PVS composite. The shad-
ing indicates the explained fraction of local variance of the recomposed ZWN 1

field in [%]. Please note the difference scaling of the color bars in (a) and (b).

smaller phase shift appears in the associated patterns in the S-PVS (about 50")
than in the W-PVS (about 80") which corresponds to the faster propagation time
in the S-PVS. The heterogeneous regression patterns of the 50-hPa geopotential
heights of both composites also indicate that during the S-PVS, an equatorward
propagation occurs (eastward tilt with increasing latitude), which is not observed
in case of the W-PVS because the waves are not reflected by the mean flow.

5.5 Summary and Conclusions

The linear relationship between hemispheric-scale disturbances of mid-tropo-
spheric and lower stratospheric circulation in the NH were studied using 500-

and 50-hPa geopotential heights. We applied CCA in the phase space of the
leading EOFs to the 10-day lowpass filtered time series of these two fields. This
statistical method was used as a lag-correlation technique to find the time lag at
which the closest relationship between the circulation in both atmospheric layers
exists. New to this study is that, using the SWAN approach, the 50- and 500-hPa
geopotential heights are decomposed into wave fields of individual ZWNs to take
into account the selective refraction of vertically propagating waves by the mean
stratospheric flow (Charney and Drazin, 1961).

We identified the modes of tropospheric circulation which propagate into the lower
stratosphere and exaggerate waves of ZWN 1 and ZWN 2. Our results reveal
that the vertical propagation of these disturbances is mostly relevant around
60'N. Quasi-stationary waves of ZWN 1 in the lower stratosphere are mainly
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5.5. Summary and Conclusions
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Figure 5.L2. Maps of (a) homogeneous regression coefficients [Spt"] of the
500-hPa ZWN 1 field and (b) heterogeneous regression coefficients [gpm] of
the 50-hPa ZWN 1field for the'-4days-lag CCA'in the W-PVS composite.
The shading indicates the explained fraction of local variance of the recomposed
ZWN 1 fieid in l%1. Please note the difference scaling of the color bars in (a) and
(b).
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Figure 5.13. Same as Figure 5.12 but for'-2days-lag CCA' in the S-PVS com-
posite.
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5 Relationship Between Tropospheric and Stratospheric Wave-Like Disturbances

exaggerated by a wave train-like pattern which covers the North Pacific and North
America. In contrast, quasi-stationary waves of ZWN 2 remain nearly intact when
propagating into the stratosphere. We showed that a faster propagation time in
the trpward direction appears for waves of ZWN 2 (2 days) than for waves of
ZWN 1 (4-5 days). The relationship between the tropospheric and stratospheric
disturbances is smaller forwaves of ZWN 2 (r :0.71) than for ZWN 1 (r:0.59).
The latter two features agree very well with the propagation characteristics of
zonal waves at 51'N as derived by Randel (1987).

It is well known that an anomalously strong polar winter vortex leads to an
increased southward refraction of wave energy (e.g., Matsuno, 1970; Boville, 1984;

Kodera et al., 1996). We isolated in observations a coupled mode of wave-like
disturbances which describes the downward- and equatorward propagation of
wave-like anomalies of ZWN 1. This feature results from the refraction of wave

energy by the stratospheric mean flow. It cannot be isolated as a clear local
maximum in the graph of the canonical correlation, but is seen as a saddle-like
feature when the time series of the stratospheric field leads the time series of the
tropospheric field by 4 - 6 days. By studying the vertical propagation of waves

of ZWN 1 during different winter seasons, the feature of the refraction of waves

of this ZWN 1 could be isolated more clearly in seasons when the polar winter
vortex is anomalously strong (S-PVS). In contrast, this process of refraction of
wave energy is not important during winter seasons when the polar winter vortex
is anomalously weak (W-PWS). We have also detected that both winter seasons

differ in the propagation time for upward propagation of waves of Z\MN 1. These
propagation times (from the 500- to the 50-hPa level) amount to 2-3 and 4-5
days during the S-PWS and W-PWS, respectively.

The difference in the propagation characteristics for waves of ZWN 1 during the
W-PVS and S-PVS has nr-rmerous implications:

o This finding fundamentally supports the implications of the Charney-Drazin
Theorem about the existence of Rossby critical velocities for individual
waves.

o A downward control of climate due to the reflection of vertically propagating
waves of ZWN 1 exists onlE in the S-PVS.

o The exaggeration of an anomalously strong polar winter vortex may lead
to non-linear changes in tropospheric winter circulation because the bifur-
cation point for the vertical propagation of waves of ZWN 1 is exceeded.

o The results manifest our theoretical understanding from theoretical studies.
These should be held with some reservation as samples from 13 and 15 win-
ter seasons may not be enough to guarantee thal our results are statistically
reliable.
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Chapter 6

Relationship Between the Polar
\Minter Vortex and the
Tropospheric Circulation

6.1 Introduction

It has been proposed that stratospheric circulation changes arising from natu-
ral stratospheric variability (as may be caused by the QBO and more continu-
ously by the solar cycle) and anthropogenic effects (ozone depletion and increased
greenhouse gas concentration) can be communicated downwards and amplified
inducing significant perturbations of both the tropospheric circulation and cli-
mate (SPARC, 1993, 1998). The mechanism for such downward influence, which
has been seen in model studies by Kodera et al. (1996), is the downward prop-
agation of temporally averaged zonal-mean wind anomalies. The observational
study by Baldwin and Dunkerton (1999) illustrated a downward propagation of
the AO signal from the stratosphere to the surface. They defined the AO as the
3-dimensional EOF of the geopotential height. At stratospheric pressure levels,
the AO pattern describes a variation in the strength of the polar winter vortex.
In the troposphere, the pattern is less zotally symmetric, with a high latitude
center of action shifted towards southern Greenland. The AO is described as

a hemispheric scale phenomenon characterized by a strong zonally symmetric
component (Thompson and Wallace, 1998, 2000). However, our previous study
(Perlwitz and Graf, 1995) revealed that the strength of the stratospheric po-
lar winter vortex is significantly related only to the circulation over the North
Atiantic/Eurasia.

The dynamical processes most relevant for a downward propagation of strato-
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6 Relationship Between Polar Winter Vortex and Tropospheric Circulation

spheric circulation anomalies and modification of this signal in the troposphere
are not yet well understood. One key mechanism for the understanding of this
downward control has been detected in the previous chapter. We have illustrated
that waves of ZWN 1 are partly refracted down- and equatorward when the polar
winter vortex is anomalously strong. In this chapter, we will discttss the linear
relationship between the strength of the stratospheric polar winter vortex and
the tropospheric circulation using daily geopotential height data at the 50- and
500-hPa pressure level. The 500-hPa heights, spatially filtered by EOF analysis
(Section 6.3) and by For-rrier harmonics (Section 6.4) were analyzed, and both the
cold-season months November to April and winter seasons (December to Febru-
ary), characterized either by an anomalously strong or weak polar winter vortex,
were investigated.

6.2 Analysis Methods

CCA in the phase space of the leading EOFs was applied, whereby this method
was used as a lag-correlation technique. We analyzed 10-day lowpass filtered time
series determined on the basis of the 2l-point filter by Blackmon and Lau (1980).
A CCA series consists of analyses with time lags from -30 to 30 days. Again,
a positive (negative) time lag corresponds to a leading of the time series of the
50-hPa (500-hPa) heights.

The variation in the zonal mean field of geopotential heights is (due to the
geostrophic balance) directly related to variations in the zonal mean zonal com-
ponent of the geostrophic wind (a). As shown in section 4.4,the leading EOF of
250 explains 72% of the total variance and describes the variation of the strength
of the stratospheric polar winter vortex at the 50-hPa level. We studied the sta-
tistical relationship between the temporal expansion coefficients of this trOF and
the time series of both the spatially unfiltered 500-hPa heights and the height
fields recomposed by single rraves of ZWNs 0 to 3. Because only the first EOF of
the stratospheric field was considered, the approach of CCA reduces to a multiple
regression analysis. The CCA series for the total 500 hPa height field was based

on the first 10 EOFs (64%), whereas for the tropospheric wave fields of ZWNs 1

to 3, the first 4 EOFs were considered. They explain 8l%,86% and g0To of the
total variability of the ZWN 1, 2 and 3 fields, respectively. The ZWN 0 field
is derived from the zonal mean zonal component of the geostrophic wind (rroo),
where the first 3 EOFs of u5e6 (81%) are considered in this CCA series.
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6.3 EoF-filtered 500-hPa Geopotential Heights

First, we will focus on the results of the CCA series, carried out for the total
500-hPa height field filtered by retaining the first 10 EOFs. The canonical corre-
lation coefficients of this analysis series with different time lags (from -10 to 10

days) are shown in Figure 6.1. The maximum value of 16ç¡(lag) which amounts
to 0.53 is found when the time series of the tropospheric field leads the time series
of z5s by one to two days. However, this increase from lag 0 to lag -1 is very
small and amounts to only 0.01.

Thus, by using the first 10 EOFs of the 500-hPa height field, it is neither possible
to find clear evidence for a short time direct influence of the tropospheric circula-
tion on the strength of the polar winter vortex, nor it is possible to find indications
for an influence of the strength of the this winter vortex on the circulation at the
500-hPa level. There is just a small tendency for a leading tropospheric effect
given by the slightly higher correlation coefficients at small negative time lags.

6.4 Sing1e Tropospheric \Maves

The tropospheric circulation is characterized by a large number of spatial degrees

of freedom which makes it difficult to clearly isolate a signal from noise on the
basis of 1O-day lowpass filtered daily data. Therefore, we studied the relationship
between the strength of the stratospheric polar winter vortex and the tropospheric
circulation for single \4/aves of the 500-hPa height fie1d. Figure 6.2 combines the
canonical correlation coefficients, rsça(lag), of all individual analyses, i.e., for
each ZWN (0-3) of the 500-hPa field and each time lag (-30 to 30). It becomes

obvious IhaI rçsa(0) for the waves of ZWNs 1 to 3 are small compared to r¿sa(0)
for 2566. This means that ZWN 0 is the most important component. Figure 6.2

also reveals that rss¡ rtever exceeds 0.3. Thus, the relationship between the
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6 Relationship Between Polar Winter Vortex and Tropospheric Circulation

0.55

0.50

0.45

0.40

0.35

0.30

0.25

0.20

0.15

0.10

0.05
-30 -25 -20 -15 -10 -5 0 5 10 15 20 25 30

time lag [days]

Figure 6.2. Canonical correlation coefficients of the CCA series (from lag -30
to 30) for the first EOF of the z51¡ and single tropospheric wave (0-3) fields. A
positive time lag indicates that the time series of the stratospheric field leads the
time series of the tropospheric field and vice versa.

strength of the stratospheric polar winter vortex and the fields of single Z\MNs 1,

2 and 3 is smaller than the relationship between mid-tropospheric circulation and
the lower stratospheric waves (Chapter 5). A correlation coefficient larger than
0.1, however, is significant at least at the 95% level. We will discuss relationships
described by ,cce > 0.15.

The graphs of the canonical correlation coefficients for the individual Z\MN anal-
ysis (Figurc 6.2) indicate that rss¡(0) decreases with increasing tropospheric
ZWN from 0.50 for ZWN 0 to 0.18 for the ZWN 3. The graphs for ZWN 0 and
t have their maximum value at lag 0. The center of the ZWN 3 graph is shifted
slightly towards a positive time lag. A second locai maximum is recognized at
time lags from 15 to 23 days for tropospheric waves of ZWN 0 and ZWN 1 and
at lags from 18 to 22 days for waves of ZWN 3. The ZWN 1 graph shows a

further weak local maximum at a time lag of about -28 days. In contrast to the
other wave fields, the graph of the ZWN 2 wave field, exhibits a local minimum
at lag 0. The global maximum of 0.28 is found at a positive time lag near 6 days.
A further local maximum region with a value of 0.25 can be found at lags near

-6 days.

In order to better understand the relationship between the strength of the polar
winter vortex, two additional aspects were considered: the differences between
early and high winter season and the differences between the strong polar-winter-
seasons (S-PVS) and weak polar-winter-seasons (W-PVS).

The early and high winter seasons were defined as 60-day periods, starting for the
stratospheric time series at November 15 and January 15, respectively. Differ-
ences between both seasons were found mainly for waves of ZWN 2 and ZWN 3.
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6.4. Single Tropospheric Waves
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Figure 6.3. Canonical correlation coefficients as a function of time lag of
rss¿(lag) of the CCA series between the index of the first EOF of u5s and sin-
gle tropospheric wave fields of 500-hPa geopotential height: (a) ZWN 2 and (b)
ZWN 3. The early (60-day period beginning on November 15) and high winter
season (60-day period beginning on January 15) were studied. A positive time
lag indicates that the time series of the stratospheric field leads the time series

of the tropospheric field and vice versa.

(Figure 6.3). The local maximum at the positive time lag for the tropospheric
ZWN 2 field is higher in the high winter period than in early winter. For the
ZWN 3 field, in contrast, a maximum at a positive time lag (3 to 7 days) clearly
appears only in the early winter period. A reason for this different seasonal be-
havior of waves of ZWN 2 and 3 may be the varied sensitivity of the waves to
the spatial distribution of zonal mean stratospheric flow (e.g., mean wind and
vertical shear) (Charney and Drazin, 1961; Matsuno, 1970). Clearly, the polar
night jet moves northward from the early to the high winter period so that the
latitudinal effect in the Charney-Drazin relationship (Equation 2.34) may explain
the observed differences.

In the previous chapter, we illustrated that the composites for an anomalously
strong and an anomalously weak polar winter vortex exhibit different transmission-
refraction properties for upward propagating waves of ZWN 1. Thus, a linear
increase in the zonal mean zonal wind may be connected with non-linear changes

in waves of ZWN 1 wave. As a consequence, linear methods, such as correlation
analysis, applied to all cold-season months, my fail to isolate an influence of the
strength of the polar winter vortex on this tropospheric wave. The non-linear as-

pects can be reduced by studying the linear relationship between both parameters
for the composites of the S-PVS and W-PVS individually.

We carried out the CCA series (from lag -30 to 30) for waves of ZWN 0 to 3,

. .. .o{ NOV 15rh
o{ JAN 1sth
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6 Relationship Between Polar \Minter Vortex and Tropospheric Circulation

both for the composites of the S-PVS and \M-PVS. The definition for the compos-
ites are given in Section 5.4.2. The canonical correlation coefficients are shown
in Figure 6.4. Taking into account that a correlation coefficient larger than 0.3
is significant at least at the 95% level, the graphs for ZWN 1 of both composites
(Figure 6.4b) exhibits a different behavior when the correlation coefficients for
the positive time lags are compared. In the S-PVS, a significant correlation coef-
ficient is persistent from lag 0 to lag 7 days, whereas in the W-PVS a significant
relationship is found, when the stratospheric index leads by about 23 days.
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Figure 6.4. Canonical correlation coefficients as a function of time lag of
rçç¡(lag) of the CCA series between the index of the first EOF of u5¡ and single
tropospheric wave fields of 500-hPa geopotential height: (a) ZWN 0, (b) ZWN 1,

(c) ZWN 2 and (d) ZWN 3. The composites of S-PVS and W-PVS were studied.

By comparing the graphs of the two composites for the other zonal wave numbers
(Figure 6.4), the foilowing features are notable: First, the graphs for the zonal
mearì. zonal wind (ZWN 0) are very similar in which the maximum for the W-
PVS is somewhat weaker and slightly shifted to negative time 1ags. Second, the
maximum at negative time lags for ZWN 2 appears earlier during the S-PVS
(-3 days) than during the W-PVS (-8 days). Only during W-PVS is a local
minimum found at lag 0. Third, both for Z\MN 2 and ZWN 3, the drop of rç6¿

t^Í
1¿

H S.PVS
(H W_PVS

Ír \r' b\
Èt \ ì"ìr4- Jb.¡E

H S.PVS
(H W_PVS 

--'-

\f
\-----^'o¡A/.ø' @bo. \ Æd'

\

.< S-PVS
æ W-PVS

-f I\t / \
\ T\\

\.C \ éf¡

\ \rr.¡

76



6.4. Single Tropospheric Waves

with increasing time lag beginning at lag 5 is obviously faster in the W-PVS than
dnring the S-PVS. However, the value of the persistent rs6¡ drring the S-PVS is
slightiy below the discussed significance threshold. Therefore, we cannot exclude
that the third result will change when a larger database becomes available.

6.4.1 The Single Wave Patterns

Next we will turn our attention to the spatial patterns corresponding to particular
maxima of. rçç¿. The two maxima of rssç in the ZWN 2 analysis series indicate
that, on the time scale of days, there is a significant (but weak in the global sense)

two-way interaction between the strength of the stratospheric polar winter vortex
at the 50-hPa level and waves of ZWN 2. To illustrate the physical mechanisms
of this two-way coupling, the homogeneous regression pattetns of tropospheric
ZWN 2 field are shown for the'-6days-lag CCA'and'6days-lag CCA'in Fig-
ure 6.5. Both wave patterns clearly differ in their spatial structure. Figure 6.5a
illustrates the ZWN 2 pattern, affecting the strength of the polar winter vortex
by about 6 days later. The main center of action of this wave pattern is found
between 45' and 55'N. This is the latitudinal belt where waves of this scale have
maximum amplitude. In contrast, the wave pattern in the '6 days-lag CCA' (Fig-
ure 6.5b) exhibits a pronounced eastward tilt with increasing latitude and, hence,
an equatorward propagation of energy of this planetary-scale zonal wave. The
largest anomalies appear between 60' and 75'N. The heterogeneous regression
patterns of the 500-hPa field for the '0 days-lag CCA' and the '6 days-lag CCA'
(Figure 6.6) illustrate the main local effects in the troposphere by variations in
the polar winter vortex. When the index of the stratospheric field leads by 6

days a significant fraction of local variance of waves of ZWN 2 can be explained
at high latitudes. In contrast, a coherent variation (lag 0) in the strength of the
stratospheric winter vortex and high latitude waves is not prominent.

Further, we examined the relationship between the strength of the stratospheric
polar winter vortex and waves of ZWN 2 at the 500-hPa level at the two latitudes
50'N and 65oN separately. The variability of the Z\MN 2 fie1d at one latitude can
be completely described by two EOFs. Taking these two EOFs, there is no sub-
jective factor left in the analysis for choosing the number of tropospheric EOFs.
The canonical correlation coefficients of both analysis series were determined for
the time lags from -10 to 10 days. Figure 6.7 exhibits that the maximurn of rss¡
in the analysis series for 50'N appears at a negative time lag of -5 to -6 days. In
contrast, the maximum in the graph for the analysis series for 65oN, is found at
a positive time lag of 5 days and very smail values (< 0.1) are found at negative
time lags. Thus, the results of the CCA series for the individual latitudes of waves
of ZWN 2 in the mid-troposphere clearly support the hemispheric scale results
for this wave: Mid-latitude waves of ZWN 2 in the troposphere influence the
strength of the stratospheric polar winter vortex. The variation in the strength
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6 Relationship Between Polar Winter Vortex and Tropospheric Circulation

a)

Figure 6.5. Homogeneous regression patterns of the rv¡¡aves of ZWN 2 of the
500-hPa geopotential height [gp-] for the analyses at different time lags. (a) -6
days and (b) 6 days. The light, medium and dark shadings indicate where the
absolute correlation coefficients exceed 0.4, 0.6 and 0.8. The regression patterns
correspond to the phase of a strong polar winter vortex.

of this vortex is closely related to the equatorward propagation of tropospheric
wave anomalies of ZWN 2 and mainly affects the structure of these waves at high
latitudes.

To illustrate how the structure of waves of Z\MN 3 is modified by variations in the
strength of the stratospheric polar winter vortex during the early winter season,
we compared the heterogeneous regression and correlation patterns for the '0-
lag CCA' and '5days-lag CCA' (Figure 6.8). The center of action of waves of
ZWN 3 appears between 50' and 60'N. In comparison to the pattern of the '0 day-
lag CCA' (Figure 6.8a), the pattern for the positive time lag (Figure 6.8b) shows

a westward phase shift by about 10' and both a slightly higher amplitude and a
larger fraction of explained local variance at the centers of action. Additionally,
CCA series for the single latitude of 50"N were carried out. The results of this
CCA series support the results of the hemispheric scale analysis (not shown).
Thus, the structure of waves of ZWN 3 at mid-latitudes is influenced by variations
in the strength of the stratospheric polar winter vortex.

A physical interpretation of the structures of the ZWN 1 at the local maxima in
the graph of 16¿¿ when the whole cold-season months are studied is more difficult.
We compared the heterogeneous regression patterns of the '0 days-lag CCA' and

'16days-lag CCA' (Figure 6.9). Both patterns have a very similar structure.
Larger anomalies appear for the lag 0 analysis. Using a linear statistical approach,
we did not find any influence of the strength of the stratospheric polar winter
vortex on the structure of the tropospheric waves of ZWN 1.

A significant influence becomes obvious when the winter seasons, characterized
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6.4. Single Tropospheric Waves

a) b)

Figure 6.6. Heterogeneous regression patterns of the waves of ZWN 2 of the
500-hPa geopotential heights [gp-] for the analyses at different time lags. (")
0 days and (b) 6 days. The light (dark) shading indicates where the absolute
correlation coefficients exceed t.2 (0.25). The regression patterns correspond to
the phase of a strong polar winter vortex.

by an anomalously strong or weak polar vortex, are studied separately. Corre-
sponding to the graphs in Figure 6.4b, we display the heterogeneous regression
patterns of the ZWN 1 fietd for lag 0 and lag 3 for the S-PVS (Figure 6.10) and
for lag 0 and and lag 23 for the W-PVS (Figure 6.11). In both seasons, but
on different time scales, an influence of the strength of the stratospheric polar
winter vortex on the structure of waves of ZWN 1 near 50oN can be detected.
The heterogeneous regression patterns in both figures correspond to the phase of
an anomalously strong polar winter vortex. By comparing the patterns of Fig-
ure 6.10b and Figure 6.1lb, a different structure of the mid-latitude waves can be

seen. Thus, an anomalously strong polar winter vortex during both seasons is sig-
nificantly related to positive geopotential height anomalies over the central North
Atlantic about three days later in the S-PVS, but to negative height anomalies
over eastern North America about 23 days later in the W-PVS.

So far, our study has indicated that the the strength of the stratospheric polar
winter vortex modifies the structure of tropospheric \ryaves of ZWNs 1 to 3. In
contrast, the closest relationship between the index of the stratospheric zonal
mean field and tropospheric Z\MN 0 field is found at lag 0 (Figures 6.2a and
6.4a). The zonal mean geopotential heights at the 500-hPa level regressed on the
expansion coefficients of the tropospheric canonical pattern (Figure 6.12), exhibit
a pressure seesaw between mid- and high latitudes and can be understood as

an annular mode as discussed by Thompson and Wallace (2000). We conclude
that the annular mode does not have a forecast potential for the tropospheric
circulation when changes in the stratospheric circulation are observed because

the highest correlations between variations in ZWN 0 both in the troposphere
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Figure 6.7. Canonical correlation coefficients as a function of time lag of
rç6a(Iag) of the CCA series between the index of the first EOF of u56 and waves
of ZWN 2 at the 500-hPa level at 65'N and 50'N.

a) b)

Figure 6.8. Homogeneous regression patterns of the rù/aves of ZWN 3 of the
500-hPa geopotential heights [gp-] for the CCA analyses at different time lags in
which the early winter season is studied. (a) 0 days, (b) 6 days. The light (dark)
shading indicates where the absolute correlation coefficients exceeds 0.2 (0.25).
The regression patterns correspond to the phase of a strong polar winter vortex.
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6.4. Single ospheric Waves

a) b)

Figure 6.9. Heterogeneous regression patterns of the waves of ZWN 1 of the
500-hPa geopotential heights [Sp-] for the CCA analyses at different time lags
in which the cold season is studied. (a) 0 days, (b) 16 days. The light (dark)
shading indicates where the absolute correlation coefficients exceed 0.2 (0.25).
The regression patterns correspond to the phase of a strong polar winter vortex.

and in the stratosphere is found at lag 0. The forecast potential is achieved by
the ultra-long planetary waves.

6.4.2 The Cornbined Pattern

We have shown that the strength of the stratospheric polar winter vortex signif-
icantly affects the structure of tropospheric waves. However, the influence of the
strength of this polar vortex on the structure of hemispheric scale tropospheric
circulation anomalies can hardly be imagined on the basis of the previous analy-
ses. Because the meridional propagation of wave anomalies is involved, changes in
the spatial structure only become visible when stronger temporal filtering is ap-
plied in addition to put higher weight on stationary features. On the other hand,
a recomposition and superposition of the single wave effects, i.e., a process filter
may also be successful. To elucidate the features of a hemispheric scale struc-
tural change of the tropospheric circulation, we performed the following analysis.
First, the original time series were filtered in time by smoothing 1O-day averages.

Second, the resulting 500-hPa geopotential height fields ï'¡/ere reconstructed by
superposition of the waves of ZWNs 0 to 3. Third, the reconstructed time se-

ries were regressed onto the standardized index of the first EOF of u5s whereby
the index time series was also filtered by determining smoothed 10-day averages.
This analysis was carried out for the cold-season months (November to April).

Figure 6.13 shows the maps of the regression coefficients (isolines) and correlation
coefficients (shading) for both lag 0 and lag 13. By comparing both regression
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6 Reiationship Between Polar Winter Vortex and Tropospheric Circulation

a) b)

Figure 6.10. Heterogeneous regression patterns of ZWN t height field at the
500-hPa [gp-] for the CCA analyses in the S-PVS composites at different time
lags. (a) 0 days, (b) 3 days. Shading indicates where the absolute correlation
coefficients between the stratospheric index of the strength of the polar winter
vortex and the time series of the recomposed ZWN 1 field exceeds 0.3. The
regression patterns correspond to the phase of a strong polar winter vortex.

a) b)

Figure 6.11. Heterogeneous regression patterns of ZWN t height field at the
500-hPa [Sp-] for the CCA analyses in the W-PVS composites at different time
lags. (a) 0 days, (b) 23 days. Shading indicates where the absolute correlation
coefficients between the stratospheric index of the strength of the polar winter
vortex and the time series of the recomposed ZWN 1 field exceeds 0.3. The
regression patterns correspond to the phase of a strong polar winter vortex.
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6.4. Single Tropospheric Waves
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Figure 6.12. Graph of (a) regression coefficients lgprn] and (b) correlation co-
efficients (displayed as explained fraction of variance in [%]) between the zonal
mean geopotential heights at the 500-hPa levei and the temporal expansion coef-
ficients of the canonical pattern of the'0days-lag CCA'. The CCA were carried
out between the ZWN 0 field of the 500-hPa heights and the first EOF of u5¡.

patterns, it becomes obvions that the circulation over the North Atlantic is mainly
influenced. When the index of the polar winter vortex leads the time series of the
500-hPa field by about 2 weeks, a larger fraction of local variance over the North
Atlantic is explained than when the simultaneous variation (lag 0) is studied.
Thus, an anomalously strong (weak) polar winter vortex causes an intensified
(weakened) pressure gradient over the mid-latitudes of the North Atlantic. This
pressure seesaw over the North Atlantic corresponds to the features character-
izing the well-known phenomenon NAO. Simultaneous with the change over the
North Atlantic, the meridional pressure gradient over western Asia is affected.
There is no recognizable influence on the circulation over the North Pacific. The
correlation coefficients are smaller than 0.1 over this region when the index of the
stratospheric field leads 13 days.

We examined the relationship between the strength of the stratospheric polar
winter vortex and the mid-tropospheric westerlies over the North Atlantic in
more detail. The centers of action, described by correlation coefficients larger
than 0.3 (Figure 6.13, dark shading) can be found at high latitudes over the
Davis Strait and at mid-latitudes to the west of Europe. We defined a 500-hPa
NAO-index as the pressure difference between two grid-points in the centers of
action: (10"W;50"N) - (60'\M;70'N). On the basis of this index it is possible to
determine time iag at which the closest relationship between the strength of the
polar winter vortex and the 50O-hPa-NAO appears. For this analysis, we used
10-day averages that did not overlap. The graph of the correlation coefficients
from the time lags -30 to 30 are given in Figure 6.14. The maximum correlation
coefficient (0.43) can clearly be seen at a time lag of about 13 days, i.e., the closest
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6 Relationship Between Polar Winter Vortex and Tropospheric Circulation

a) b)

Figure 6.13. Maps of regression coefficients (gpm) between the standardized
index of the polar winter vortex and the time series of the 500-hPa field, recon-
structed by waves of ZWNs 0 to 3, smoothing 10-day averages. (a) 0-day lag
analysis. (b) 13-day lag analysis The light (dark) shading indicates where the
absolute correlation coefficient exceeds 0.2 (0.3).

relationship between the index of the strength of the stratospheric polar winter
vortex and the 500-hPa NAO index is found when stratospheric index leads the
NAO-index by 13 days. The same analysis was performed on the basis of the
total 500-hPa field. The graph of correlation coefficients then exhibits similar
results. That is, on the basis of 10-day averages, the variability of the 500-hPa
geopotential height field is mainly caused by waves from ZWN 0 to ZWN 3.

Therefore, the strength of the NAO or its tendency can (at least in part) be
forecasted from the strength of the stratospheric polar vortex.

The origin of this relationship between the 5O0-hPa-NAO and the strength of the
stratospheric polar winter vortex can be better understood when winter seasons
characterized by an anomalously strong (S-PVS) or weak (W-PVS) polar winter
vortex are studied separately. The correlation coefficients as a function of the
time lag are shown for both composites in Figure 6.15, together with the graph
determined on the basis of all winter seasons (December to February, 1958-1999).
What emerges is that the forecast potential for the NAO results mainly from the
transiti,on from an anomalously weak to an anomalously strong polar winter vor-
tex. Both seasons differ in the transmission-reflection properties for waves of
ZWN 1. During winter seasons, characterized either by an anomalously strong or
weak polar vortex, the influence of the tropospheric circulation dominates. How-
ever, there is a persistent relationship between the index of stratospheric polar
winter vortex and the 5OO-hPa-NAO index during the S-PVS because significant
correlation (>0.3t) are found from lag 0 to lag 10. In contrast, there is a fast
decrease in the correlation coefficients from lag 0 to the increasingly positive time
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6.5. Summary and Conclusions
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Figure 6.L4. Correlation coefficients between the index and the 5O0-hPa-NAO
as a function of time lag. Non-overlapping 10-day averages of the cold season

(November to April) were used.
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Figure 6.15. Correlation coefficients between the index and the 500-hPa-NAO
as a function of time lag. Non-overlapping 10-day averages of the winter months
(December to February) were analyzed for all years, and the composites of both
the S-PVS and W-PVS.

6.5 Summary and Conclusions

The linear relationship between the strength of the stratospheric polar winter
vortex and the tropospheric circulation has been studied by applying CCA as a
iag-correlation technique to daily time series of the 50- and 500-hPa geopotential
heights. From the investigation of this relationship for the single mid-tropospheric
wave fields, relevant processes characterizing the dynamical coupling between
troposphere and stratosphere during the cold season have been detected.
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6 Relationship Between Polar Winter Vortex and Tropospheric Circulation

The results indicate that the structure of tropospheric waves of ZWN 2 in mid-
latitudes significantly effects the strength of the polar winter vortex. We also

showed that variations in the strength of the poiar winter vortex modify the
structure of tropospheric waves of ZWN 2 and ZWN 3. Waves of ZWN 2 are
mainly affected at high latitudes during high winter, whereas a significant in-
fluence on the waves of ZWN 3 appears in mid-latitudes in early winter. The
characteristic propagation time for this 'downward' effect is only a few days.

A significant influence of the strength of the polar winter vortex on the structure
of waves of ZWN 1 could not be detected when all cold-season months (November
to April) were considered. By studying the composites of the S-PVS and W-
PVS seperately, significant links to the mid-latitude structure of this wave at the
500-hPa level were isolated for positive time lags. However, the characteristic
time for the 'downward effect' is longer during the W-PVS (about 23 days) than
during the S-PVS (3 days) and the phase of the tropospheric waves differs between
the composites.

The study of Baldwin and Dunkerton (1999) implies that the strength of the
polar winter vortex modifies the tropospheric circulation on a hemispheric scale
similar to the pattern of the AO. We showed, however, that only the circulation
over the North Atlantic and east Asia is significantly affected. This corresponds
to our previous results (Perlwitz and Graf, 1995) when we studied the coherent
variation in the tropospheric and stratospheric circulation on the basis of monthly
mean values. Since the characteristic time scale of the downward influence is days
to weeks, we had to fail in the previous study, however, to show clear evidence
that the observed relationship is primarily due to changes in the stratospheric
circulation.

The previous results lead to the following implications: First, the forecast po-
tential of the strength of the stratospheric polar winter vortex for changes in
the mid-tropospheric circulation does not result from change in the zonal mean
zonal wind but from modification of the structure of tropospheric waves. Second,
the strongest influence on the phase of the NAO appears when changes in the
stratospheric flow iead to a modification of transmission-refraction properties for
\'r'aves of Z\MN 1. Third, a stronger mutual coupling between the stratospheric
and tropospheric circulation may be expected in winter seasons in which waves

of ZWN 1 are partly refracted downward and equatorwards (S-PVS).
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Chapter 7

Coupled Modes of Variability and
Interdecadal Climate Change

7.L Introduction

For a description of the physical state of the atmosphere, we have to distinguish
between "weather" and "climate". Weather is defined as the complete state of
the atmosphere at a given instant. Thus, weather is continuously changing and
is associated, for example, with the day-to-day variation of individual synoptic
systems. Historically, climate is defined by the mean state ("averaged weather")
of the atmosphere together with measures of variability or fluctuations such as

the standard deviation or autocorrelation statistics for a specific period (e.g., sea-

son, year, decade or longer periods). Thus, climate is described by the PDF of
elements characterizing the atmospheric state (e.g., near surface temperature).
Using a more physically motivated characteristic, climate can also be described
by the PDF of modes of natural climate variability superposed by noise (Palmer,
1993, 1999). Such fundamental climate variability modes (FCVMs) include in-
formation about the spatial and temporal structure of climate elements and give

a more comprehensive view of the atmospheric state. As a consequence of this
expanded definition of climate, its changes may be characterized not only by
changes in the PDF of its atmospheric climate elements, but also by changes in
the PDF of its natr,rrally occurring FCVMs (Palmer, 1993). FCVMs can be es-

timated by applying multivariate statistical methods to datasets of one or more
climate variables of interest. An approach for the estimation of nonlinear regimes

of natural climate variability of NH circulation \ryas proposed by Molteni et al.
(1eeo).

The horizontal structure of recent climate change in the NH circulation is corre-
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7 Coupled Modes of Variability and Interdecadal Climate Change

lated with the horizontal structure of modes of natural variability (Corti et al.,
1999; Graf et al., 1995). In a previous str-rdy (Graf et al., 1995), we emphasized the
strong similarity between the trend patterns of the winter season of NH 50- and
500-hPa geopotential height and the respective patterns of the leading coupled
mode of the troposphere/stratosphere circulation. Corti et al. (1999) described
the mid-tropospheric circulation changes during the cold season (November to
April) in terms of changes in the PDF of naturally occurring regimes. They also
showed that this behavior is consistent with the temporal development of the ex-
pansion coefficients (PCs) of the first two EOFs of the NH 500-hPa geopotential
height field. The l0-year running average of the PCs of the second EOF exhibited
a continuous increase during the analysis period (1949-1994). This EOF (Fig-
ure 4.4b, on page a5) is very similar to the circulation pattern which manifests
the 'cold ocean. ivr/arm land' (COWL) pattern (Wallace et al., 1996). The lO-year
running average of the PCs of the first EOF exhibits a bias towards a positive
index at the end of the analysis period.

In this chapter, we wili study how the interdecadal circulation change is rep-
resented by a change in the coupled modes of variability of tropospheric and
stratospheric circulation. An overview of these coupled modes in the NH in win-
ter has been given in Section L.2. In Perlwitz and Graf (1995), we applied CCA
in the phase space of the leading EOFs to the 50- and 500-hPa geopotential
heights on the basis of winter months December to February and isolated two
coupled modes. For the analysis in this thesis, SVD analysis were applied to
the cold-season monthly means (November to April). There are two reasons for
using SVD analysis. First, we are mainly interested in the coherent variations in
both fields. The covariance between two fields is maximized in SVD analysis. In
contrast, CCA maximizes the temporal correlations between two fields. There-
fore, we applied CCA in the previous chapter in order to isolated the direction
of the relationship between tropospheric and stratospheric circulation. Second,
SVD analysis has no user-specific parameter as CCA has in choosing the number
of EOFs considered.

Different features of the coupled modes of variability in the 50- and 500-hPa
geopotential height fields will be discussed. A main feature of this chapter is
the comparison of the SVD results with the results of the EOF analyses sepa-

rately obtained for the height fields at both pressure levels. The leading EOFs
are patterns which describe maximum variance; they are not selected for physical
reasons. We propose studying the coupled modes between the time series of both
fields to increase the physical importance of these modes. During the cold sea-

son, tropospheric and stratospheric circulation are coupled by wave-mean flow
interaction (Chapters 5 and 6). The stratospheric circulation exhibits a filter
to tropospheric disturbances propagating into the stratosphere (Charney and
Drazin,1961). Thus, the leading coupled modes of the tropospheric and strato-
spheric quasi-stationary circulation may reflect not only a mathematical filtering
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7.2. Spectrum of Eigenvalues

(by maximizing the covariance) but also a dynamical one and the hemispheric
variability modes of atmospheric circuiation are isolated in the context of specific
physical processes as implicated by the Charney-Drazin theorem.

The following features are compared for the EOF- and SVD analysis results:
the eigenvalue spectra (Sections 7.2), the spatial patterns (Sections 7.3) and the
change in the PDFs of the temporal index values of the variability modes (Sec-

tions 7.4). The spectra and patterns of the individual EOF analyses have already
been discussed in Section 4.3. In order to study the change in the PDF of the
modes of variability, we projected the anomaly patterns of the 50- and 500-hPa
geopotential height fields, which were not detrended, onto the singular patterns
(SPs) and the EOFs of the respective fields. EOFs and SPs were derived from
detrended data. The PDFs of these modes were estimated by determining the
frequency distribution of occurrence of these projection coefficients. To stress the
structural similarity between the patterns, the pattern correlation between the
non-detrended anomaly fields and both the EOFs and the SPs were also deter-
mined. The modes of variabilit¡r were determined for the period from 1958 to
1999 taken from NCEP reanalyses. In order to study the change in the PDF of
these modes in the troposphere, the longer period 1949-1999 was used.

7.2 Spectrum of Eigenvalues

By applying simple EOF analysis to the 500-hPa geopotential heights of cold-
season months, we isolated only one variability mode of the mid-tropospheric
circulation (Section 4.3). Due to limited sampling size, higher modes could not
be ciearly separated from each other on the basis of 246 realizations (Figure 4.2

on page 44). However, it can be shown that the spatial structure of the second
EOF is very robust when a longer analysis period (1949-1999) is studied. We
determined the sampling errors of the eigenvalues of the cross-covariance matrix
between the time series of the 500- and 50-hPa heights according to North's Rule
of Thumb (Equation 2.9). In Figr-ire 7.1, the spectrum of eigenvalues is shown
together with their error bars. This spectrum indicates that not only the first,
but also the second coupled variability mode, identified with the help of SVD
analysis, can be very well separated from the next higher modes considering that
aIl 246 realizations are independent. Since the persistence of the strength of
the stratospheric polar winter vortex is larger than one month (Chapter 4), we

also assumed (as a very conservative estimate) that only every second realization
is independent (l/ : 123). Again, the first two coupled variability modes of
tropospheric and stratospheric circulation on the monthly time scale are well
separated from higher modes (not shown).

The first and second coupled mode explain 64To and I5% of the totai squared
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covariance, respectively. It can be shown that the temporal expansion coefficients
of the first and second coupled mode are not significantly correlated either for the
50- or the 500-hPa SPs, although this is not a constraint of the applied statistical
method. The correlation coefficients amount to -0.05 (50-hPa SPs), and 0.09
(50O-hPa SPs).

7.3 Spatial Patterns

Figure 7.2 shows the 50- and 500-hPa SPs of the first coupled mode of variability.
These SPs can be directly linked to the EOFs (Section 4.3) of the individual
fields because SVD analysis is a straightforward expansion of the EOF analysis.
The EOFs of the 50- and 500-hPa field can be found in Figures 4.3a ard 4.4a
on page 45. In Appendix 8.1, the homogeneous and heterogeneous regression
patterns of the first and second modes are displayed.

The structural differences between the 50-hPa SP and the first EOF are small
and only appear at mid-latitudes over western Europe and the North Pacific
(Figure 7.2a). The differences in the respective patterns of the 500-hPa field
are more pronounced. The main centers of action of the tropospheric SP are

found over the North Atlantic and over eastern Asia (Figure7.2b). In contrast,
the first EOF of this tropospheric field has a more hemispheric-scale structure
(Figure 4.4a) in which also the North Pacific is involved. The reason for this is
that the variance is maximized by EOF analysis.

The related patterns of the first coupled mode are very similar to the respective
analysis results of our previous study (Perlwitz and Graf, 1995). This coupled
mode represents the well-known relationship between the strength of the strato-
spheric polar winter vortex and the circulation over the North Atlantic/Eurasia.

1 e+05

0
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7.3. Spatial Patterns

a) b)

Figure 7.2. Singular patterns of the first SVD mode determined between the
time series of the 50- and 500-hPa geopotential height fields of cold-season
months. (a) 50-hPa and (b) 500-hPa geopotential heights.

In the previous chapter, it was shown, on the basis of daily data, that the circu-
lation over the North Atlantic/Eurasia is affected by variations in the strength
of the stratospheric polar winter vortex. Therefore, we conclude that the first
SVD mode mainly describes this downward influence. The correlation between
the temporal expansion coefficients is 0.61.

Now, we will focus on the spatial patterns of the second coupled mode. The
50-hPa pattern exhibits a superposition of \ryave anomalies of ZWN 1 and ZWN 2

(Figure 7.3a). The reiated tropospheric pattern shows two wave trains (Fig-
ure 7.3b). One reaches from the North Pacific over North America to the western
North Atlantic. The second one covers the eastern North Atlantic, northern Eu-
rope and Asia. Together, these two wave trains exhibit a spherical wave-like
structure of ZWN 2 at higher latitudes (north of 60'N). Considering the results
of Section 5.3 for daily data, we conclude that this mode evolves from the upward
propagation of tropospheric quasi-stationary disturbances into the stratosphere.
The propagation time from the 500- to the 50-hPa level is about 2-6 days. On the
monthly time scale, an equivalent-barotropic increase with height of the anoma-
lies over North America and Scandinavia appears. This feature becomes obvious
when comparing the associated anomaly patterns (Appendix 8.1, Figures B.2b
and B.2c). The correlation coefficient between the temporal expansion coefficients
amounts to 0.73.

The difference between the spatial structures of the trOFs and SPs can be clearly
illustrated by taking the EOFs as an orthonormal basis (Equation 2.3) and by
determining how much of the spatial variability of the SPs can be explained by the
leading EOFs of the corresponding field. The fractions of total spatial variance
of the 50- and 500-hPa SP, which is explained by EOFs 1 to 9, are given in
Figure 7.4. It becomes obvious that both the tropospheric and stratospheric SPs
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7 Coupled Modes of Variability and Interdecadal Climate Change

a) b)

Figure 7.3. Singular patterns of the second SVD mode determined between

the time series of the 50- and 500-hPa geopotential height fields of cold-season
months. (a) 50-hPa and (b) 500-hPa geopotential heights.
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Figure 7.4. Fraction of total spatial variance l%] of the singular patterns of the
50- and 500-hPa geopotential height fields explained by the individual EOFs 1 to
9 of the respective fields. (a) 1st SVD mode, (b) 2nd SVD mode

of the first SVD mode are very similar to the leading EOFs of the respective fields
(Figure 7.aa). This similarity is stronger for the stratospheric pattern than for
the tropospheric one, for which the second trOF of the 500 hPa also contributes
to the structure of the SP (12%). In contrast to the SPs of the first coupled
mode, the patterns of the second coupled mode cannot be attributed to mainly
one EOF. Figure 7.4b reveals that the 50-hPa SP is a linear combination of the
second and fourth EOF, the 500-hPa SP are recomposed by the EOFs 2Io 4.

The results of Chapters 5 and 6 reveal that the relationship between the tro-
pospheric and stratospheric wave-like disturbances is closer than the relationship
between the strength of the polar winter vortex and tropospheric ultra-long plan-
etary waves. This feature is also reflected by the correlation coefficients between
the expansion coefficients of the 50- and 500-hPa singular patterns of the first
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7.4. Interdecadal Climate Change

two coupled modes determined on the monthly mean time scale. This value is
higher for the second mode (0.73), describing the upward influence, than for the
fi.rst one, reflecting the downward influence (0.61).

By comparing the statistical parameters (explained fraction of total squared co-
variance correlation coefficients between the time series) of the first two SVD
modes it becomes obvious that the choice of analysis method may influence the
structure of the "leading coupled mode". Using SVD analysis, the leading mode
exhibits the downward relationship between the strength of the stratospheric po-
lar winter vortex and the structure of tropospheric waves. With the help of the
CCA, the correlation coefficients between the temporal expansion coefficients are
maximized. Therefore, the second SVD mode describing the upward propaga-
tion of disturbances appears as the leading CCA mode, although only I5% of
total squared covariance is explained. The CCA results, however, depend on the
number of EOFs used for the stratospheric fields. Using only three EOFs as
in Perlwitz and Graf (1995), the vertical propagation of wave-like disturbances
in ZWN 2 is not considered. Only disturbances of ZWN 1 waves are consid-
ered. Therefore, the tropospheric pattern of the coupled mode in Perlwitz and
Graf (1995) exhibits mainly the wave train over the North Pacific/North Amer-
ica whereas in the respective pattern of the SVD analysis a wave train over the
North Atlantic/Eurasia also appears. In the latter analysis, there is a consider-
able contribution (more than 30%) of the fourth EOF to the stratospheric singular
pattern.

7.4 Interdecadal Climate Change

Figure 7.5 shows the linear trends of the 50- and 500-hPa geopotential heights
for the cold seasons (November to April average) from 1958 to 1998, determined
on the basis of the FUB stratospheric data and NMC analysis, i.e., for these
patterns the NCEP reanalgses were not used. The patterns of local iinear trends
show a high similarity to the main structures of the leading coupled mode in
the stratosphere (Figure 7 .2a). The polar vortex has intensified considerably.
Main features of the horizontal structure of the change in the mid-tropospheric
circulation agree with the center of action of the tropospheric SP (Figure 7.2b).
Since 1958, the westerlies over the North Atlantic and the geopotential height
over eastern Asia have intensified significantly.

We have isolated two coupled variabiiity modes which reflect relevant features of
the dynamical coupiing between tropospheric and stratospheric circulation. Now,
we will study how the climate change observed during the cold season of the last
4 decades is represented in the change in the PDF of these two coupled modes.

93



7 Coupled Modes of Variability and Interdecadal Climate Change

b)

Figure 7.5. Patterns of local linear trend in [gpm/dec] of the cold season (average

from November to April) for the 4O-year period 1958-1998. (a) 50-hPa geopoten-
tial heights, FUB analysis, (b) 500-hPa geopotential heights, NMC analysis. The
shading indicates where the local trends are significant at least at the 95% level
(z-tailed t-test.)

7.4.L First Coupled Mode

In order to illustrate the temporal development of the coupled variability modes
since 1958, we calculated the projection coefficients between the not-detrended
anomaly patterns and the singular patterns, which were calculated from de-

trended data. Figure 7.6 shows these index time series for both the 50- and
500-hPa geopotential height field. The time series were normalized respective to
the mean value and the standard deviation of the 120 index values of the sub-
period 1958/59-1977178. A positive index of "one" corresponds to the patterns
shown in Appendix 8.1 (Figures B.la and B.lc) (i.e. anomalously strong polar
winter vortex at the 50 hPa level, anomalously strong westerlies over the North
Atlantic at the 500 hPa level). The most obvious feature of both time series is the
strongly persistent positive index, which can be observed from 1988/59 fo 1996197

in the stratosphere and Io 7995196 in the troposphere. To study the differences
in the PDF of this coupled mode between the 20-year periods 1958/59-1977178
and 1979180-1998/99 in more detail, the frequency distributions of occurrence
of the projection coefficients for both periods were determined (Figure 7.7). In
order to evaluate, in addition, the change in the spatial structure during the last 4
decades, we also determined temporai indices of pattern correlations between the
anomaly fields and the SPs. Pattern correlations only put stress on the spatial
structure whereas changes in the mean of the anomaly patterns are not consid-
ered. The estimated PDFs of the correlation coefficients for both periods are

shown in Figure 7.8.

Both histograms for the projection coefficients (Figure 7.7) indicate that the pos-
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Figure 7.6. Time series of projection coefficients: The non-detrended anomaly
fields of cold-season months were projected onto singular patterns of the first
SVD mode of the respective field. (a) 50-hPa geopotential heights, (b) 500-hPa
geopotential heights. The time series are standardized to the period 1958/59-
1e77178.

itive phase (> 1) of the leading coupled modes is more often exited in the second
period than in the first one, whereas the number of months with an anomaly
pattern of the negative phase of this mode (< -1) is reduced. The changes in
the excitation of the coupled mode are larger in the lower stratosphere than in
the mid-troposphere. For both the 50- and 500-hPa height fields these changes
are more clearly represented by studying the indices of the pattern correlations.
Taking into account the results of Chapter 5, it can be concluded that the number
of months when waves of ZWN 1 were refracted down- and equatorward increased
during the period 1979180 - 1995199. This strengthened downward control was
related to a change in the structure of tropospheric waves.

In order to compare both periods in more detail concerning the behavior at
the tails of the frequency distribution, a parameter was defined that describes
the ratio of positive and negative enhancements of the studied mode during an
analyzed period. For the index time series of the projection coefficients, we
determined the ratio (R: N¡1.s/N.-t.o) between the number of months (Ntr.o),
which have a positive index larger than 1.0, and the number of months (N.-r.o)
with a negative index that is smaller than -1.0. For the index time series of
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Figure 7.7. Histogram of the projection coefficients, shown in Figure 7.10. The
PDF of the periods 1958/59 - 1977 178 and L979180 - 1998/99 are compared. (a)
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Figure 7.8. Histogram of the pattern correlation coefficients, determined as de-
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are compared. (a) 50-hPa geopotential heights, (b) 500-hPa geopotential heights.

the correlation coefficients, the ratio R:N>o.s/N<-0.s was used. The results for
the 500-hPa SP are shown in Table 7.I. By comparing the linearized measures

'1g R', it becomes obvious that the change in the index of the pattern correlation
is stronger than the change in the index of the projection coefficients.

We also calculated these indices of projection and correlation coefficients for the
first EOF of the 500-hPa geopotential height fields and studied the change in the
estimated PDFs of these indices by determined the ratios ,R given in Table 7.1.

Clearly, the change in the indices of the SP is stronger than the change in indices
of the EOF.

As in the study of Corti et al. (1999), we calculated the time series of the 10-year
running averages of the projection coefficients of the first tropospheric variability
mode, described by the SP (Figure 7.9) and the leading EOF. The not-detrended
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Figure 7.9. Time series of the 10-year running averages of projection coefficients.
The non-detrended anomalies of the 500-hPa geopotential heights of cold-season
months are projected onto 1st EOF (open circles) and lst SP (filled circles) of the
500-hPa geopotential heights. The time series were centered on the sub-period
1950-1970.

anomalies of cold-season months from 1949 to 1999 were studied. Becar-rse the
spatial average over all grid points is equal unity both for the EOFs and the SP,
the time series can be directly compared. This time series shows the smoothed
temporal behavior during the analysis period. The time series of SP exhibits
a transition from high-frequency variations, which are very small by amplitude
during the first decade, to a large low-frequency variation during the last 30 years.
Corresponding to the previous analysis, the change in the index of the singular
pattern is higher (about 20%) than the change in the index of the first EOF.

The previous analysis reveals that the leading coupled mode of tropospheric and
stratospheric circulation better represents the features of the observed circula-
tion change during the cold season than the leading EOF of mid-tropospheric
geopotential height field.

7.4.2 Second Coupled Mode

The index time series and histograms of the projection coefficients of the second
coupled variability mode are shown in Figures 7.10 and 7.11, respectively. A
positive index of "one" in the projection coefficients corresponds to the patterns
shown in Appendix 8.1 (Figures B.2a and B.2c). The most obvious feature is an
increase in the variance of the indices which is very pronounced in the index of
the 50-hPa geopotential height field. The statistical parameters for the indices of
the second sub-periodl are 0.42+ 1.48 (50-hPa heights) and 0.35 t1.20 (500-hPa
heights). Thus, the increase in the mean value is accompanied by an increase

lThe first period is standardizecl, i.e., the statistical parameters are 0.0 * 1.0
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Table 7.1. Ratio R of positive and negative enhancements of the variability
modes of the 500-hPa geopotential heights during the periods 1958/59-7977178
and 1979180-1998/99. The index time series of the projection and correlation
coefficients of the first EOF and the first SP were considered.

1958-1978 r979-1999

projection coefficients

g(") tg (Rt")¡ p(") lg (nt")¡

SPs *E o.o2 0.35

EoFs +3 0.00

',|n

13
o.23

correlation coefficients

g(a) tog (Rta)¡ g(a) log (R{t);

SPs & -0.18 0.38

EoFs iÎ -0.04 0.30

19
I

t4
I

(¿) R: N>r.o/N<-r.0.
(b) R: N>o.s/N<-0.s,
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in the variance. Using the F-test (Sachs, \992, pp 347-348), this increase in the
standard deviations is significant at least at the 95% level. The changes in index
time series of the tropospheric pattern are somervhat more pronounced when an
earlier sub-period (1949-1969) is used to normalize the projection coefficients of
the recent sr,rb-period. Then the statistical parameters of the tropospheric index
time series of the latter period amount to 0.39 +.1.22,, indicating a significant
increase in the variance.

Studying the period I949-L994, Corti et al. (1999) found that the smoothed 10-
year averages of the temporal expansion coefficients of the 500-hPa EOFs for the
second mode exhibit a continuous increase. We want to compare the temporal
development of the 500-hPa indices of the second modes on the decadal time scale.
Figure 7.12 shows the l0-year running means of the projection coefficients of the
second EOF (Figure 4.4 b), and the second SP (Figure 7.2b).In contrast to the
time series of the second EOF, which shows the known continuous increase, the
time series of the second SP only increases until 1975. After that year the index
varies around a value of 100 gpm. Thus, a continuous increase as in the COWL-
circulation pattern has not been found in the index time series of the second
coupled variability mode of the troposphere/stratosphere circulation system. The
COWl-pattern is related to the air-sea interaction (Palmer, 1999) and a study of
the coupled modes of the atmosphere-ocean system may show whether the second
EOF is the physically optimized pattern for the description of this interaction.
Such studies would exceed the scope of this thesis.

We have shown that the increase of the variance in the temporal expansion coeffi-
cients is an important additional feature which has characterized the inderdecadal
change observed. We determined the smoothed 2}-year standard deviations of
the temporal indices for both the second EOF and the second SP. The time series
in Figure 7.13 reveals that there is a continuous increase in the variations of the
tropospheric temporal index of the second coupled mode. This behavior cannot
be detected using the second EOF of the 500-hPa height field.

The present analysis has revealed that the second coupled mode of variability in
the 50- and 500-hPa geopotential heights clearly differs to the second EOFs both
in the stratosphere and the troposphere. This mode exhibits a strong increase in
the variability of the projection coefficients of the coupled mode during the last
four decades. The beginning of this increase of the index time series corresponds
to the beginning of the incorporation of satellite data into the NCEP reanalyses
(around 1978). Therefore, it is imaginable that the changes in the index of
the second coupled mode are an artefact. However, we have shown that the
temporal expansion coefficients of the second coupled mode agree very well with
the respective indices based on a different dataset (Chapter 3).
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7.5 Discussion and Conclusions

In the present chapter, we have introduced an approach for studying the spa-
tial structures of both variability and interdecadal changes of the atmospheric
circulation of the NH. We isolated the coupled variability modes of the tropo-
sphere/stratosphere circulation system by applying SVD analysis to the time
series of 50- and 500-hPa geopotential heights of cold-season months. SVD anal-
ysis has no user-specific parameters and can therefore be used for the comparison
of coupled variability modes between observational data and climate models.

Corresponding to our earlier study (Perlwitz and Graf, 1995), two coupled vari-
ability modes could be isolated. These coupled modes reflect relevant features
of the dynamical interaction between tropospheric and stratospheric circulation
on the monthly mean time scale, that were isolated with the SWAN approach
on the basis of daily data. The coupled mode explaining the largest fraction of
covariance (lst SVD mode) describes the influence of the strength of the polar
cyclonic vortex in the stratosphere on the tropospheric circulation over the North
Atlantic/Eurasia. This mode is well known from earlier studies and was isolated
on different time scales and by various statistical methods (Baldwin et al., 1994;
Perlwitz and Graf, 1995; Kodera et al., 1996). The coupled mode with the highest
temporal correlations between the associated patterns (2nd SVD mode) results
from the vertical propagation of quasi-stationary tropospheric disturbances into
the stratosphere, where waves of ZWN 1 and 2 are exaggerated. This mode has
a different spatial structure than the respective coupled mode of our previous
study (Perlwitz and Graf, 1995). The reason is that in the latter study CCA in
the phase space of the leading EOFs was applied and the influence of variations
of waves of the ZWN 2 (EOFs 4 and 5) was not included.

Because the isolated first two coupled variability modes of the 50- and 500-hPa
geopotential heights in the NH reflect the dynamical interaction of tropospheric
and stratospheric circulation, we conclude that these two coupled modes repre-
sent the two most important FCVMs of the troposphere/stratosphere circulation
system during the cold season. Therefore, the change in the PDF of these modes
represents changes in the atmospheric circulation by physical reasons. In the fu-
ture, they should be studied together with FCVMs describing processes of air-sea
interactions and non-linear regimes of the atmospheric circulation.

By studying the change in the PDF of the coupled variability modes, not only
known features have been reviewed including more recent data, but new aspects
have also been introduced. This study and our findings (Perlwitz et al., 1997)
reveal that the number of cold-season months, characterized by an anomalously
strong stratospheric polar winter vortex has increased while the number of months
with a weak polar vortex has decreased. Here, we have shown that the tropo-
spheric pattern of the leading coupled mode manifests this change better than
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the leading EOF. We detected a significant interdecadal change in the second

coupled mode. The variance of the index time series of these mode has been

increased both in the troposphere and in the stratosphere. Our results have also

revealed that the changes in the PDF of the two coupled modes are stronger in the
lower stratosphere than in the troposphere. This corresponds to our conclusion
in Chapter 4 where we emphasized that circulation changes in the atmosphere

can be detected earlier in the stratosphere than in the troposphere because of the
filtering effect of the stratospheric flow to tropospheric disturbances.

The possibility that this change is an artefact in the NCEP reanalyses is small
because this change was also determined on the basis of another independent
dataset. Various ph;rsical explanations for this change can be supposed' One

reason might be that the amplitude of tropospheric waves may have increased by
air-sea interaction. Another possibility is that the strengthening of the strato-
spheric polar winter vortex and the increase of the variance of the second coupled
variability mode have to be treated together since both phenomena exhibit the
same physical process: The observed strengthening of the stratospheric polar
winter vortex was related to the change in the transmission-reflection properties
for vertically propagating Rossby waves and, thus, to an increase in the downward
control of the tropospheric circulation. Therefore, the wave energy is more often
trapped in the troposphere and equivalent-barotropic effects become more impor-
tant. These equivalent-barotropic effects are represented by the second coupled
mode. A higher variability in this modes is an indication for a higher importance
of these effects.

The validity of the first possibility can be investigated by studying the changes

in the PDF of the FCVMs in integrations using atmospheric GCMs forced by
observed SST and ice distribution. In the following chapter, we will focus on

the second possibility and present the results of the study of variability modes in
periods characterized by a preferred exaggeration of either an anomalously strong
or weak polar winter vortex.
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Chapter 8

The leading variability mode of the
coupled troposphere-stratosphere
winter circulation in different
climate regim"rl

8.1 Introduction

The leading mode of variability of of winter mean troposphere-stratosphere cir-
culation desribes the relationship between the strength of the stratospheric polar
winter vortex and the circulation over North Atlantic/Eurasia Baldwin et al.
(1994). The main goal of this chapter is to discuss the features of this leading
coupled mode, as they appear on the interannual timescale, in two different cli-
mate regimes. The two regimes differ in the mean strength of the stratospheric
polar vortex. A preferred excitation of a strong polar vortex by external forc-
ing or internal variability of the coupled atmosphere-ocean climate system over
several years may lead to a preferred trapping of planetary wave energy in the
troposphere. This may change the structure of the leading coupled variability
mode of atmospheric circulation determined with linear statistical methods. The
observed records of tropospheric and stratospheric circulation (about 42 years)
are too short for the investigation of variability modes in a strong polar vortex
state. For the determination of coupled modes with multivariate statistical meth-
ods, a higher number of realizations is needed to gain reliable analysis results.
Therefore we used the 1900-year control integration carried out with the coupled
atmosphere-ocean general circulation model (AO G C M) EC HAM3- LS G, although

lThe results of this Chapter are publishecl in Perlwitz et al. (2000)
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its stratosphere is only marginally represented. Feser et al. (2000) showed that
secular variability of the strength of the stratospheric polar-night vortex can be
found in this integration. The knowledge about the spatial structures of the
leading cor-rpled mode in a strong polar vortex regime will be used for the under-
standing of features of both the coupled variability under increased anthropogenic
greenhouse gas (GHG) forcing and the structure of climate change response of
the atmospheric circulation itself. For this study we used a climate change ex-
periment, carried out with the same AOGCM.

The plan of this chapter is as follows: Section 8.2 describes the used data and
analysis method. Aspects of the structure and coupling between the troposphere
and stratosphere in the control integration are discussed in section 8.3. The
leading coupled atmospheric modes in the model's strong and weak polar vortex
regimes are shown in section 8.4. In section 8.5 we discuss the exaggeration of
the ieading coupled mode by increased GHG concentration and the features of
the coupled mode under increased anthropogenic forcing. The discussion and
conclusions are given in section 8.6.

8.2 Data and Applied Analysis Method

We studied a long-term control integration of 1900 years and a GHG experiment
forced with observed CO2 concentrations from 1880 to 1985 and concentrations
according to the Intergovernmental Panel on Climate Change (IPCC) scenario A
(business as usual) (Houghton et a1., 1990) from 1986 to 2084. Both the control
run and the experiment were carried out with the AOGCM ECHAM3-LSG. The
atmospheric circulation model ECHAM3, a global low-order spectral model, is a
version of the European Center operational weather forecast model with physi-
cal parameterizations modified for climate modeling purposes (Roeckner et al.,
1992). The model was run with a triangular truncation at wave number 2l (T2L),
corresponding to a horizontal resolution of about 5.6o, and with 19 vertical levels
between the Earth's surface and 10 hPa. The ocean model used was the large
scale geostrophic model (LSG) based on primitive equations (Maier-Reimer et al.,
1993). The coupled model and the first 500 years of the control run \l/ere described
by Voss et al. (1998). Timmermann et al. (1998) studied a coupled atmosphere-
ocean mode, inherent in this model integration. The AOGCM ECHAM3-LSG
has been used for climate change studies, sensitivity experiments, and detection
studies (Hasselmann et al., 1995; Cubasch et al., 1997; Hegerl et al., 1997). The
ECHAM3 model, coupled with a chemical module CHEM (Steil et al., 1998), was

used by (Dameris et al., 1998) to estimate the future development of the ozone

layer superposed on an increased GHG forcing.

We applied SVD analysis between the NH (north of 20'N) 50- and 500-hPa geopo-
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8 Variability Modes in Different Climate Regimes

tential heights on the basis of winter means (December to ebruary). The time
series at the grid points were weighted with the square root of the cosine of the
geographical latitude. Thus our analysis agrees with the approach of Baldwin
et al. (1994). They determined the leading coupled mode on the basis of winter
mean observations using SVD analysis. We show homogeneous and heterogeneous
regression and correlation patterns as described by Bretherton et al. (1992) and
Cheng and Dunkerton (1995). The maps of regression coefficients shown corre-
spond to one standard deviation (ø) of the temporal expansion coefficients of the
SVD singular patterns.

We used NCEP reanalysis data for the comparison between model and obser-
vational patterns. The similarity of the patterns is given by pattern correlation
coefficients. The associated patterns of the ieading coupled mode of 50- and
500-hPa geopotential heights, determined on the basis of winter means, are found
in Appendix 8.2.

8.3 Stratospheric Features of the Leading Cou-
pled Mode in the ECHAMS-LSG Model

The leading coupled variability mode between the time series of NH 50- and
500-hPa geopotential heights in the 1900-year integration of the ECHAM3-LSG
model captured the main relationship found in observational data (Baldwin et al.,
L994, e.g.). The coupled variability mode describes the connection between the
strength of the stratospheric polar vortex and a tropospheric circuiation pat-
tern characterized by a hemispheric pressure seesaw between high and middle
latitudes, whereas the closest relationship can be found over the North Atlantic
region. The fraction of explained total squared covariance of the first (leading)
mode is less in the model (60%) than in observational data (76%) determined on
the basis of observed 42 winter means. Nevertheless, the model's leading mode is
well separated from the second mode, explaining 22% of total squared covariance.
The correlation between the expansion coefficients of the singular patterns (not
shown) is 0.66.

There are some notable differences between observations and the climate model
in the spatial structure of this mode. In this section we want to focus on the
stratospheric part of the coupled circulation mode. Figure 8.1 shows the 50-hPa
geopotential height field regressed onto the time series of the expansion coeffi-
cients of the 50-hPa singular pattern. The variability center of the stratospheric
polar vortex is displaced toward the Pacific in the model, whereas it is stronger
over the North Atlantic in observational data. The interannual variability of the
model's stratospheric polar-night vortex, as depicted in this coupled mode, is
remarkabiy less than in observations (Figure B.3b in Appendix 8.2). Over the
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North Pole the variability corresponding to one standard deviation of the index
time series of the stratospheric field is, with approximately 120 geopotential me-
ters (gpm), only almost half as large as observed (210 gpm). One reason is an
overly strong polar-night vortex, which is a common bias in most climate mod-
els with an upper boundary set already at 10 hPa. This reduces the possibility
of disturbances of the stratospheric circulation by tropospheric planetary waves
(Boville and Cheng, 1988) and therefore the variability in the strength of the
stratospheric polar vortex. As a result, at the 50-hPa pressure level, the long-
term winter mean temperature at the North Pole amounts to -78oC, which is
9 K colder than observed (-69'C), and the long-time mean west wind at 60"N
is 9 m/s stronger than observed. Another cause for the reduced variability of
the strength of the stratospheric polar vortex in the model results from the ab-
sence of external forcing (e.g., volcanic eruptions and solar activity) and of the
quasi-biennial oscillation (QBO) in the tropical stratosphere. The phase of the
QBO, through modulation of the zonal mean zonal wind, affects the upward and
equatorward propagation of ultralong planetary \ryaves Dunkerton and Baldwin
(1ee1).

Figure 8.1. Winter mean Northern Hemisphere (NH) 50-hPa geopotential
heights regressed onto temporal expansion coefficients of the 50-hPa singular pat-
tern of the leading atmospheric circulation mode, determined from singular value
decomposition (SVD) analysis between the time series of the 50- and 500-hPa
geopotential height field. Contour interval is 20 geopotential meters (gpm). Pos-
itive values are shaded.

We studied the differences in the meridional and vertical propagation of stationary
waves between the two states of the leading coupled mode (anomalously weak
and strong polar vortex) in the control integration of the climate model. As a
diagnostic tool, the Eliassen-Palm flux (E-P flux) (Section 2.2.1 on page 23) is
used, which indicates the wave activity and energy propagation. We selected the
composites of the E-P flux for the two states on the basis of temporal expansion
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coefficients of the 50-hPa pattern of the leading mode. From the 1899 individual
winter means, 305 years were characterized by an anomalously strong polar vortex
(" > 1). The composite for an anomalously weak stratospheric vortex (" < -1)
is calcuiated from 289 years.

The meridional cross section of the difference vector of the E-P flux composites
(not shown) exhibits the known features of energy flux when the influence of the
strength of stratospheric polar vortex is studied (Boville, 1984; Kodera and Koide,
L997). When the polar vortex is anomalously strong, the vertical propagation of
stationary wave energy in the stratosphere and the northward flux within the tro-
posphere are significantly reduced, indicating an anomalously strong trapping of
stationary wave energy in the troposphere. We also determined composites of the
E-P flux for the individual stationary zonal waves by expanding the geopotential
height fields in their zonal Fourier harmonics. The contribution of the individual
waves to the total tr-P flux is additive and depends on the square of the amplitude
and the latitudinal and vertical derivatives of the phase of the individual waves
(Eqtration 2.48 on page 26). Figure 8.2 shows the meridional cross section of the
difference vectors (strong minus weak polar vortex) for the zonal wave numbers
(ZWNs) 1 and 2. When the polar vortex is anomalously strong, the vertical
propagation of wave energy of Z\MN 1 in the stratosphere is reduced between
60' and 85'N but increased between 40' and 50"N, and an increased southward
propagation in the midtroposphere can be found. Thus planetary wave energy
of ZWN 1 is more effectively trapped in the troposphere at high latitudes in the
strong polar vortex state than in the weak one. At midlatitudes (between 40o and
60'N), a more effective trapping of stationary wave energy of ZWN 2 in a strong
polar vortex state dominates. A reduced vertical propagation of ZWN 2 into the
stratosphere and a reduced northward propagation in the midtroposphere can
be found. As a consequence of the reduced propagation of wave energy into the
stratosphere by waves of ZWN 1 and 2, the North Pole temperature at the 50-hPa
level is significantly lower (-81"C) than in the weak polar vortex case (-76'C).
The discussed results are significant at least at the 95% level.

8.4 The Leading Coupled Mode in the Strong and
Weak Polar Vortex Regime

8.4.1 The Definition of the Strong and Weak Polar Vortex
Regime

The preferred exaggeration of a strong polar-night vortex in a particular analysis
period may change the structure of linear variability modes in the atmospheric
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circulation because the waves are trapped more effectively in the troposphere. We
used the studied long-term integration of AOGCM ECHAM3-LSG to compare
the leading coupled mode on the interannual timescale in a strong and weak polar
vortex state. Feser et al. (2000) studied the interannual variability of winter mean
NH zonal mean zonal wind in the long-term integration of the ECHAM3-LSG
model and found considerable variations on the secular timescale. Following the
linear theory, the vertical propagation of planetary rù/aves into the stratosphere
depends on a critical velocity which decreases with an increasing zonal wave
number (Charney and Drazin, 1961). Thus linear changes in the strength of the
stratospheric polar vortex can be connected with nonlinear effects in tropospheric
circulation because a critical velocity for a specific wave is involved. \Me took
into consideration this threshold problem for the selection of periods which are
characterized by a preferred exaggeration of a strong or weak polar vortex in
the control run. We counted how often the expansion coefficient of the singular
pattern of the 50-hPa field is larger (smaller) than ø (-ø) during a 3O-year
period, where ø is the long-term standard deviation of the temporal expansion
coefficients. In the following, ly'¡o and N.-o stand for the number of positive
and negative enhancements, respectively. In section 8.3 we have shown that the
characteristics of vertical propagation for waves of ZWN 1 and 2 are different
between both states. We used the ratio ratss: Nr"lN.-o, âs a measure which
indicates the preference of the positive enhancement (rat3o ) 1, anomalously
strong polar vortex) or the negative enhancement (0 < rat3s 11, anomaiously
weak polar vortex) of the regression pattern (Figure 8.1) within the studied 30-
year period. To avoid N.-o becoming zero, both N.-o. and ly'ao were set equal
to 1 before counting. Figure 8.3 shows the time series of this ratio at the 50-hPa
level, determined for overlapping 3O-year periods. This smoothed time series does
not emphasize single extreme anomalies as does a 3O-year running average.

The visual inspection of this time series shows a pronounced secular variability,
characterized by periods in which an anomalously strong vortex is more often
excited than an anomalously weak one or vice versa. The respective periods
which clearly differ in the preference of a strong and weak stratospheric vortex
are called strong and weak polar vortex regimes (PVR).

8.4.2 The Leading Coupled Mode in the Strong and Weak
PVR

To study the interannual coupled variability between tropospheric and strato-
spheric winter circulation in the climate model within the two PVRs, we selected
periods permanently characterized by a ratio rats¡larger (smaller) than one stan-
dard deviationlo¡n1,o¡ro) : 0.23]. The composed time series for the strong (weak)
PVR consist of a total of L74 (194) years. We applied the SVD analysis between
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Figure 8.2. Meridional cross section of difference vectors between the composites
of the Eliassen-Palm (E-P) flux (strong minus weak polar vortex state) for (a)
zonal wave number (ZWN) 1 and (b) ZWN 2. The arro\¡¡ scaLe amounts to 2.0 x
105kgs-1. The vertical scaling factor c is 125.
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Figure 8.3. Time series of the ratio of numbers of positive to negative enhance-
ment of the strength of the stratospheric polar vortex for overlapping 30-year
periods as described in text.

the 50- and 500-hPa geopotential height fields for the composed data set of the
strong and weak PVR, separately. As expected, the total covariance between
the NH 50- and 500-hPa geopotential fields is higher in the weak than in the
strong PVR. The extra covariance in the weak PVR is mainly concentrated in
the first SVD mode, explaining 6L% of total squared covariance, whereas the
fraction amounts to 52% in the strong PVR.

Figure 8.4 compares the associated (heterogeneous) regression patterns of the
strong and weak PVR. The shading represents the heterogeneous correlation
patterns. The light and dark shadings indicate "remarkable" absolute correla-
tion coefficients larger than 0.3 and 0.5, respectively (a correlation coefficient of
0.2 is already significant at the 95% level). The pattern correlation between the
regression patterns of the observations (Figure B.3c) and a model regime indi-
cate that the weak PVR of the model better matches the observed mode than the
model's strong PVR. The agreement of the 500-hPa patterns between observa-
tions and the weak (strong) PVR further increases (decreases) when the spatial
structures north of 35'N (instead of 20'N) are compared. The 50-hPa pattern
of the weak PVR (Figure 8.4a) clearly shows a pronounced circumpolar pressure
seesaw, whereas the corresponding pattern of the strong PVR (Figure 8.4b) de-
picts a more zonally asymmetric structure. This becomes clear from Table 8.1,
which contains the zonal mean geostrophic wind and the amplitudes of both
ZWNs 1 and 2 at 58'N of the 50- and 500-hPa regression patterns shown in
Figure 8.4. This latitude is representative for the latitude belt between 50" and
70'N. In comparison with the weak PVR, the meridional gradient of the regres-
sion pattern of the 50-hPa field in the strong PVR, and thus the zonal mean
geostrophic wind, is reduced, whereas the amplitude of the waves of both ZWN I
and 2 is visibly increased. Table 8.1 also indicates that the difference in the het-
erogeneous regression patterns of the 500-hPa geopotential heights between both

0
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8 Variability Modes in Different Climate Regimes

Table 8.1. Zonal Mean Zonal Component of the Geostrophic Wind (zn) and
Amplitude (,4¡) of Waves of. ZonaI \Mave Numbers (ZWNs) lc : L and k : 2 for
the Heterogeneous Regression Patterns of 50- and 500-hPa Geopotential Heights
at 58'N

50 hPa 500 hPa

weak PVR strong PVR weak PVR strong PVR

un fmlsl
,4t [ep-]
A, [sp-]

2.L

24 (e6%)

3 (t%)

r.2

34 (66%)

24 (32%)

1.0

e (8e%)

| (t%)

0.8

8 (30%)

11 (58%)

regimes mainly results from a higher amplitude of the Z\MN 2 component in mid-
latitudes in the strong PVR. At the same time, the variability of waves of ZWN 1

is reduced in the pattern of the strong PVR between 35o and 45'N. At 42"N the
reduction amounts to about 4 gp-. As a result of these differences in the zonal
wave structure of the coupled variability patterns, the node line between positive
and negative anomalies over both the North Atlantic and the North Pacific is
shifted southward in the strong PVR relative to the weak one. Over the North
Atlantic this shift is quite small (about 5'), but over the North Pacific it amounts
to about 20o.

During winter, owing to advective processes, circulation anomalies are closely
related to lower tropospheric temperature anomalies. The 85O-hPa temperatures
regressed onto temporal expansion coefficients of the 50-hPa singular pattern
are given in Figure 8.5. Again, the regression pattern of the weak PVR better
matches the observations (Koide and Kodera, 1999; Perlwitz and Graf, 1995)
than the pattern of the strong PVR, which exhibits a pronounced cold-ocean-
warm-land variation between 50' and 80'N.

Comparing the regression patterns of the 500-hPa field between the model's weak
PVR (Figure 8.4c) and observations (Figure B.3c), a difference in the positions of
the positive and negative centers of the 50O-hPa pressure anomalies over the North
Atlantic can be found. In observations, an anomalously strong vortex is connected
with a stronger than normal southwesterly wind over the eastern North Atlantic,
causing an intensified advection of mild and wet maritime air to northwest Europe
(Figure 8.4, Koide and Kodera, 1999; Perlwitz and Graf, 1995). In the model's
weak PVR the North Atlantic centers of action, as depicted in the tropospheric
regression pattern of the leading coupled mode, are arranged meridionally, and
their node line is mainly zonally directed. Therefore, in connection with this
coupled circulation mode in the climate model, this advective influence of the
circulation on the temperature of northwest Europe is underestimated.
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b)
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Figure 8.4. Regression patterns of SVD analysis between the time series of 50-

and 500-hPa geopotential heights for the weak and strong polar vortex regimes
(PVRs): (a) 50 hPa, weak PVR, (b) 50 hPa, strong PVR, (c) 500 hPa, weak PVR,
and (d) 500 hPa, strong PVR. The contour intervals are 20 gpm (50-hPa maps)
and 10 gpm (500-hPa maps). The light (dark) shading indicates that the absolute
correlation coefficients between the time series of the expansion coefficients and
of the local geopotential heights exceeds 0.3 (0.5). The numbers in the bottom
right corner of each panel indicate the pattern correlation coefficients between
the regression patterns of the model and observations.
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a) b)

0.65 .51

Figure 8.5. The 850-hPa temperatrue regressed on the temporal expansion co-

efficient of the 50-hPa singular pattern for the (a) weak and (b) strong PVR. The
contour interval is 0.4 K. The light (dark) shading indicates that the absolute
correlation coefficients between the time series of the expansion coefficients and
of the local temperature exceeds 0.3 (0.5).

A still-to-strong polar vortex in the weak PVR, and a relatively low spatial reso-

lution (T21) smoothing the orography in the model, may explain the structural
differences between the observed and the modeled tropospheric pattern. However,
we found a visible reduction in the structural bias of the leading atmospheric cir-
culation mode in the weak PVR in comparison with the total model integration,
although the reduction of the cold bias in the high-latitude 50-hPa temperature
amounts to only 1K.

8.4.3 Causes of the Structural Differences Between the Cou-
pled Modes of Both Regimes

We studied in more detail whether the strong differences in the leading atmo-
spheric variability mode can be mainly attributed to the preferred enhancement
of an anomalously strong polar-night vortex. From the results of the SVD analy-
ses, it cannot be concluded that the circulation in the strong PVR is characterized
by a higher variability of midlatitude waves of ZWN 2. We compared the stan-
dard deviation of the amplitude of this stationary wave, determined from the
geopotential height fields, between both PVRs and did not find any significant
differences. Another possibility is that in the strong PVR the variability of waves

of ZWN 2 is more stationary than in the weak PVR. This would be an indica-
tion of the stronger effect of the tropospheric trapping of wave energy in the
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8.4. Strong and Weak PVR

strong PVR, which is connected with an increase of equivalent-barotropic effects
(Boville and Cheng, 1988). To study the spatial variability structure of the in-
dividual zonal waves, EOF analysis was used. We selected a specific latitude
and expanded the individual realizations of the geopotential height fields in their
zonal Fourier harmonics . Let z¡ be anomalous geopotential height fields related
to the kthzonal wave component at a specific latitude. Then z¡ at the longitude
À of the year t is expressed as follows:

z¡(À,t) : a(t) cos(kÀ) + b(t) sin(ÆÀ)

If the longitudinal structure of the year-to-year variation is geographically fixed,
the time series ø(t) and ó(l) are not independent. One EOF can, then, explain the
total variability of the latitudinal fr,eld z¡,. Contrary to this, when this variation
is randomly distributed, the correlation between ø(ú) and ô(f) becomes zero and
the total variance is equally shaded by two EOFs (50% each). Therefore the
fraction of variance explained by the leading EOF can be used as a measure of
the stationarity of the variation of the wave of ZWN k at a specific latitude.

We performed this analysis for the waves of both ZWNl and 2,ab, each latitude
of the NH (north of 20'N) grid and each available pressure level between 1000
and 30 hPa. The explained fractions of total variance of the leading EOF, ob-
tained from the individual analyses, are combined as a meridional cross section.
Figures 8.6a and 8.6c show these meridional cross sections of ZWN 1 and 2, re-
spectively, for the weak PVR. The meridional cross section of the difference of
this parameter between the strong and weak PVR (strong minus weak) is given in
Figures 8.6b (ZWN 1) and 8.6d (ZWN 2). In the weak PVR a strong stationarity
of waves of ZWN 1 can be found in the troposphere around 25'N and between 40o

and 50oN. At midlatitudes more than 75% of total variance is explained by the
leading EOF from the surface to the 150-hPa level. In the strong PVR the tro-
pospheric centers of stationarity are shifted southward and are slightly increased.
In the weak PVR the two tropospheric centers of high stationarity for ZWN 2 can
be found around 30'N and between 55" and 65'N. In the strong PVR the degree
of stationarity is more than 10% higher in both centers. For the midlatitude
center the difference increases with increasing altitude, and the leading EOF of
ZWN2 explains more than 70% of total variance from the surface to the 50-hPa
1evel. At these latitudes the highest amplitude of the leading EOF can be found.
We also determined the phase of the first EOF of ZWN 2, for example, the lon-
gitude where the first extremum (minimum or maximum) of the wave is found.
At midlatitudes, where the maximum change in the degree of stationarity occurs
in the upper troposphere and lower stratosphere, 'we found an eastward shift of
phase in the strong PVR relative to the weak one. For instance, at 58'N and
the 500-hPa level the phase amounts to 63"E and 72"8 for the weak and strong
PVR, respectively. The eastward phase shift decreases with increasing height.
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Figure 8.6. Meridional cross section of the explained fraction of total variance of
the leading empirical orthogonal function (percent) as described in text. Shown
are (a) weak PVR, ZWN t; (b) strong minus weak PVR, ZWN 1; (c) weak PVR,
ZWN 2; and (d) strong minus weak PVR, ZWN 2.

This shift amounts to 5o and 2" at the 200-hPa and 50-hPa level, respectively. At
higher altitudes the increase of stationarity of the variability of ZWN 2 is more
important.

As expected in a strong PVR, the dynamical coupling between the troposphere
and stratosphere is considerably reduced. We have shown that this is related
to a change in the spatial structure of the leading coupled variability mode of
tropospheric and stratospheric circulation in the studied climate model. In the
strong PVR the more effective tropospheric trapping of stationary wave energy of
ZWN 2 at midlatitudes changes the zonal variability structure of this stationary
wave in the troposphere as well as in the stratosphere. In the next section we

want to give an application of the knowledge about the spatial structure of the
associated patterns in a strong PVR.

116



8

8.5. Coupled Mode and Increased Greenhouse Effect

.5 The Exaggeration of the Leading Coupled Mode
by the Increased Greenhouse Effect

Palmer (1993) suggested that the impact of enhanced atmospheric CO2 concen-
tration manifests itself as an increase in certain preferred patterns of internal
variability of the atmosphere rather than in some ne\ry pattern of atmospheric
variability which is orthogonal to the internal modes. Orthogonality of the re-

sponse pattern is the main prereqr-risite for the application of optimal fingerprint
analysis (Hasselmann, 1993). There is a physical process which can explain the
exaggeration of the leading coupled variability mode by increasing GHG forcing
via changes in the stratospheric circulation (Perlwitz and Graf, 1995). The in-
crease in tropospheric temperature and humidity in lower latitudes due to the
combined greenhouse effect leads to a lifting of the lower-latitude geopotential
height layers and thus to an initial intensification of the polar-night vortex by the
strengthening of the thermal wind. The climate change sensitivity experiments
of Shindell et al. (1999b) and Graf et al. (1995) show a strengthening of the
stratospheric polar vortex with rising anthropogenic forcing. An intensified polar
vortex is related to changed transmission-refraction properties of vertically prop-
agating tropospheric waves and may produce tropospheric circulation anomalies
similar to the positive phase of the leading coupled circulation mode.

Therefore we studied the exaggeration of the coupied mode of atmospheric winter
circulation due to anthropogenic GHG forcing in an experiment, carried out with
the ECHAM3-LSG model. The GHG forcing is based on observations (1880-
1985) and the IPCC (1990) scenario A (business as usual, 1986-2084) (Houghton
et al., 1990). The yearly winter (December-January-February) response patterns
were calculated as difference patterns between the individual winter means of the
GHG experiment and the long-term winter mean of the control run. The global
average was removed from the individual winter mean geopotential height fields
of the scenario simulation before determining the difference patterns. This allows
one to neglect the global mean increase in the geopotential height caused by the
thermal expansion of the atmosphere due to increasing temperature. We pro-
jected these difference patterns of 50- and 500-hPa geopotential heights onto the
respective singular patterns, isolated by SVD analysis of the total unforced model
run. The time series of the projections, normalized by the standard deviation of
the respective control run, os, ãtê shown in Figure 8.7. After 1980 a preferred
enhancement of the positive phase of the main coupled circulation mode, both in
the stratosphere and in the troposphere, can be seen. The interannual variability,
as it is depicted in this coupled mode, decreases with the increase of the GHG
concentration. Extremes only occur in the positive phase of this mode.

The time series for 50-hPa geopotential heights (Figure 8.7a) reveals that in the
studied GHG forcing experiment, the stratospheric polar vortex strengthens con-
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8 Variability Modes in Different Climate Regimes

tinuously with increasing GHG concentration. This changes the condition for
the vertical propagation of tropospheric planetary waves. Thus a reduction of
dynamical interaction between tropospheric and stratospheric circulation under
stronger GHG forcing may be connected with a transition to a new dynamic
regime similar to the strong PVR which was isolated in the control run. To
isoiate the leading coupled variability mode of stratospheric and tropospheric
circulation under stronger GHG forcing, we performed a SVD analysis between
winter mean NH 50- and 500-hPa geopotential heights using the last 70 years

of the GHG simulation (20L4-2084). The long-term local trends were removed
before applying the SVD approach. As expected, the associated patterns cap-
ture very well the features of the corresponding patterns of the strong PVR. We
found that the concurrent variation of the meridional pressure seesaw over the
North Atlantic and North Pacific of NH 500-hPa circulation (Figure 8.8) is more
pronounced than in the model's strong PVR (Figure 8.4d). Both high-latitude
centers of action over the ocean show about the same value of the regression co-

efficient (25gpm), whereas the meridional pressrlre seesaw in the strong PVR is
clearly stronger over the North Atlantic than over the North Pacific. In the stud-
ied climate change experiment the strength of the seesaw over the North Atlantic
is visibly reduced under increased anthropogenic forcing. Relative to the regres-
sion map of the strong PVR of the control run, the map of the GHG experiment
shows a southward shift of the node line between positive and negative anomalies
over both oceans. Additionally, an eastward shift of the centers of action over the
North Atlantic is found. The latter result corresponds partly to the study of Ul-
brich and Christoph (1999). They investigated the shift of the centers of action of
the NAO with increasing GHG forcing in the AOGCM ECHAM3/OPYC (T42),
using sea level pressure, and found a northeastward shift.

We were also interested in the consequences of a polar vortex intensified by in-
creased GHG concentration for the structure of the response in atmospheric circu-
lation. With the associated patterns of the leading coupled mode in the different
PVRs, a basis for such an analysis is given. We studied the similarity between the
climate change response in tropospheric and stratospheric circulation and the as-

sociated patterns of the coupled troposphere-stratosphere circulation in the weak
and strong PVR. We determined spatial pattern correlations between the pat-
terns of the model response of NH 50- and 500-hPa geopotential heights with
the singr-rlar patterns of the coupled modes for both the strong and weak PVR.
This correlation coefficient can vary between -1.0 and 1.0 and clearly stresses the
structural pattern similarity and not the anomalies. The time series of pattern
correlation determined for overlapping decadal mean (11-year) response patterns
are given in Figure 8.9. The overlapping decadal averages reduce the spatial and
temporal noise associated with higher-frequency variability. After 1990, there is,

in general, a higher similarity between the response patterns and the associated
patterns of the model's strong PVR than of the weak one. For the strong PVR
the pattern correlations of the 50-hPa level fluctuate between 0.6 and 0.7, while
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6

1880 1900 1920 1940 1960 1980 2000 2020 2040 2060 2080

b) 500 hPa geopotential height
4

1880 1900 1920 1940 1960 1980 2000 2020 2040 2060 2080

Figure 8.7. Time series of projections of response pattern, determined from a

transient greenhouse gas (GHG) forcing experiment, onto the singular patterns
of leading atmospheric circulation mode, determined from the 1900-year control
run. The time series for (a) 50-hPa geopotential height field (north of 20'N)
and (b) 500-hPa geopotential height field (north of 20'N) are nomalized by the
standard deviation oç of the individual projections of the control run.

the spatial pattern correlations of the 500-hPa level are higher and can reach
valnes greater than 0.8, explaining about 70% of the 1l-year smoothed spatial
response structure.

\Me also studied the similarity between the response of the 850-hPa temper-
ature and the regression patterns shown in Figure 8.5. The temporal course

(Figure 8.9c) foilows mainly the time series of spatial pattern correlation of the
50O-hPa geopotential height field. The mean pattern correlation coefficients after
1990 amount to about 0.6 for the pattern of the strong PVR, indicating that 36%
of the hemispheric response can be explained.

We have shown that the strength of the stratospheric polar vortex is a control
parameter for the structure of the climate change response in tropospheric tem-
perature and circulation in the studied climate change experiment. The spatial
pattern correlation remains smaller than 1.0 because other processes, the air-
sea interaction, for example, are also very important for the development of the
climate change response (Timmermann et al., 1998, 1999).
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Figure 8.8. The 500-hPa heterogeneolrs regression patterns of SVD analysis be-

tween 50- and 500-hPa geopotential heights for the GHG experiment on the basis

of the time perio d 20L4-2084 of the simulation. The shading corresponds to Fig-
ure 8.4.

8.6 Discussion and Conclusions

We studied the leading coupled mode between the time series of NH 50- and

500-hPa geopotential heights for two climate regimes of a 1900-year control run,
carried out with the AOGCM ECHAM3-LSG (T21). The two regimes differ on

the interdecadal timescale in the strength of the stratospheric polar vortex and

therefore in the transmission-refraction properties of vertically propagating tro-
pospheric waves. We found that this difference has consequences for the spatial
structures of the coupled mode between both regimes, which were determined
with a linear statistical analysis method. The spatial structures of the leading
coupled variability mode of observational data better match the corresponding
patterns of the model's weak PVR than those of the strong one's. In the model's
strong PVR the concurrent variation of waves of ZWN 2 in the troposphere and

stratosphere is increased, whereas the interaction of tropospheric waves with the
mean stratospheric flow is reduced. Because of the more effective tropospheric
trapping of stationary wave energy of ZWN 2 at midlatitudes, the zonal variabil-
ity structure of this wave on the interannual timescale is considerably influenced
by barotropic effects in the troposphere as well as in the stratosphere. For the
studied integration with the AOGCM ECHAM3-LSG, we could show that the
phase in which the North Atlantic and the North Pacific varies concurrently on

the interannual timescale is influenced by the strength of the stratospheric polar
vortex during the analysis period. During periods with a preferred exaggeration
of a strong poiar vortex, the inphase variation of both atmospheric regions is

emphasized. Our analysis is clearly focused on the investigation of atmospheric
circulation modes. On the interannual timescale, the variability of the sea sur-
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Figure 8.9. Time series of the spatial pattern correlation between the decadal
response patterns and the singular patterns of the model's leading coupled circu-
lation mode for both the model's weak PVR (solid line) and strong PVR (shaded
line). Shown are (a) 50-hPa geopotential height field (north of 20'N), (b) 500-hPa
geopotential height field (north of 20'N), and (c) 850-hPa temperature (north of
20'N). The corresponding reference patterns of the 85O-hPa temperature are given
in Figure 8.5.

face temperature is primarily forced by atmospheric variability (e.g., Delworth,
1996). For the explanation of atmospheric variability on multiyear to multi-
decadal timescales, however, the interaction of the atmosphere with the ocean
becomes important (e.g. Rodwell et al., 1999). With this paper we wanted to
show that besides the ocean, the strength of the stratospheric polar vortex is also
an important parameter for the understanding of both variability modes of the
atmosphere-ocean system of a climate model (e.g. Timmermann et al., 1998) and
features of observed climate variability. Further studies are required to determine
whether a changed tropospheric anomaly structure, resulting from changes in the
strength of the stratospheric polar vortex in individual years, contributes to the
amplification and stabilization of longer timescale modes of the atmosphere-ocean
system.

The leading coupled variability mode of the troposphere-stratosphere circulation
as well as the response of winter circulation were studied in a climate change
experiment with increasing GHG concentration carried out with the same model.

weak PVR
strongPVR ----

strong PVR ---
weakPVR ----

weakPVR ----
strong PVR----
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8 Variability Modes in Different Climate Regimes

In this experiment a large part of the climate change signal is carried by the
leading coupled mode. This result confirms the idea of Palmer (1993) that the
impact of enhanced atmospheric GHG concentration manifests itself mainly as

an increase in certain preferred patterns of internal variability of the atmosphere.

We clearly focused on the winter season and isolated physically filtered patterns
representing the related variation of stratospheric and tropospheric circulation
on the interannual timescale. We could show, however, that the spatial structure
of the climate change patterns alters with increased forcing. One parameter for
this change is the intensification of the stratospheric polar vortex with increasing
greenhouse effect. This intensification leads not only to an exaggeration of the
positive phase of the leading cor-rpled variability mode but also to a change in
the structure of this mode. Under increased GHG forcing, both the response

and the coupled variability between tropospheric and stratospheric circulation
itself have a high similarity to the leading coupled mode of the model's strong
PVR. The changed structnre of the leading coupled mode can be interpreted as

the orthogonal signal evolving from external forcing that is studied in optimal
fingerprint analysis (Hasselmann, 1993).

There are increasing efforts to attribute the cold-season climate change, which
has been observed during the last 40 years, to the increased GHG effect. Our
results emphasize two important points which have to be considered when com-
paring observed climate changes with the cold-season GHG response of sensitivity
experiments with comprehensive climate models.

First, the strength of the stratospheric polar vortex of a climate model used

for the str-rdy of climate changes during winter is one crucial parameter that
determines the spatial structure of the climate response and the strength of the
signal. This conclusion agrees with the results of Shindell et al. (1999b). They
found considerable differences in the change of the AO index, depending on the
representation of the stratosphere in their climate model, which were forced with
increasing GHG concentration.

Second, the representation of the variability of the planetary waves in the cli-
mate model influences the spatial structure of the winter responses in circulation
and temperature. One reason is the intensification of the stratospheric polar
vortex with rising GHG concentration, which leads to a change of the structure
of planetary waves that are trapped in the troposphere when the polar vortex
is intensified. The predominant change in the zonal structure of the variability
of waves of ZWN 2 may be partly attributed to the relatively coarse horizontal
resolution (5.6"). Other important factors may be the vertical resolution and, as

explained in the previous point, the top height of the model.

Thus an evaluation of climate models used for sensitivity experiments should
include the investigation of the coupled variability modes of troposphere-strato-
sphere circulation. It is of the greatest importance that climate models properly
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represent the energy and structure of the leading atmospheric variability mode
because this mode can be exaggerated by stratospheric aerosols from tropicai
volcanic eruptions (Graf et al., 1993; Kodera, 1994), reduced ozone concentration
at the end of the winter (Graf et al., 1998), solar activity (Shindell et al., 1999a)],
and, as demonstrated by (Shindell et al., 1999b), Graf et al. (1995), and this
study, the increasing anthropogenic greenhouse effect.
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Chapter 9

Summary and Outlook

The main issue of this thesis has been to increase our understanding of the mech-
anisms by which the stratosphere can affect the tropospheric climate. The dy-
namical coupling of tropospheric and stratospheric circulation in the Northern
Hemisphere (NH) was investigated by applying the new approach Single Waue

Analysi.s (SWAN) which combines a well-known theoretical concept of the cou-
pling mechanism with the statistical analysis of observational datasets. The iso-
lated features were used to interpret both the coupled modes of variability in
tropospheric and stratospheric geopotential height fields and the changes in the
estimated probabiiity density function (PDF) of these modes.

9.1 Characteristic Features of the
Dynamical Coupling in Observations

The new SWAN approach is based on the Charney-Drazin Theorem and im-
plies the investigation of the relationship between geopotential height fie1ds at
tropospheric and stratospheric pressure levels for single wave fields. These sin-
gle wave fields of geopotential heights can be determined by deriving Fourier
harmonics. The 10-day lowpass filtered time series of the 50- and 500-hPa geopo-
tential heights from the reanalyses of the National Centers for Environmental
Prediction (NCEP) were used. The data were studied for the cold-season months
November to April since the processes underlying the Charney-Drazin Theorem
are most prominent during these months. Canonical Correlation Analysis (CCA)
was applied as lag-correlation technique to detect the direction of the relationship
between tropospheric and stratospheric wave fields.

Four mechanisms describing the dynamical coupling between troposphere and

124



9.1. Features of the Dynamical Coupling in Observations

stratosphere were investigated. They can be summarized as follows:

1. Modes of tropospheri,c ci,rculat'ion eraggerati,ng waaes of zonal waue number
(ZWN) 1 and 2 i.n the lower stratosphere

The upward propagation of quasi-stationary disturbances is most relevant near
60"N. Waves of ZWN 1 in the lower stratosphere are mainly exaggerated by a wave

train-like pattern covering the North Pacific and North America. In contrast,
quasi-stationary vraves of ZWN 2 remain nearly intact when propagating into
the stratosphere. A faster propagation time in the upward direction occurs for
waves of ZWN 2 (2 days) than for waves of ZWN 1 (4-5 days). The relationship
between the tropospheric and stratospheric disturbances is closer for waves of
ZWN 2 (r:0.71) thanfor ZWN 1 (r:0.59). The latter two features agree very
well with the propagation characteristics of zonal rù/aves at 51'N as derived by
Randel (1987).

2. Downward propagat'ion of spheri.cal waue-lilce anornal'ies

A key-mechanism for understanding the downward control by stratospherrc crr-
culation was identified by isolating the characteristic patterns in the 50- and
500-hPa geopotential height fields, which describe the down- and equatorward
propagation of the wave energy of ZWN 1. This feature was weak only when
all cold-season months were studied. However, it could be clearly detected by
studying the vertical propagation of wave anomalies during winter seasons (De-
cember to February), which are characterized by an anomalously strong polar
winter vortex (S-PVSl). Thus, a downward control is only possible during this
state of the stratospheric circulation. In contrast, when the state of the strato-
spheric circulation is characterized by an anomalously weak polar winter vortex
(W-PVS2), the energy generated in the troposphere propagates unhindered into
the stratosphere. This finding fundamentally supports the Charney-Drazin The-
orem concerning the existence of Rossby critical velocities for single zonal waves.

3. Relati,onshi,p between the strength of the stratospheri,c polar w'inter uorter and
si,ngle tropo spheric wau es

It was found that variations in the strength of the stratospheric circulation sig-
nificantly influence the structure of the mid-tropospheric waves of ZWN 1 to
ZWN 3, whereas the zonal mean zonal wind (ZWN 0) in the troposphere is not
directly changed. Thus, the forecast potential of the strength of the stratospheric
polar winter vortex for changes in the mid-tropospheric circulation does not re-
snlt from the change in the zonal mean zonal wind, but from the modification of
the structure of tropospheric waves:

1 S-PVS: strong-polar-vortex season
2W-PVS: weak-polar-vortex season
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I Summary and Outlook

- Variations in the strength of the stratospheric polar winter vortex signifi-
cantly affect the tropospheric waves of ZWN 2 at high latitudes and waves

of ZWN 3 at mid-latitudes. The effect on waves of ZWN 3 is only apparent
during the early winter season (November to December). The characteristic
propagation time for this 'downward effect' is only a few days.

- Non-linear changes in the transmission-refraction properties for the waves

of ZWN 1 are involved, so that linear methods, such as correlation analy-
sis, applied to all cold-season months, failed to isolate an influence of the
strength of the polar winter vortex on this tropospheric wave. The non-
linear aspects were reduced by studying the linear relationship between
both parameters separately for the composites of the S-PVS and W-PVS.
A significant influence on the mid-latitude structure of the waves of ZWN 1

at the 500-hPa level was isolated in the two composites. However, the char-
acteristic time for the 'downward effect' is longer during the W-PVS (about
23 days) than during the S-PVS (3 days) and the phase of the tropospheric
waves differs between the composites.

y'. Relati,onship between the strength of the stratospher'ic polar w'inter uorter and
the North Atlanti.c Osci.llati.on (NAO)

The combined signal of the recomposed field from waves of ZWN 0 to 3 for 10-

day averages reveals that the circulation over east Asia and, more prominently,
over the North Atlantic, which is similar to the NAO, is significantly affected by
variations in the strength of the stratospheric polar winter vortex. By studying
the relationship between the NAO and the strength of the stratospheric polar
winter vortex in the S-PVS and W-PVS individually, it was found that a forecast
potential for the phase of the NAO exists only when changes in the stratospheric
flow modify the transmission-refraction properties for waves of ZWN 1. This
confirms our previous results (Perlwitz and Graf, 1995) from studying the co-

herent variation in the tropospheric and stratospheric circulation on the basis of
monthly mean values. The results of this study contradict the interpretations
of Baldwin and Dunkerton (1999) who assumed that the strength of the polar
winter vortex modifies the tropospheric circulation on a hemispheric scale similar
to the pattern of the Arctic Oscillation.

.2 Coupled Modes of Variability and
Interdecadal Climate Change

The circulation of the NH during the cold season has changed significantly during
recent decades. The results of this thesis give three arguments for why coupled

I
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9.2. Coupled Modes of Variability and Interdecadal Climate Change

modes of variability of the stratospheric and tropospheric circulation can be used
in describing climate changes during the cold season:

1. The stratosphere has a strong fi,ltering effect on tropospheri.c di,sturbances.

This argument follows from the Charney-Drazin Theorem. Observational indica-
tions are that:

- The horizontal circulation of the stratosphere has a considerably smaller
number of spatial degrees of freedom than the tropospheric circulation.

- The first three EOFs of the 50-hPa geopotential height field are well sepa-

rated from higher modes, whereas for the 500-hPa geopotential height field,
this is only true for the first mode.

- Variations in the stratosphere exhibit two preferred states: an anomalously
strong and an anomalously weak polar winter vortex.

Therefore, the spatially filtered climate change pattern may be detectable earlier
in the stratosphere than in the troposphere because of the larger signal to noise
ratio for the stratospheric circulation. This pattern, however, may have a different
spatial structure in the troposphere than in the stratosphere.

2. The coupled modes represent the phgsi.cal processes.

SVD analysis was applied to the NH 50- and 500-hPa geopotential heights of
the cold-season winter months. The first two coupled modes of the 50- and
500-hPa geopotential heights reflect relevant features of the dynamical interac-
tion between tropospheric and stratospheric circulation on the monthly mean
time scale. These features could be isolated using the SWAN approach on the
basis of daily data. The coupled mode explaining the largest fraction of covari-
ance (lst SVD mode) describes the influence of the strength of the polar winter
vortex in the stratosphere on the tropospheric circulation over the North At-
lantic/Eurasia. This mode is weil known from earlier studies and was isolated
on different time scales and by various statistical methods (Baldwin et al., L994;
Perlwitz and Graf, 1995; Kodera et a1., 1996). The coupled mode with the highest
temporal correlations between the associated patterns (2nd SVD mode) results
from the vertical propagation of quasi-stationary tropospheric disturbances into
the stratosphere, where waves of ZWN 1 and 2 are exaggerated. This mode has

a different spatial structure in comparison to the respective coupled mode of our
previous study (Perlwitz and Graf, 1995) in which CCA in the phase space of the
leading EOFs were applied. The CCA results, however, depend on the number
of EOFs used for the stratospheric fields. By using only the first three EOFs as

in Perlwitz and Graf (1995), the vertical propagation of wave-like disturbances
in ZWN 2 was not considered.
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9 Summary and Outlook

3. The coupled rnodes are 'insensiti,ue to 'inhomogeneiti,es'in the NCEP reanalyses.

The growing database considered in the reanalysis process has led to inhomo-
geneities in the NCEP reanalyses. It was shown that these inhomogeneities do
not affect the results from the statistical analyses regarding the coupled modes
of variability which represent the physical process of the dynamical coupling be-
tween both atmospheric layers.

The two coupled modes represent the important fundamental modes of climate
variability of the troposphere/stratosphere circulation system. In contrast to
EOFs derived in mid-tropospheric geopotential height fields, the characteristic
patterns of the coupled modes reflect physical processes. Therefore, analyzing
the PDF of these modes can increase our understanding of the mechanisms which
are most relevant to the atmospheric circulation changes. By comparing the
estimated PDFs of these two modes between the 20-year periods 1959-1978 and
1980-1999 the following characteristics were found:

- The number of cold-season months characterized by an anomalously strong
stratospheric polar winter vortex has increased.

- The tropospheric pattern of the leading coupled mode manifests the ob-
served climate change better than the leading EOF.

- The second coupied mode shows a significant increase in the variance of its
index time series.

- Changes in the PDF of the coupled modes are more pronounced for the
index time series of the stratospheric field than for the index time series of
the tropospheric field.

The findings described in the first item confirm our previous studies (Graf et al.,
1995; Perlwitz and Graf, 1995; Perlwitz et al., 1997) by including more recent
data.

In this thesis it has been proposed that the strengthening of the stratospheric po-
lar winter vortex and the increase in the variance of the second coupled variability
mode have to be treated together since both phenomena exhibit the same physi-
cal process. The observed strengthening of the stratospheric polar winter vortex
is related to the change in the transmission-refraction properties for vertically
propagating Rossby waves and, thus, to an increase in the downward control of
the tropospheric circulation. Therefore, the wave energy is more often trapped in
the troposphere and equivalent-barotropic effects become more important. These
equivalent-barotropic effects are represented by the second coupled mode.

This proposed mechanism has been confirmed by studying the coupled modes
of variability on the interannual time scale in climate regimes characterized by
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a preferred exaggeration of either an anomalousiy weak or strong polar winter
vortex over 30 years or longer in a control run with the coupled atmosphere-ocean
model ECHAMS-LSG. A sensitivity experiment forced with increasing greenhouse
gas concentration exhibits a continuous increase in the stratospheric polar winter
vortex as well as a transition to a strong polar vortex regime (PVR).

9.3 Conclusions

The prominent result of this thesis is that winter seasons characterized either by
an anomalously strong or weak polar winter vortex exhibit different tropospheric
circulation regimes. Only in the case of a strong stratospheric polar winter vortex
does a downward control of the tropospheric circulation by reflection of waves of
ZWN 1 occur. This downward influence on the structure of tropospheric waves is

considerably less than the influence of tropospheric disturbances on the structure
of stratospheric waves of ZWN 1 and 2. This result confirms our understanding
of the coupling of stratosphere and troposphere: \Maves in the stratosphere origi-
nate in the troposphere, whereas the disturbances in the tropospheric circulation
result mainly from internal processes. However, the findings also reveal that the
two circulation regimes, characterized either by an preferred exaggeration of an
anomalously strong or weak polar winter vortex, exhibit different tropospheric
variability structures and are of high relevance to interannual and interdecadal
climate variability.

The results lead to the following implications for the detection of cold-season

climate change in the NH:

- Changes observed during the last decades can only be understood by taking
into account the interaction between tropospheric and stratospheric circu-
lation.

- The strengthening of the polar winter vortex by natural and anthropogenlc
forcing may lead to strong non-linear effects in the tropospheric climate
when the critical velocity for the vertical propagation of waves of ZWN 1

is exceeded.

- The detection of the climate change may fail with optimal fingerprint anal-
ysis because this method is based on a linear approach.

- A forecast of the anthropogenic climate change signal using climate models
will fail, if the climate model is characterized by a polar cold bias, i.e., the
control climate in the models is already similar to a strong PVR'
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9 Summary and Outlook

9.4 Future Plans

These results encourage to examine the dynamical processes in the strong and
weak PVRs in more detail using atmospheric general circulation models (GCMs).
The prerequisite for such a study is that the model used shouid reproduce the ob-
served features of the dynamical coupling between troposphere and stratosphere.
The following two projects are planned for the near future:

1. Process-ori,ented uali,dat'ion of atmospheri.c GCMs

So far, the validation of atmospheric circulation models has always concentrated
on the investigation of the first two statistical moments (mean and variance)
of important atmospheric parameters of the climate system. However, it must
also be confirmed that correct values for the first two moments result from the
appropriate physical processes. Therefore, a validation of the atmospheric circu-
lation models should also include the evaluation of their capability to reproduce
important physical processes. Atmospheric GCMs will be validated by the rel-
evant features which characterize the dynamical coupling between troposphere
and stratosphere determined from observational data.

2. Inuesti,gati,on of the ocean-troposphere-stratosphere (OTS) i,nteracti,on

The decadal to multidecadal variability in the winter NAO over the past half cen-
tury is associated with the North Atlantic SST (Rodwell et al., 1999; Latif et al.,
2000). The air-sea interaction only partially explains the circulation changes ob-
served (Rodwell et a1., 1999). Using observational data, Bjerknes (1964) provided
compelling evidence that interannual fluctuations in SST are largely governed
by wind-induced changes in latent and sensible heat fluxes at the sea surface.
Our study implies that the dynamical coupling between tropospheric and strato-
spheric circulation in winter influences the behavior of the planetary waves on
the hemispheric scale and involves the NAO. Because of the short memory of the
atmosphere, the interdecadal climate variations cannot be sufficiently explained
by only studying the coupled troposphere/stratosphere system. A full under-
standing of the feedback processes involved in mid-latitude OTS interaction is
still lacking. The relevant factors that control the space-time climate variability
in the NH will be isolated, with and without external forcing, by studying the
three component system OTS. Such factors may include stratospheric circulation
regimes, the relevance of ocean dynamics, and the role of baroclinic eddies in the
coupling.

130



App"ndix A

Elements of Linear Analysrs

4.1 Eigenvalues and Eigenvectors 1

LetA anxpmatrixof rank r:min(p,n)

al.2

azzA_

dnl an2 &np

A/ indicates the transpose of the matrix A.

DEFINITION: The ei,genualues of a square (i.e., p:t) matrix A are defines
as the roots of the determinantal equation

å(l) : lA -.lI¡ : s, (4.1)

' where I is the identity matrix. The p roots of å,(À) are denoted by ì1, \2, . . . , Àr.
Since

lA - ,lrl¡ : ¡ for each 'i : I,. . . ,P, (4.2)

it follows that A - À¿I is singular and hence there exists a nonzero vector 7
satisfying

A.y : À¿'y. (A..3)

lThe desoiption mainly follows Dillon and Goldstein (1984)
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A Elements of Linear Analysis

Any vector 7 satisfying equation 4.3 is called an associated ei,genuector of A for
the eigenvalue À¿.

In general, the eigenvalues of a matrix A need not be real numbers; they may be
complex. However, if A is symmetric (i.e. a¿¡ : aj¡ for all i and j), then all the
eigenvalues of A will be real.

When A is symmetric, eigenvectors corresponding to distinct eigenvalues are

orthogonal.

Any symmetric matrix A can be written as

A : PÂP', (4.4)

where r\. is a diagonal matrix of eigenvalues of A, and P is an orthogonal matrix,
whose columns are the standardized eigenvectors associated with the diagonal
entries of Â.

^.2 
Singular Value Decomposition Theorem

If A is an r¿ x p matrix of rank r, than A can be written as

A: PEQ,, (A 5)

where P (" x r) and Q þ x r) are column orthonormal matrices and E is a
diagonal matrix with positive eiements. An orthonormal matrix is defined as a
matrix P for which P'P : I, but P'P + I. That is, each column vector has unit
length and is orthogonal to every other column vector. The o¿ can be shown to
be the square roots of the nonzero eigenvalues of the square matrix AA' and the
r column vectors of Q' are the eigenvectors of A'4. The diagonal elements are

called singular elements and the column vectors are singular vectors.
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App"ndix B

Leaditrg Coupled Modes of
Variability
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B Leading Coupled Modes of Variability

E}.1 Coupled Modes for Cold-Season Months

8.1.1 lst SVD Mode

b)

c) d)

Figure 8.1. Maps of regression coefficients (isolines, [gpm]) and correlation coef-
ficients (shading) for the first SVD mode of 50- and 500-hPa geopotential heights,
determined for cold-season months November to April. a) homogeneous maps for
50-hPa heights, b) heterogeneous maps for 50-hPa heights, c) homogeneous maps
for 500-hPa heights, and d) heterogeneous maps for 500-hPa heights. Light,
medium and dark shading indicates that the absolute correlation coefficients be-
tween the time series exceeds 0.3, 0.5 and 0.7.
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8.1. Cor-rpled Modes for Cold-Season Months

8.L.2 2nd SVD Mode

a)

c)

b)

d)

Figure 8.2. Maps of regression coefficients (isolines, [gpm]) and correlation co-

efficients (shading) for the second SVD mode of 50- and 500-hPa geopotential
heights, determined for cold-season months November to April. a) homogeneous

maps for 50-hPa heights, b) heterogeneous maps for 50-hPa heights, c) homoge-

neous maps for 500-hPa heights, and d) heterogeneous maps for 500-hPa heights.
Light, medium and dark shading indicates that the absolute correlation coeffi-
cients between the time series exceeds 0.3, 0.5 and 0.7.
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B Leading Coupled Modes of Variability

8.2 The Leading Coupled Mode for Winter Means

a) b)

c) d)

Figure 8.3. Maps of regression coefficients (isolines, [gpm]) and correlation coef-

ficients (shading) for the first SVD mode of 50- and 500-hPa geopotential heights,
determined for winter means. a) homogeneous maps for 50-hPa heights, b) het-
erogeneous maps for 50-hPa heights, c) homogeneous maps for 500-hPa heights,
and d) heterogeneous maps for 500-hPa heights. Light, medium and dark shading
indicates that the absolute correlation coefficients between the time series exceeds

0.3, 0.5 and 0.7.
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8.2. The Leading Coupled Mode for Winter Means

Figure 8.4. The 850-hPa temperature [K] regressed onto the temporal expan-
sion coefficients of the 50-hPa singular pattern, determined by SVD analysis of
the 50- and 500-hPa geopotential heights for winter means. Light, medium and
dark shading indicates that the absolute correlation coefficients between the time
series exceeds 0.3, 0.5 and 0.7.
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Appendix C

Nomenclature

Abreviations
AO
AOGCM
CCA
COWL
E-P flux
EOF
FCVM
GHG
IGY
NAO
NCEP
NH
NMC
PC
PCA
PDF
PVR
QBO
S-PVS
SH
SP
SPARC
SST
SVD
SWAN
W-PVS
ZWN

Arctic Oscillation
atmosphere-ocean general circulation model
canonical correlation analysis
cold ocean warm land
Eliassen-Palm flux
empirical orthogonal function
fundamental climate variability mode
greenhouse gas concentration
International Geophysical Year
North Atlantic Oscillation
National Centers for Environmental Prediction
Northern Hemisphere
National Center of Meteorology of the United States
Principle Component
Principal Composite Analysis
probability density function
polar vortex regime
quasi-biennial oscillation
strong poiar-vortex-season
Southern Hemisphere
singular pattern
Stratospheric Processes And their Role in Climate
sea surface temperature
Singular Value Decomposition
Single Wave Analysis
weak polar-vortex-season
zonal wave number
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