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ABSTRACT
Data brokers such as Acxiom and Experian are in the business of
collecting and selling data on people; the data they sell is commonly
used to feed marketing as well as political campaigns. Despite the
ongoing privacy debate, there is still very limited visibility into data
collection by data brokers. Recently, however, online advertising
services such as Facebook have begun to partner with data brokers—
to add additional targeting features to their platform— providing
avenues to gain insight into data broker information.

In this paper, we leverage the Facebook advertising system—and
their partnership with six data brokers across seven countries—in
order to gain insight into the extent and accuracy of data collection
by data brokers today. We find that a surprisingly large percentage
of Facebook accounts (e.g., above 90% in the U.S.) are successfully
linked to data broker information. Moreover, by running controlled
ads to 183 crowdsourced U.S.-based volunteers, we find that at least
40% of data broker sourced user attributes are not at all accurate,
that users can havewidely varying fractions of inaccurate attributes,
and that even important information such as financial information
can have a high degree of inaccuracy. Overall, this paper provides
the first fine-grained look into the extent and accuracy of data
collection by offline data brokers, helping to inform the ongoing
privacy debate.
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1 INTRODUCTION
Data brokers such as Acxiom [5] and Experian [23] have tradition-
ally collected, aggregated, and linked information about people’s
activities, based on a variety of sources (e.g., voter records, vehi-
cle registries, loyalty cards, and so forth). Their business model is
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then selling this information to third-parties such as banks, insur-
ance companies, political campaigns, and marketers. The collection
practices of data brokers have been the subject of an ongoing pri-
vacy debate. For example, data brokers typically only make data
available to clients who purchase it, and not to the users who it is
actually about [20]. Even worse, public-facing web sites run by data
brokers [10] that purport to reveal the data only report a fraction
of what they actually have [19, 47]. In fact, outside of a few niche
areas (e.g., credit reports), people in the U.S. have limited if any
rights to determine the provenance of, correct, or even view the
data these companies have on them [38]. As a result, researchers
and society at large still have a very limited understanding of the
extent, accuracy, or provenance of this data collection ecosystem.

In parallel, online services such as Facebook and Google have
been collecting information about people’s online activities. Their
business model is to build advertising platforms that use this data
to provide advertisers with fine-grained targeting features [29, 31].
Recently, data brokers and online services have begun partnering
together, allowing for the data collected about users online to be
linked against data collected offline. This enables online services
to provide advertisers with targeting features that concern users’
offline information (e.g., advertisers can then target users based on
their net worth, purchase behavior, and so forth [4, 34]). While this
linking of offline and online data may seem to only further stoke
the privacy debate, it does have one significant benefit: it offers a
unique opportunity to gain visibility into the data broker ecosystem.
Specifically, advertising platforms often provide advertisers with
statistics about any audience an advertiser can target, including
those created using data broker-provided attributes. This provides the
first opportunity to gain insight into the extent of data collection
by offline data brokers.

In this paper, we use the Facebook targeted advertising platform
to study the coverage and accuracy of data collected by four offline
data brokers (Acxiom, Epsilon, Experian, and Oracle Data Cloud
- formerly Datalogix) across seven countries (U.S., U.K, Australia,
Germany, France, Japan, and Brazil). 1 To examine the coverage
of data brokers (i.e., the fraction of the population they have data
on), we collect statistics from the Facebook advertising interface
on how many Facebook users possess each of more than 600 data
broker-provided attributes. Our results demonstrate that a large

1While Facebook reported having partnerships with six different brokers [4], we were able to find
targeting attributes corresponding to only four of these brokers on Facebook’s advertising platform.
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percentage of Facebook accounts (e.g., ranging from over 48% of
users in Japan to over 90% of users in the U.S.) are indeed linked to
some data broker information, thus demonstrating for the first time
the extent of offline-online data linkage, in addition to demonstrat-
ing the coverage of offline data brokers. Furthermore, we devise
a methodology to study the coverage at a fine granularity based
on the targeting mechanisms and statistics commonly provided by
online advertising platforms in Section 3. We find that data broker
coverage generally increases with the age of users, and can be sig-
nificantly lower in U.S. counties with higher poverty levels. We also
find that data brokers have high levels of coverage for potentially
sensitive user attributes such as income (76.9% of all U.S. users), net
worth (67.6%), and purchase behavior (86.7%).

Facebook provides users with an Ads Preferences Page [28]
where they can see and correct what data Facebook has inferred
about them; however, this page does not reveal to users any of
the attributes sourced from data-brokers [2]. To study the accu-
racy of these attributes we use a recently-proposed transparency
mechanism [53], which consists of running ads that reveal infor-
mation about their targeting to the targeted users. Such ads, called
Transparency-enhancing advertisements (Treads), work because ad-
vertising platforms by their very functionality only show targeted
ads to users who satisfy the targeting of that ad. Thus, by running
one distinct Tread targeting each individual data-broker-sourced
attribute offered by the ad platform, we can reveal to users which
data broker attributes they have.

To study the accuracy of attributes sourced from data brokers,
we run Treads to a set of crowdworkers who installed a browser
extension that collects the Treads seen by the worker, and surveys
them about the accuracy of the inferred broker information. We use
the results from 183 workers—corresponding to 1,432 individual
inferred data broker attributes—to analyze the overall accuracy of
broker and Facebook information, the per-user accuracy of broker
and Facebook information, and the accuracy of broker information
across various information categories. We find that the wide cov-
erage of data broker information comes at the cost of mediocre
accuracy, with around 40% of attributes being reported as “Not at
all accurate” by workers. We also find that inaccuracy does not
occur in an all-or-none fashion (i.e., users can have widely varying
percentages of inaccurate data broker attributes). Finally, we find
that even potentially sensitive attributes like financial information
have mediocre accuracy, with for example 56% of attributes about
investments reported as “Not at all accurate”.

Taken together, our results present the first detailed look into the
coverage and accuracy data broker ecosystem; our methodology
could also be used to help trace the provenance of collected data,
as well as to study how data collection practices change over time.

2 BACKGROUND
We begin by providing some background about offline data brokers,
before explaining relevant parts of Facebook’s advertising interface.

2.1 Offline data brokers
While some data brokers such as Acxiom [5], Epsilon [21], and
Datalogix (now part of Oracle Data Cloud [39]) are geared towards
aggregating consumer data to sell to marketers and advertisers,

other companies such as Experian [23] have a greater focus on
creating credit reports for businesses.

Kinds of data collected The data collected by data brokers is
diverse and often very sensitive. It can include demographic infor-
mation such as ethnicity and occupation, household characteristics
such as age and number of children, financial information such as in-
come and net worth, life events such as divorces, and credit-related
information about property, mortgages, and investments [9, 26].
Other information collected can include sensitive health-related
information such as ailments, medications, visual impairments, and
health indicators [8, 26]. Publicly available detailed catalogs of data
offered by data brokers are hard to find; we were only able to find
the following data catalogs corresponding to Experian [26], Oracle
Data Cloud [40], and Acxiom [6]. These catalogs show the diversity,
sensitivity, and fine-grained nature of the information collected by
these data brokers, highlighting the importance of understanding
their data collection better.

Extent of data collection Data brokers reveal only high-level
information about the extent of the data they collect. For example,
Acxiom reveals that its data collection “now encompasses more
than 62 countries, 2.5 billion addressable consumers and more than
10,000 attributes”, for a “comprehensive representation of 68 per-
cent of the world’s online population” [7]. Similarly Epsilon reveals
that its data covers “virtually every U.S. household” [22], and Expe-
rian reveals that it “maintains credit information on approximately
220 million U.S. consumers and 25 million active U.S. businesses”,
“demographic information on approximately 235 million consumers
in 117 million living units across the U.S.”, and “information on
more than 650 million vehicles in the U.S. and Canada” [24]. How-
ever, except to their clients, these data brokers usually do not reveal
detailed lists of what kinds of information they collect, and how
many users are covered by different kinds of information.

Some data brokers do allow individuals to gain some insight into
the data collected about them, such as Acxiom’s “About the Data”
site [10] and Experian’s free credit reports [25]. However, these are
only sanitized versions of their data and only show a fraction of
the actual data collected [19, 47].

2.2 Facebook’s advertising platform
Facebook’s advertising platform is one of the largest and most
mature online advertising platforms. It leverages Facebook’s user
data to allow advertisers to target audiences of users (i.e., sets of
users with particular attributes) with ads.

Targeting parameters When specifying an audience, advertisers
must specify the location (e.g., countries, states, or postal codes),
age range (between 13 and 65+), and gender of users to target. In ad-
dition, advertisers can choose to include or exclude users who have
certain attributes, choosing from a list containing 1,121 attributes;
of these, 614 attributes come from Facebook and are present in
all countries, while the others come from data brokers and can
vary across countries [2]. In addition, advertisers are able to create
targeting formulas of boolean expressions over attributes [11].

Size estimates Once the advertiser specifies the particular at-
tributes of users to target, Facebook then gives the advertiser a size
estimate (called the potential reach) that represents the number of
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monthly active Facebook users who meet the targeting criteria.2
Prior work found that the potential reach was calculated by round-
ing the number of matching users to two significant digits [52].

Partner categories Facebook refers to the offline information ob-
tained by linking its profiles with data brokers (also called Facebook
Marketing Partners) as partner categories [4]. Facebook reports that
partner categories are “available to people targeting audiences lo-
cated in the United States, Brazil, France, Germany, the United
Kingdom, Australia, and Japan”; this includes data from Acxiom,
Acxiom Japan, CCC Marketing (for Japan), Epsilon, Experian, Ora-
cle Data Cloud, and Quantium [4]. Facebook recently announced
that it would soon be terminating these partnerships and remov-
ing these categories [49] in the wake of the Cambridge Analytica
scandal, and ultimately did so in October 2018.

Linking partner data One key concern with partner data is the
linking process: essentially, identities in the partner’s database need
to be correctly linked with Facebook’s user database to enable accu-
rate targeting. While the exact linking methodology is not public,
Facebook has stated that it is based on users’ unique identifiers [34]:

For each Facebook user, the company computes a
hash code of the person’s phone number, email ad-
dress and other major identifiers and transmit those to
Acxiom, Oracle, Epsilon and the other data brokers it
works with and requests that they return all available
marketing segments they offer for that user.

2.3 Related work
We next review closely related work on data brokers, linkage be-
tween offline and online identities, and online advertising platforms.

Coverage of data brokers To the best of our knowledge, there
have been no studies analyzing the coverage of data brokers in a
fine-grained manner; as previously mentioned, this has been due
to the difficulty of conducting such a study owing to the opaque
practices of data brokers. While the U.S. Federal Trade Commission
(FTC) published a report in 2014 describing data brokers, their
sources of data, and their clients [20], they were unable to report on
the coverage of data by these data brokers at a fine-grained level.

Accuracy of data brokers There have been a number of anec-
dotal reports that show that data collected by data brokers can be
inaccurate. For example, a journalist obtained a copy of their infor-
mation held by Oracle Data Cloud [34], and examined their data as
provided by Acxiom’s “About the Data" site, finding that more than
70% of their attributes from either source were inaccurate. Simi-
larly another journalist [13] found their information from Acxiom
highly inaccurate, while yet another [37] found nearly 50% of their
personal information purchased for a $50 fee from an undisclosed
company inaccurate. While these results are intriguing, they each
represent data for only a single individual.

A recent white paper [42] presented a small-scale study of 107
Deloitte U.S. employees, asking them to review their data revealed
by a “leading consumer data broker” with “a publicly available,
web-based portal that presents users with a variety of personal
and household data.” These authors restrict themselves to a small,
2Facebook previously defined potential reach as measuring the number of daily active users [52];
however, the definition of potential reach has always captured the notion of active users.

arbitrary subset of 30 attributes, finding that nearly half of the
attributes are incorrect for more than 50% of users who have them.
They do not report how many of the 107 participants actually had
data about them and responded to the survey. Another small-scale
study [45] surveyed 8 graduate students about their information
collected by Oracle BlueKai as revealed by its transparency feature,
with all participants finding some inaccuracies in their profiles.
These two studies focus on a non-representative sample of users,
on one data broker, and (in the case of the former study) on a
small set of attributes provided by the broker; in comparison, our
methodology allows us to study a more general sample of users,
covering multiple data brokers, avoiding the use of a sanitized
version of the data, and focusing on all 507 data broker attributes
that Facebook makes available through its advertising platform.

Online-offline linkage Prior work [36] has explored the poten-
tial for data brokers to link online data (Facebook profiles) and
offline data (voter registration records) in target cities in the U.S.,
presenting one method to link such profiles. Since data brokers
might potentially use more sophisticated methods to accomplish
such linkage, our work makes the complementary contribution of
empirically demonstrating the extent of such online-offline linkage.

Online advertising platforms A number of recent studies have
looked at the privacy implications of online advertising platforms.
For example, multiple projects [27, 33, 52] have discovered serious
privacy leaks on Facebook’s ad platform, and others [48] demon-
strated the potential for abusing Facebook’s ad platform to launch
hard-to-detect discriminatory advertising on Facebook’s ad plat-
form. Other researchers [17, 46] have demonstrated that these weak-
nesses are not confined to Facebook, and are present in Google’s
ad platform as well. The recent inclusion of data broker-derived
data—often consisting of sensitive information such as financial
information—could exacerbate such ill effects.

On the other hand, recent work [2] studied Facebook’s trans-
parency mechanism that purports to show users why they were tar-
geted with a particular ad. They found that Facebook’s transparency
feature does reveal information about Facebook’s attributes, but
does not reveal any information about data broker attributes that
have been collected about users. Our work is therefore the first to
shed light on the usage of data broker information in this ecosystem.

A number of recent studies have used Facebook’s advertising
platform for various demographic studies, either estimating the cov-
erage of sensitive attributes computed internally by Facebook [16],
studying the distribution of health conditions using various indi-
rect markers [35], studying the gender divide on Facebook [30], or
studying the migration of populations [55]. Our paper, on the other
hand, estimates the extent of linkage between online and offline
identities, and the coverage achieved by offline data brokers, using
Facebook’s advertising platform.

Finally, a number of recent studies have examined the accuracy
of information revealed by the transparency mechanisms of online
advertising platforms. While one study [50] found that participants’
age and gender as revealed by Google’s transparency mechanism
were accurate for 65% - 74% of participants, and had missing values
for 18%-29% of participants; another study [14] found that over
52% of participants reported less than half of their information as
listed by the transparency mechanisms of Google, Facebook, and a
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small broker Nielsen eXelate as "relevant". Finally, 27% of users in a
recent report [1] found their information revealed by Facebook’s
transparency mechanism inaccurate. Our work instead chiefly fo-
cuses on the coverage and accuracy of information aggregated by
offline data brokers.

3 COVERAGE
We next describe our methodology for examining the coverage of
data collected by data brokers, before analyzing the results.

3.1 Methodology for studying coverage

Obtaining data broker attributes Similar to prior work [2], we
use the “web inspector” feature of our web browser to identify
the API call made by Facebook’s ad interface to retrieve the list of
targeting attributes shown to an advertiser.3 These attributes are
organized in a hierarchy, with the highest level categories being
“Interests", “Demographics", and “Behaviors". These are then sub-
divided into sub-categories; the targeting attributes themselves are
the leaf nodes of this hierarchy. For all attributes, the result of the
API call contains the name of each targeting attribute, its parents
in the hierarchy, and the total number of users with that attribute.
For partner attributes, the result also contains the name of the
partner (data broker) that the attribute was sourced from, and a
brief description about the attribute.

We notice that the list of targeting attributes shown depends on
the country in which the advertising account is created (and not,
for example, on the country of the audience being targeted). Thus,
to obtain the list of targeting attributes across different countries,
we create Facebook accounts while logged in to an Amazon Web
Services (AWS) instance based in that country, and then obtain
the corresponding list of attributes shown. We collected these lists
of targeting attributes in April 2017 for all seven countries (U.S.,
U.K, Australia, Germany, France, Japan, and Brazil) where Facebook
reports it offers partner categories [4].

We found partner categories in all seven countries, with a varying
number of data brokers in these different countries as can be seen
from the first two columns of Table 1. These included all but two
brokers—Quantium (for Australia) and CCCMarketing (for Japan)—
reported by Facebook [4]; this may be because Facebook allows
advertisers to request additional categories on a case-by-case basis
from certain partners (as opposed to offering them to all advertisers
via the ad interface). In addition, we collected these lists of targeting
attributes for all three other countries (Canada, South Korea, and
India) where we could create AWS instances; as expected, we found
no partner categories corresponding to these countries.

Measuring extent of data broker coverage While it would be
ideal to measure the percentage of all Facebook identities that have
been linked to data broker information, the platform offers no way
of estimating this. Instead we focus on the set of Facebook identities
that are targetable by advertisements, since Facebook provides us
estimates of the size of this set (via the potential reach estimates
shown when creating an ad).4

3One only needs a Facebook account in order to be an advertiser and use Facebook’s ad interface.
4These estimates could vary over longer intervals of time as they count active users [52]; thus, we
ensure that all measurements corresponding to that population are made within short intervals

Country Partner Attribute Targetable Percentcount Overall Partner

U.S.

All 507 210M 190M 90.5%
Acxiom 128 210M 160M 76.2%
Datalogix 350 210M 160M 76.2%
Others5 10 210M 150M 71.4%
Experian 5 210M 140M 66.7%
Epsilon 14 210M 130M 61.9%

Australia
All 58 16M 13M 81.3%
Experian 34 16M 12M 75.0%
Acxiom 24 16M 9.1M 56.9%

U.K.

All 139 39M 29M 74.4%
Acxiom 103 39M 22M 56.4%
Datalogix 19 39M 17M 43.6%
Experian 17 39M 15M 38.5%

Germany Acxiom 60 31M 20M 64.5%
France Acxiom 21 32M 18M 56.3%
Brazil Experian 20 120M 61M 50.8%
Japan Acxiom 17 25M 12M 48.0%

Table 1: Coverage of different data brokers across countries
with partner categories.We show the total number of broker
attributes, the number of Facebook identities that are tar-
getable (Overall), the number of these identities that have at
least one attribute from that broker (Partner), and the result-
ing coverage. Countries with more than one broker have a
row indicating the coverage of all the brokers together (All).

We then estimate the coverage achieved by a broker within a
particular population: First, we obtain the number of targetable
identities corresponding to all users in that population (e.g., by
obtaining the potential reach targeting that population). Second, we
obtain the number of targetable identities within that population
that have at least one attribute from that particular broker (we can
do this since Facebook’s ad interface allows us to target an OR of
attributes, as mentioned in Section 2). While each of these numbers
represents subsets of the overall population that are targetable, their
ratio provides an estimate of the coverage in the overall population.

We are then able to study the coverage across different sub-
populations (e.g., across genders, ages, locations, etc.), as Facebook
allows us to additionally filter by those attributes (see Section 2).

Limitations Our methodology has a few limitations worth dis-
cussing. First, the population of targetable identities could be a
biased sample of both the overall population of Facebook users,
and of the overall population of that targeted country as a whole.
We briefly explore this bias by focusing on the U.S., comparing
the distribution of targetable identities with those of the overall
population of the country (sourced from the U.S. Census Bureau’s
2017 American Community Survey [ACS] 1-Year Estimates [3]).
From Table 2, we see that the distribution across gender is similar
for both targetable identities and for the U.S. population. However,
we can see that the population of targetable identities is biased
towards lower ages, with a larger percentage of people aged 44 or
below than in the overall U.S. population. Nevertheless, this sample
can still provide us a unique opportunity to study the coverage of
data broker information across a large sample of users.

of time. Also, these estimates are rounded to have two significant digits [52]; we verified that the
magnitude of this measurement error does not affect our findings.
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Value U.S. Census Targetable Surveyed (§4)

Age

15-24 13.3% 17.9% 22.9%
25-34 13.8% 26.2% 37.1%
35-44 12.6% 17.9% 22.4%
45-54 13.0% 14.6% 8.7%
55-64 12.9% 11.7% 7.1%
65+ 15.6% 10% 0.0%

Gender Male 48.7% 47.8% 40.9%
Female 51.3% 52.2% 56.8%

Table 2: Demographics of the entire U.S. population (U.S.
Census), all targetable U.S. Facebook users (Targetable), and
the crowdsourced users surveyed in Section 4 (Surveyed).

Second, data brokers might provide only a subset of their informa-
tion to Facebook. However, Facebook has revealed that it requests
“all available marketing segments they offer” from its partners [34],
suggesting this is not the case. Third, the measured coverage of data
brokers depends on the extent of linkage between Facebook profiles
and offline data broker information, and thus can only provide a
lower bound on the actual coverage of the data brokers. In the next
section, we first demonstrate that there is a high extent of linkage
between Facebook profiles and offline data broker information, thus
suggesting our lower bounds are tight.

3.2 Analysis of coverage
We now examine the results on data broker coverage obtained using
the methodology just described.

Extent of online-offline identity linkage We begin by exam-
ining the fraction of Facebook accounts that are linked with any
data broker information. To do so, for each country, we measure
the percentage of targetable Facebook identities that have at least
one attribute from any of the brokers offering attributes within that
country. This percentage reveals the extent of linkage of Facebook
identities with offline information and serves as a lower bound.

Table 1 shows the percentage of targetable identities in different
countries that have at least one data broker attribute; for countries
with multiple data brokers, we include an All line that matches
users from any of the data brokers. We make two observations:
First, the extent of linkage is surprisingly high for the U.S., with
over 90% of targetable Facebook identities having at least one data
broker-provided attribute; similar high percentages of linkage are
observed for Australia (81.3%), and for the U.K. (74.4%). Second, the
extent of linkage is higher for countries where Facebook links to
a larger number of data brokers (and obtains a larger number of
attributes), indicating that even for the other countries, Facebook
might have the ability to link a larger percentage of identities if it
simply partnered with more data brokers. Taken together, these
results suggest that offline and online data are being linked at mas-
sive scale. Having observed that our methodology can yield good
lower bounds, we move on to further characterize the coverage.

Coverage of individual data brokers We measure the overall
coverage achieved by various individual data brokers5 in each of
the seven countries we study; the results are presented in Table 1.
5We observed that 10 particular targeting attributes for the U.S. were labeled as coming from “data
providers”, indicating they are sourced from multiple brokers; in a previous crawl earlier in 2017,
we observed that these were exclusively sourced from Acxiom. We mark these as “Others” when
reporting results.
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Figure 1: Breakdown of data broker coverage by age across
multiple countries (top) and only within the U.S. (bottom).

Wemake three observations: First, we see that almost all the brokers
achieve a coverage of at least half the targetable population in the
country, irrespective of the country, showing that data brokers are
successful in aggregating information about users at a global level.
Second, we also see that the coverage can be as high as 76.2% (for
Acxiom and Datalogix (now part of Oracle Data Cloud [39]) in the
U.S.) and 75% (for Experian in Australia). Third, we see that the
coverage achieved by the same broker can vary significantly (e.g.,
Experian covers over 66%, 75%, 38%, and 50% in the U.S, Australia,
U.K., and Brazil, respectively).

Variation in coverage across ages One powerful feature of Face-
book’s advertising service is the ability to sub-divide any audience
by additional features. As an example, we briefly study the variation
of overall coverage of all data brokers in a country with users’ age
at the top of Figure 1. Similarly, we study the variation in coverage
of individual data brokers from the U.S. at the bottom of Figure 1.

In either case, we study variation of coverage across ages taken
from the set {13, 14, 15, ..., 65+}; these correspond to the ages that
the interface allows us to target. We firstly observe that across coun-
tries, or across brokers in the U.S, the coverage rapidly increases
between the ages of 18 and 20; this might be because these ages
roughly correspond to the ages when people start acting with fi-
nancial independence, and indicate that data brokers are rapidly
able to cover people once they start acting as independent adults.
We secondly observe that the coverage generally increases up to
the age of 30, after which the rate of increase with age slows down;
one exception is Epsilon in the U.S, whose coverage increases from
60.8% at age 30 to over 77.2% at age 65+. Finally, we observe that
while the coverage for people below 18 years of age is zero for coun-
tries other than the U.S.; the corresponding coverage for the U.S. is
non-zero, not dropping below 6.8% for the minimum studied age
of 13. We observe that the data brokers in the U.S. with non-zero
coverage for these users are Oracle Data Cloud (dropping from a

1924



 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 50  60  70  80  90  100

C
D

F
 o

f 
c
o
u
n
ti
e
s

Coverage percentage

top 10% poorest
top 20% poorest
top 30% poorest
top 40% poorest

all

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

C
D

F
 o

f 
c
o
u
n
ti
e
s

all
Datalogix

Acxiom
Experian

Epsilon

Figure 2: Cumulative distribution function (CDF) of data
broker coverage across different U.S. counties (top), and of
Acxiom for counties ranked by population below poverty
level, as rated by the U.S. Census (bottom).

2.4% coverage for age 17 to a 0.8% coverage for age 13), and the
brokers labeled by Facebook as “data providers”, marked “Others”
in the plot (dropping from 15% for age 17 to 6.3% for age 13).

Variation in coverage acrossU.S. counties Wemove on to study
the variation of data broker categories across fine-grained geo-
graphic areas, plotting the CDF of the variation across different U.S.
counties in Figure 2 (top). Since we cannot directly target counties
on Facebook’s ad platform—but we can target ZIP codes—we obtain
a mapping from ZIP codes to counties [51]; we filter out military
ZIP codes, P.O. box ZIP codes, and unique ZIP codes (dedicated for
use by large organizations), giving us 29,916 ZIP codes in total. We
further only consider ZIP codes from counties from the 50 states
of the U.S. (3,110 counties in total). In the figure, we observe that
the broker coverage varies widely across counties, roughly varying
between 65% and 95% for Acxiom and Oracle Data Cloud, 50% and
80% for Epsilon, and 50% and 90% for Experian.

While on one hand, increased data broker coverage can have
negative privacy implications, on the other hand there are a number
of benefits to consumers from data broker coverage, such as better
fraud prevention, improved product offerings, and more relevant
(tailored) advertisements [20]. Thus, we study whether the extent
of data broker coverage is correlated with the socioeconomic de-
velopment of counties, specifically measured by the percentage of
population in a county that is below the poverty level as per the
2012-2016 American Community Survey 5-Year Estimates [12]. In
Figure 2 (bottom), we plot the CDF of coverage of one data broker
(Acxiom) across the top percentiles of counties (in terms of having
the highest fraction of population below poverty line), in addition
to plotting the CDF of coverage across all counties. While we only
show results for one data broker (owing to space constraints), we
find similar results with other data brokers, and with the overall

Category Coverage
Behaviors → Purchase behavior 86.7%
Demographics → Financial→ Income 76.9%
Demographics → Home→ Home Ownership 72.3%
Behaviors → Automotive 68.7%
Demographics → Financial→ Net Worth 67.6%
Behaviors → Financial → Spending methods 65.6%
Demographics → Home→ Home Type 45.6%
Behaviors → B2B → Company size 44.1%
Demographics → Home→ Home Type→ Home value 43.1%
Behaviors → B2B → Industry 40.5%
Behaviors → Charitable donations 40.5%
Behaviors → Financial → Investments 40.0%
Demographics → Financial→ Net Worth → Liquid assets 38.5%
Behaviors → Media→ Television → Show Genre 28.7%
Behaviors → Travel 26.1%

Table 3: List of all 15 categories of data broker attributes pro-
vided on Facebook, alongwith the coverage (i.e., the fraction
of targetable U.S. Facebook users who have at least one at-
tribute in that category). We observe impressive coverage,
with a significant variance across categories.

coverage of all data brokers taken together. We see that the cover-
age by Acxiom is indeed lower for counties with higher fractions
of population below poverty line; for example, while 64.3% of all
counties have at least 80% of their population covered by Acxiom,
only 13.8% of those in the top 10th percentile have a similar cover-
age by Acxiom. This shows that data brokers indeed achieve lower
coverage in counties with higher poverty rates.

Variation in coverage across attributes To understand the vari-
ation in coverage across various kinds of information, we group
the 507 broker attributes available for the U.S., according to the
second-to-last level of the hierarchy presented by Facebook, which
we refer to as a category. Doing so gives us 15 categories in total
where the “leaf” attributes are provided by data brokers. For ex-
ample, the category Demographics → Financial → Net Worth → Liquid
assets represents peoples’ total liquid assets; all of the leaf attributes
in this category together cover 100M people, and there are nine
different leaf attributes including $1-$25K (covering 23M people),
$25K-$50K (14M people), ..., up to >$3M (2.7M people). Similarly,
the category Behaviors→ Purchase behavior represents the kinds of
purchases people make; it covers 169M people and has 175 differ-
ent leaf attributes including Coupon users (100M people), Childrens’
cereals (24M people), and Over-the-counter medication (43M people).

For each category, Table 3 shows the percentage of the U.S. pop-
ulation that is covered by at least one attribute corresponding to
that category. We find that the coverage can vary significantly with
the kind of targeting information, and can be as high as 86.7% for
purchase behavior, and higher than 65% for sensitive categories
like net worth, spending methods, home ownership, and income,
but much lower 38.5% for net worth in the form of liquid assets.

4 ACCURACY
Wemove on to study the accuracy of data broker attributes, focusing
on U.S.-based users. We first discuss the methodology we use before
diving into the results.
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4.1 Methodology for studying accuracy

Revealing user attributes to users While Facebook reveals
Facebook-derived attributes, it has been shown to not reveal users’
data broker attributes [2]. Thus, we leverage a recently-proposed
mechanism that uses Facebook’s advertising platform to enforce
transparency on itself. Called Transparency-enhancing advertise-
ments (Treads), the mechanism allows an advertiser to reveal
platform-collected information about users by targeting them with
ads that contain information about their targeting [53]. Specifically,
we reveal to users (study participants) whether they have a par-
ticular data broker attribute by running one ad targeting all study
participants, and another ad targeting only those participants who
have that particular data broker attribute. If a user receives the first
ad, we know they are targetable; if they receive the second as well,
we know they have the data broker attribute.

To be able to target participants, we ask them to ‘Like’ our study’s
Facebook page. We then target Treads to the set of users who liked
our Facebook page, with one Tread for each of the 507 data broker
categories in the U.S (from Section 3.1). Since explicitly including
the categories in the ad may be against Facebook’s advertising poli-
cies [53], we encode each attribute by a unique numeric identifier,
which we then translate into innocuous-looking text. For example,
we might assign a particular attribute the identifier 852, which is
then translated into “We have 8 and 52 ideas. Stay tuned.”

Data collection In order to decode these Treads and to infer
a user’s data broker attributes, we built a browser extension for
Google Chrome. The extension scans for our ads on Facebook as
the user normally browses, and locally stores only the numeric
identifiers in the Treads that are seen (for privacy reasons).

We then use our extension to survey users about the accuracy
of their data broker attributes. As a baseline, we also survey users
about the accuracy of information about them collected internally
by Facebook. To do so, we gather the user’s Facebook ad preferences
page [28] just prior to the survey; we call these Facebook attributes.

When surveying participants, we randomly shuffle the data bro-
ker attributes and Facebook attributes, without revealing which is
which to users. In order to avoid user fatigue, we survey them on
a random sample of at most 25 data broker attributes and at most
30 attributes overall. For each user attribute, we show the user the
attribute, and ask them questions about its accuracy. Specifically,
we ask users whether the inferred attribute is “Not at all accurate”,
“Somewhat accurate”, “Mostly accurate”, or “Completely accurate.”
For data broker attributes, we also show Facebook’s description of
the attribute to the user.6 For Facebook attributes, this description
is not available; hence, we only show the attribute. Finally, we ask
about their demographic information. Users are asked to answer
only those questions they feel comfortable answering.

Changed targeting attributes Early-on during our experiments
in this section (in August 2018), we found Facebook stopped sup-
porting 120 out of the 507 original targeting attributes. 7 By freshly
obtaining the set of targeting attributes from the API (in the same
6For example, the attribute Behaviors → Charitable donations → Veterans , has the description,
“People who are interested in donating to veteran causes.”
7Of these 120 attributes, 96 were sourced from Acxiom (corresponding to information such as net
worth, investments, spending methods, home type, charitable donations etc.), 21 were from Oracle
(corresponding to information such as travel), two from Experian (corresponding to information
such as home ownership) and one from Epsilon (corresponding to the length of residence).

 0

 0.2

 0.4

 0.6

 0.8

 1

0  1  10  100  1000

C
D

F
 o

f 
u
s
e
rs

Number of attributes

Broker

Facebook

Figure 3: Distribution of inferred broker and Facebook at-
tributes across the 183 participants who took the survey.

way as in Section 3.1), we found that each of the above 120 attributes
was replaced by a similar attribute. However, the partner for all
these attributes was now described as a generic “data license”, per-
haps indicating they were being sourced frommultiple data brokers.
In any case, we ran an additional 120 Treads for these attributes,
and report accuracy for these under the column of “Others.”

4.2 User recruitment
Our user study was reviewed and approved by Northeastern Uni-
versity’s Institutional Review Board (IRB). We recruited users from
Prolific [44], a crowdsourcing platform geared towards researchers;
the quality of data obtained from Prolific users has been found to be
comparable to that of the dominant crowdsourcing platform, Ama-
zon Mechanical Turk [41]. We used Prolific’s filters to selectively
target our study at users aged 18 and above, residing in the U.S., and
who use Facebook on a regular basis (at least once a month). We
also followed Prolific’s guidelines to selectively obtain high-quality
participants [18], only considering users who had at least 10 prior
submissions on Prolific, and an approval rating of at least 95 out of
100. This gave us a pool of over 4,000 potential participants, from
which we recruited 300 users.

Participants were invited to participate in a research study about
their reactions to their Facebook information (we did not mention
data brokers until the end of the study so as not to bias participants).
Participants were first asked to install our extension, for which they
were paid $2. Participants were also asked to browse Facebook as
they normally would in the subsequent days, and were informed
how our extension works. After a period of a month, we followed
up with the 231 users that still had our extension correctly installed,
and requested them to take the survey (via the extension). We
compensated participants $8 for completing the survey. 183 users
completed the survey; this attrition rate of 39% (compared to the
initial 300 users recruited) is well within the range of attrition rates
observed in longitudinal studies on Prolific [18].8

Figure 3 shows the distribution of the number of data broker and
Facebook attributes for these users who took the survey.9 While
around 61% of these users had at least one data broker attribute,
41% of the users had 10 or more data broker attributes, with the
median user having four attributes. The median participant had 196
8The attrition was partially due to delays (of over a week) on our part in setting up the survey due
to technical issues, and due to some users mistakenly assuming that the study had ended.
9Due to a bug in our extension in the early stages of our extension (where it failed to scan some
users’ Facebook home pages for our Treads, we potentiallymissed some users’ data broker attributes.
Thus, the plot potentially shows a lower bound on the actually revealed users’ broker attributes.
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Facebook attributes; given our limits on the number of attributes
surveyed, the median number that we surveyed them on was 22.

Participant demographics To quantify the bias in the set of sur-
veyed participants, we compare their demographics with those of
the overall U.S. population [3]. For age/gender, we compare against
the population of targetable Facebook identities (see Section 3).

Table 2 compares the age and gender distribution of participants.
We find 56.8% of participants are female, as opposed to 52.2% of tar-
getable Facebook identities and 51.3% of the entire U.S. population.
We also find 82.4% of participants are younger than 45, as opposed
to 62% of the targetable Facebook identities, and 39.7% of the offline
population. Overall, this indicates a slight bias towards women, and
a larger bias towards younger people, that is qualitatively similar
to the bias of targetable Facebook identities.

We find that 63.4%, 8.1%, and 8.7% of our participants reported
a single race of White, Black, and Asian, respectively. Thus our
participant pool has a smaller percentage of White and Black par-
ticipants and a larger percentage of Asian participants compared
to the general U.S. population which has 72.3%, 12.7%, and 5.6%
respectively of these races. 12.6% of our participants reported them-
selves as “Hispanic or Latino”, as opposed to 18.1% of the overall
population. Finally, our partipants are spread across 39 U.S. states.

Limitations Inaccuracy in data broker information revealed via
Facebook’s advertising platform can arise from two sources: (i)
inaccuracy in the information collected by data brokers, and (ii)
inaccuracy in linking data broker information to Facebook accounts.
Thus, our methodology measures the cumulative effect of these two
sources of inaccuracy, providing an upper bound on the inaccuracy
of information collected by data brokers. However, as discussed
in Section 2, Facebook only uses unique identifiers such as phone
numbers and email addresses to match data broker information [34],
thus indicating that the inaccuracy introduced due to the linking
process is likely limited. Thus, our upper bounds are likely tight.

Additionally, the information exposed by Facebook via its ad-
vertising platform may only cover a subset of information held by
data brokers. However, recent reports have stated that Facebook
receives “all available marketing segments offered for [each] user”
from data brokers [34]. Moreover, since our methodology relies on
Treads to reveal user attributes, not all data broker attributes of
each user might be successfully revealed (e.g., if some Treads that
are not delivered). Finally, our methodology relies on the accuracy
of attributes as reported by participants; while each participant
is the best source for evaluating the accuracy of their own data,
they might misunderstand what certain attributes mean, may lie,
or might be subject to fatigue (which we try to limit). Besides,
participants might not recall past behavior such as purchases, or
imperfectly estimate information such as their financial data.

4.3 Analysis of accuracy
We next analyze the responses from participants in order to under-
stand the accuracy of information collected by data brokers.

Overall accuracy of attributes We begin by analyzing the over-
all accuracy of the collected data broker attributes, shown in Table 4.
We find a largely bimodal distribution: 40.6% of the 1,432 surveyed
broker attributes are reported “Completely accurate”, while 40.5% of
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Figure 4: CDF of the fraction of users’ data broker attributes
rated as “Not at all accurate.” We see a wide distribution.

them are reported “Not at all accurate.” By contrast, a higher percent-
age (proportion test, p < 0.001) of Facebook attributes are reported
“Completely accurate” (51.7% of the 3,464 surveyed attributes). Also,
a lower percentage (p < 0.001) of Facebook attributes are reported
“Not at all accurate” (25.3% of the 3,464 surveyed attributes). This
may be due to the significantly larger amount of data that Facebook
can directly observe in users’ activities, when compared to data bro-
kers. The low accuracy of data broker information has significant
implications, given the widespread use of data broker information
for various purposes, including for background checks.

Are inaccurate attributes stale? To study whether data broker
attributes are simply inaccurate, or were previously accurate but is
now out of date (stale), we ask users whether attributes they rated
as anything other than “Completely Accurate” were accurate in
the past. Specifically, we show the distribution of user responses
to the question “Do you think this attribute would have accurately
described you at a previous time? (For example, would it have
been more accurate last year?)” in Table 5. We see that around
24% of incorrect attributes from data brokers are stale (with users
responding with either “Yes” or “Probably yes”). In contrast, the
percentage of incorrect attributes from Facebook that are stale is
higher (32.3%). Thus, data broker attributes appear to suffer from
many inaccuracies, only partially explained by out-of-date data.

User-level accuracy Inaccuracy in a user’s attributes might of-
ten be because of data brokers’ inability to uniquely or correctly
identify users from different source databases (e.g., the user might
have a very common name). Thus, it might be expected that users’
attributes are inaccurate in an all-or-none fashion (i.e., that either
almost all a user’s attributes are incorrect, or almost all a user’s
attributes are correct). To study whether this is the case, we show
the variation in accuracy by user in Figure 4.

Contrary to our expectation, we see that users typically have a
subset of their broker attributes inaccurate, with the percentage
of attributes marked “Not at all accurate” varying widely between
0% and 100%, with the median user having around 40% of their
broker attributes marked “Not at all accurate.” Besides, more than
90% of users who have data broker attributes have a non-zero
fraction of their attributes marked “Not at all accurate.” This means
that inaccuracy of data broker attributes is a problem potentially
affecting most people (rather than an unfortunate few).

Variation in accuracy across attributes Finally, to study how
the accuracy of broker attributes varies across types or categories

1927



Data Brokers Acxiom Datalogix Experian Epsilon Others Facebook
Responses 1,432 95 728 55 18 536 3,464
Not at all accurate 40.5% ± 2.5% 27.4% ± 9.0% 42.0% ± 3.6% 21.8% ± 10.9% 55.6% ± 23.0% 42.2% ± 4.2% 25.3% ± 1.4%
Somewhat accurate 13.6% ± 1.8% 14.7% ± 7.1% 14.4% ± 2.6% 20.0% ± 10.6% 0.0% ± 0.0% 12.1% ± 2.8% 15.2% ± 1.2%
Mostly accurate 5.2% ± 1.2% 4.2% ± 4.0% 6.2% ± 1.7% 12.7% ± 8.8% 5.6% ± 10.6% 3.4% ± 1.5% 7.9% ± 0.9%
Completely accurate 40.6% ± 2.5% 53.7% ± 10.0% 37.4% ± 3.5% 45.5% ± 13.2% 38.9% ± 22.5% 42.4% ± 4.2% 51.7% ± 1.7%

Table 4: Aggregated user-reported accuracies for attributes from different data brokers and Facebook. The first column shows
the accuracies for attributes from all data brokers taken together. 95% confidence intervals are shown for sample percentages.

Data Brokers Acxiom Datalogix Experian Epsilon Others Facebook
Responses 833 44 445 28 11 305 1,596
Yes/Probably yes 24.0% ± 2.9% 29.5% ± 13.5% 23.8% ± 4.0% 32.1% ± 17.3% 36.4% ± 28.4% 22.3% ± 4.7% 32.3% ± 2.3%
No/Probably not 76.0% ± 2.9% 70.5% ± 13.5% 76.2% ± 4.0% 67.9% ± 17.3% 63.6% ± 28.4% 77.7% ± 4.7% 67.7% ± 2.3%

Table 5: Aggregated user-responses about the past accuracies for attributes from different data brokers and from Facebook.
95% confidence intervals are shown for sample percentages.

of information, we consider the variation of accuracy across the 15
higher-level “categories” in Facebook’s hierarchy (from Section 3.2).
Since we have only a relatively small number of responses for some
categories, we group together categories that have fewer than 30
responses and which have a common ancestor in the hierarchy. For
example, we group together Income , Net worth , and Liquid assets ,
which have a common ancestor (Demographics → Financial ).

We show the distribution of responses in Table 6. We make mul-
tiple observations: First, we observe mediocre accuracy across all
categories. Indeed, even categories involving important financial
information such as income/net worth/liquid assets, or home own-
ership/home type/home value can have a high degree of inaccuracy,
with 47.2% and 42.3% of respective attributes marked “Not at all ac-
curate.” This has important implications as this information might
be used in important situations such as credit or background checks.

Second, we observe that some categories have higher accuracies
than others. For example, the Purchase behavior category has a
higher percentage of attributes marked “Completely accurate” than
the Automotive category (proportion test, p < 0.001), and even the
Income/Net worth/Liquid assets category (p < 0.002). While it is hard
to explain why this might be the case, one potential reason is that
purchase behavior is often tracked via loyalty cards provided by
the data broker themselves [15], thus tracking users more directly.

Third, we find a less bimodal distribution for some cate-
gories than others. For example, the Purchase behavior , Income/Net
worth/Liquid assets , and Television → Show Genre categories all have
a larger percentage of intermediate accuracy levels (“Somewhat
accurate” or “Mostly accurate”) than the Automotive , and Spending
methods categories (with p < 0.006 for all six pairwise compar-
isons). We explain why this might be the case in the following
section.

Qualitative analysis of inaccuracy To better characterize how
certain attributes are inaccurate, we briefly analyze participants’
(free-text) responses to the question “What is incorrect about it?”,
asked for attributes that they did not mark “Completely accurate.”
Participants provided responses for 822 out of the 833 inaccurate
broker attributes; however, a majority of these responses simply

stated that the attribute did not correspond to the participant. We
make a number of qualitative observations from the remaining
responses (which are thus limited to a subset of all responses).

First, participants often reported errors of degree for categories
like Purchase behavior , Income/Net worth/Liquid assets , and Television
→ Show Genre . For example, for attributes such as “food enthusiast”
or “gadget enthusiast” that fall under the Purchase behavior category,
participants responded that they might like food or occasionally
purchase gadgets, but not to the extent of an enthusiast. Simi-
larly, participants indicated that they only occasionally watched
shows of a particular television show genre. For attributes under
the Income/Net worth/Liquid assets category, which typically specify
a range of income or net worth, participants indicated that the
ranges were incorrect by different margins (ranging from “close” to
“an order of magnitude below”). This explains why such categories
might have less bimodal distributions compared to other categories
such as Automotive , and Spending methods , which typically have
attributes that are more likely to incur binary errors (e.g., make of
car owned).

Second, we observed some anecdotal reasons from participants
explaining how particular attributes were stale (i.e., accurate in the
past but no longer so). Some responses indicated users changing
their purchase behavior in response to changed life circumstances:
two participants had purchased particular children’s food items
when they had children, or cared for children in the past. Similarly,
a few participants had purchased pet products when they owned a
pet. Finally, one participant had stopped buying a particular kind of
frozen food in order to be more healthy. Other responses indicated
reasons for changes in finance-related information such as home
value (no longer accurate due to appreciation), or particular kinds
of investments (participant no longer had that kind of investment).

Third, for categories like Income , Net worth , Liquid assets , or Home
value , participants reported having both higher and lower values
compared to their data broker attributes (which show a particular
range of values for that category). While two participants reported
having higher and lower incomes each, six participants reported
having lower values for net worth. Nine participants reported hav-
ing fewer liquid assets (of which two reported that their family
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Category Total Not at all Somewhat Mostly Completely
accurate accurate accurate accurate

Purchase behavior 541 26.1% ± 3.7% 18.7% ± 3.3% 7.0% ± 2.2% 48.2% ± 4.2%
Income/Net worth/Liquid assets 53 47.2% ± 13.4% 20.8% ± 10.9% 5.7% ± 6.2% 26.4% ± 11.9%
Home Ownership/Home type/Home value 111 42.3% ± 9.2% 6.3% ± 4.5% 1.8% ± 2.5% 49.5% ± 9.3%
Automotive 252 60.7% ± 6.0% 8.7% ± 3.5% 4.0% ± 2.4% 26.6% ± 5.5%
Spending methods 141 35.5% ± 7.9% 6.4% ± 4.0% 2.1% ± 2.4% 56.0% ± 8.2%
B2B Company size/Industry 48 66.7% ± 13.3% 6.2% ± 6.8% 8.3% ± 7.8% 18.8% ± 11.0%
Charitable donations 27 40.7% ± 18.5% 18.5% ± 14.7% 3.7% ± 7.1% 37.0% ± 18.2%
Financial → Investments 50 56.0% ± 13.8% 14.0% ± 9.6% 4.0% ± 5.4% 26.0% ± 12.2%
Television → Show Genre 119 37.8% ± 8.7% 21.0% ± 7.3% 5.9% ± 4.2% 35.3% ± 8.6%
Behaviors → Travel 38 39.5% ± 15.5% 10.5% ± 9.8% 5.3% ± 7.1% 44.7% ± 15.8%

Table 6: Aggregate user-reported accuracies for attributes corresponding to different “categories” of information. The first
column shows a description of the different categories of information, while the remaining columns show the aggregate
distribution of user responses. 95% confidence intervals are shown for sample percentages.

might collectively have a matching amount of liquid assets), while
three participants reported having more liquid assets. Finally, two
participants reported having homes with higher values.

Fourth, we found some egregious errors (either in magnitude or
sensitivity). For example, one unemployed student was inferred
to be a C-Suite (i.e., top level) executive, while another two unem-
ployed participants (one of whom was a student) were inferred
to be corporate executives. Finally, a few participants who were
non-drinkers were inferred to be likely to buy alcoholic beverages.

5 DISCUSSION

Implications of findings Recent policy is moving in the direction
of requiring greater transparency and accuracy of data collection;
for example, the principles of the General Data Protection Regula-
tion (GDPR) in the European Union require organizations collecting
personal data to ensure “lawfulness, fairness and transparency” and
to ensure “the personal data is accurate and up-to-date, having
regard to the purposes for which it’s processed, and correct it if
not” [43]. In this light, the findings in this paper about the coverage
and lack of accuracy of information collected by data brokers calls
for greater efforts from the brokers to (a) allow people to control and
correct what data is collected about them, and (b) warn consumers
of their data about cases where the data may not be accurate.

Future applicability of methodology Facebook removed part-
ner categories as of October 2018 [4], meaning that it is no longer
possible to study the coverage and accuracy of data brokers via
Facebook’s advertising platform. However, our methodology is still
applicable on other platforms such as Twitter, which offers similar
categories sourced from Acxiom and Oracle Data Cloud [32].

In addition, our methodology could also be used to study the
coverage and accuracy of information internally gathered by online
advertising platforms such as Facebook, Google, and Twitter, them-
selves. The existing transparency mechanisms of these platforms,
revealing collected user information, have been shown to reveal
an incomplete view to users [2, 17, 54]. Thus, our methodology
for studying accuracy using Treads could potentially reveal the
accuracy of the data that these platforms have actually collected.

Ethics All our experiments were performed as per community
ethical standards. Our experiments measuring the coverage of data
brokers only rely on aggregate statistics about users, and thus do
not involve collection of data about individual users.

For our experiments measuring the accuracy of data broker in-
formation (approved by Northeastern University’s IRB), we take
multiple precautions to ensure the privacy of participants. First, our
extension stores inferred attributes about participants locally (using
their browser’s local storage), and does not collect any personally
identifying information from users. Second, participants are only
required to answer questions they are comfortable answering; any
attributes that participants are not comfortable answering questions
about are not shared with our server. Third, we store the completed
surveys in anonymized form. Fourth, users who unexpectedly see
ads that explicitly state or imply their personal attributes might
consider this a privacy violation. We address this concern by tar-
geting the Treads that we run only to participants who have read
our consent forms and signed up for our study, and obfuscating
the targeting information in these Treads (as opposed to explicitly
stating the targeting information directly).

6 CONCLUSION
The extent of data collection by online sites and offline data brokers,
and the extent of linkage between online and offline identities of
users are both crucial inputs to ongoing debates about user privacy.
This paper used Facebook’s advertising platform to (a) measure for
the first time the actual extent of linkage between online (Facebook)
identities and offline identities (as compiled by data brokers), (b)
measure for the first time the coverage of data brokers from seven
countries in a fine-grained manner, and (c) measure the accuracy of
information from data brokers for U.S.-based users. Taken together,
our analysis and results of the fine-grained coverage of data brokers
provide new insights into the workings of data brokers, that can
feed into ongoing privacy debates. We hope this paper serves as a
starting point for more such analyses in the future.
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