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Abstract
Wepresent amultiscalemodel based onmany-bodyGreen’s functions theory in theGW
approximation and the Bethe–Salpeter equation (GW-BSE) for the simulation of singlet and triplet
exciton transport inmolecularmaterials. Dynamics of coupled electron–hole pairs aremodeled as a
sequence of incoherent tunneling and decay events in a disorderedmorphology obtained at room
temperature frommolecular dynamics. The ingredients of the rates associated to the events, i.e.
reorganization energies, site energies, lifetimes, and coupling elements, are determined from a
combination ofGW-BSE and classical polarizable force field techniques. KineticMonteCarlo
simulations are then employed to evaluate dynamical properties such as the excitonic diffusion tensor
and diffusion lengths. UsingDCV5T-Me(3,3), a crystalline organic semiconductor, we demonstrate
how thismultiscale approach provides insight into the fundamental factors driving the transport
processes. Comparing the results obtained via different calculationmodels, we investigate in particular
the effects of charge-transfermediated high exciton coupling and the influence of internal site energy
disorder due to conformational variations.We show that a small number of high coupling elements
indicative of delocalized exciton states does not impact the overall dynamics perceptively.Molecules
with energies in the tail of the excitonic density of states dominate singlet decay, independent of the
level of disorder taken into account in the simulation.Overall, our approach yields singlet diffusion
lengths on the order of 10 nm as expected for energetically disorderedmolecularmaterials.

1. Introduction

Processes involving electronic excitations play a vital role inmany functionalmolecular systems, both natural
[1–3] and synthetic [4–6]. Such systems are in general characterized by a significant amount of disorder which
can be either static, e.g. due to impurities or growth defects, or dynamic when resulting from thermal
fluctuations. As a consequence excited state dynamics (like charge transport, exciton diffusion and conversion
processes) are sensitive to the interplay between electronic structure ofmolecular building blocks and
morphological details on nano- andmesoscale. For instance for technological applications in organic electronic
devices, like organic light-emitting diodes (OLEDs) or organic solar cells (OSC), an in-depth understanding
about the fundamental aspects of this interplay and how it gives rise to dynamical properties and eventually
device performance is essential [7–9].

Computationalmodels of these dynamics aiming at predictions ofmaterial characteristics need to take the
multiscale nature of the problem explicitly into account. In general, this relies on the choice of an appropriate
transportmodel suitable for the nature of thematerial and underwhat conditions it is studied. This choice is
inherently linked to the localization behavior of the excitations [10]. For instance, transport in highly-ordered
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molecular crystals at low temperatures andwithout defects typically exhibits strong coupling between the
molecules leading to delocalized electronic states and a band-like transport that can be described by theDrude
model [11] or its extensions including effects of local electron–phonon coupling [12, 13].Most ofOLED and
OSC applications however operate at ambient conditions, inwhich thermal disorder is limiting the diffusion of
electrons and a semiclassicalmodel with interacting electronic and nuclear degrees of freedom can be employed
[14, 15]. For disordered systems at ambient conditions, when the electronic coupling is weak, dynamics of
charges is typicallymodeled as a series of incoherent tunneling processes between localized states described, for
instance, in the high-temperature limit of non-adiabatic transfer by thewell-knownMarcus rate [16]
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where ÿis the reduced Planck constant,T the temperature,λij the reorganization energy, kB the Boltzmann’s
constant,ΔEij the free energy difference between initial and final states, and Jij the electronic coupling element.
Multiscalemodels employ this rate-based approach and determine the ingredients to equation (1) from a
combination of quantum (QM) and classical (MM) techniques for an explicitly simulated disorderedmolecular
morphology.

Microscopic simulations of charge transport linking electronic and classical degrees of freedomwithin the
regime of incoherent tunneling have seen great advances in recent years [8, 17, 18], providing insight into, e.g.
the role ofmolecular polarizabilities in the design of binary emission layers inOLEDs [19] or the importance of
mesoscale effects on the level alignment and band bending across a donor–acceptor interface inOSC [20].
Compared to the research into separate electron or hole transport, similarmodels aiming at investigating the
dynamics of excitons, or coupled electron–hole pairs, are relatively sparse [21–27].Most studies have focused on
singlet transport, as electronic couplings can be approximated by dipole–dipole coupling [28], and
comparatively small system sizes with little or no disorder. One of the reasons for this is the large computational
cost typically associated to the quantum-level description of excitons with good accuracy, which is required for
the evaluation of reorganization and site energies, and coupling elements. The use ofmany-bodyGreen’s
functions theory in theGW approximationwith the Bethe–Salpeter equation [29, 30] (GW-BSE) has recently
gained increasing attention in these contexts [31–34]. HybridGW-BSE/MMmethods have been developed
which are capable of predicting excitation energies of chromophores in complexmolecular environments at
good accuracy [35, 36]. It has also been shownhow singlet and triplet exciton coupling elements including direct
and charge-transfer (CT)mediatedmechanisms can be efficiently extracted on equal footing from this
approach [37].

In this paper, we extend theGW-BSE description of excited states in complexmolecular systems from a
purely static picture to a dynamic one in themultiscale framework described above. As a prototypical system,we
study the singlet and triplet exciton dynamics in aDCV5T-Me(3,3) crystal [38, 39]. Taking an initial structure
from experimental crystal orientations, the system is equilibrated at room-temperature using classicalmolecular
dynamics (MD). Then, we determine all ingredients to theMarcus rate fromGW-BSE calculations on
monomers and dimers, and a combinationwith classicalmethods inmixedQM/MMsetups. In this way, we
take the long-range coupling of singlet excitons, as well as the CTmediated short-range transfer into account on
equal footing, analyze the effects of large couplings and thermalfluctuations [40] on the overall dynamics, and
scrutinize the contributions of different types of energetic disorder on observed exciton diffusion properties.

This paper is organized as follows: Insection 2, we briefly recapitulate steps in themultiscalemodel,
including computational details of ourMDcalculations, the essentials ofGW-BSE, and the rate-based dynamic
models. Results obtained for the reorganization energies, site energies, coupling elements, and singlet and triplet
diffusion, as well as their analysis and discussion are given insection 3. A brief summary concludes the paper.

2.Methodology

The basic workflowof the rate-basedmodel of exciton dynamics is depicted infigure 1. Representative
morphologies at room temperature are generated from classicalMD simulations. Each generated snapshot is
then partitioned into localization sites for the excitons, called segments. Based on inter-segment distances, a
neighbor list of hopping pairs is created, for which transfer rates need to be determined. A combination of
quantum-chemical calculations on the level ofGW-BSEwith classical atomistic electrostatics is employed to
evaluate the rate ingredients (reorganization energy, site energy, and coupling elements) for all pairs. Diffusion
tensors and diffusion length are finally obtained from simulating exciton dynamics explicitly bymeans of a
kineticMonte Carlo (kMC) algorithm and analyzing its trajectories. In the following, we briefly summarize the
details of the individual steps in this procedure.
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2.1.Molecular dynamics
Figure 2 shows different views of the crystal structure ofDCV5T-Me(3,3) as determined fromx-ray data [38].
While the published cell is triclinic, this orthogonal unit cell with side lengths as indicated in panels (a) and (b)
contains eightmolecules in staggered arrangements in all three directions.Molecules within aπ-stack (along the
z-direction) are displaced about 8Å along the backbone (y-direction)with respect to each other. As a
consequence of this non-idealπ-stacking, theminimal center-of-mass distance along the stack is 8.8Å, much
larger that the z-distance of 3.7Å. Based on this structure, an orthorhombic (7×2×14) supercell with side
lengths =L 11.06 nmx

0 , =L 10.80 nmy
0 , and =L 10.37 nmz

0 containing 1568molecules was created as initial
structure. To introduce disorder at ambient conditions,MD simulations of 1.5 nswere run in theNpT ensemble
at p=1 bar andT=300 Kusing the Berendsen barostat [41] and stochastic velocity rescaling thermostat [42].
All simulationswere performed using anOPLS-based forcefieldwith specific parameterization for the class of
terminally dicyanovinyl-substituted oligothiophenes [43], and theGROMACS software [44]. After
equilibration, the resulting supercell is slightly contracted in x-direction (Lx=10.74 nm), while the y- and z-
direction remain practically unchanged (Ly=10.78 nmand Lz=10.39 nm). Six frames in 20 ps intervals
starting from time 1.32 nswere taken for the evaluation of the exciton dynamics.

2.2. Electronic excitations viaGW-BSE
Electronically excited states formonomers and dimers extracted from those snapshots are calculatedwithin the
GW-BSE approach. In comparison to time-dependent density-functional theory (TD-DFT)GW-BSE does not
require explicitly tuned functionals to accuratelymodel charge transfer excitations, while retaining the favorable

( ) n4 scalingwith system size. Calculationswere performedwith theVOTCA-XTP software [36] as briefly
summarized below.More exhaustive reviews can be found in [45, 46].

Since single- and two-particle excitations are constructed upon aDFT ground state, first the Kohn–Sham
(KS) energy levels andwave functions need to be obtained by solving

⎧⎨⎩
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Here,Vext is the external potential (either of bare nuclei or pseudo atoms),VH theHartree potential, andVxc the
exchange-correlation potential.

Figure 1.Workflowof the rate determination for the simulation of exciton dynamics as implemented in theVOTCA-XTPpackage.
Based on an atomisticmorphology obtainedwithMD, (a)GW-BSE calculations are performed onmonomer and dimer structures,
the results of which are subsequently used to (b) parameterize classical representations (e.g. partial charges), (c) evaluate
intermolecular exciton couplings with either GW -BSE-DIPROor TrESP, and (d) site energies withGW-BSE/MM.

Figure 2.Views on the (a) x–z and (b) y–z planes of an orthogonal unit cell of theDCV5T-Me(3,3) crystal structure [38]. Each cell
contains eightmolecules in staggered arrangements. An orthorhombic (7×2×14) supercell with side lengths =L 11.06 nmx

0 ,
=L 10.80 nmy

0 , and =L 10.37 nmz
0 is used as initial structure for theMD simulations.
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Employing theGW approximation ofmany-bodyGreen’s functions theory, as introduced byHedin [29],
quasi-particle (QP) states representing independent electron and hole excitations are found by solving theQP
equations:
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Central difference toequation (2) is the occurrence of the energy-dependent self-energy operator ( )S ¢ Er r, , in
place of the exchange-correlation potential. The self-energy operator is evaluated using the one-bodyGreen’s
function inQP approximation
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whereW is the dynamically screenedCoulomb interaction. To determine the latter, first the random-phase
approximation (RPA) [30, 47, 48] is used in calculating the polarization P, andwith it themicroscopic dielectric
function follows from convoluting the polarizationwith the bare Coulomb interaction v, i.e. ò=1−vP. This, in
turn, is inverted and another convolutionwith the bare Coulomb interaction finally yieldsW=ò−1v. Instead of
calculating the full frequency dependence explicitly, a generalized plasmon-polemodel [49] is usedwhich
extends theRPA result forω=0 (static polarization) and the associated static dielectric function to the dynamic
one. To avoid deviations due to the use of the ground state KSwave functions and energies in practical
calculations to determine bothG andW, we use a double self-consistent evGW scheme inwhich quasiparticle
energiesEn

QP are updated both in the RPA evaluation of the polarization and in the self-energy ( )S En
QP .

Within the Tamm–Dancoff approximation [46]3 (TDA) coupled electron–hole excitations, generated e.g.
after optical excitation, are expressed as a linear combination of products of occupied (v) and empty (c)QP
functions

( ) ( ) ( ) ( )åå y yF =g
gAr r r r, . 6e h

v c
vc c e v h

occ emp

*

Here, gAvc are the electron–hole amplitudes of excited state γwhich are obtained as solutions to the Bethe–
Salpeter equation [45, 50, 51]

ˆ ( ) ( ) ( ) ( ) ( )hF = + + F = W Fg g g gH D K Kr r r r r r, , , . 7e h
x d

e h e h
BSE

TheHamiltonian comprises contributions from free interlevel transition energies, = -D E Ec v
QP QP, and the

bare exchange (Kx) and screened direct (Kd) terms of the electron–hole interaction kernel, respectively. Finally,
Ω is the transition energy of the optical excitation, and η=2 for singlet and η=0 for triplet transitions.

For the practicalGW-BSE calculations in this paper, single-point KS calculations are performed using the
Gaussian09 package [52], the PBE functional, Stuttgart/Dresden effective core potentials [53], and the
associated basis sets that are augmented by additional polarization functions [54] of d symmetry. All steps of the
actualGW-BSE calculations employ theGaussian-type orbital based implementation in theVOTCA-XTP
package [17, 32, 36, 55]. It uses an auxiliary basis set to express the quantities occurring in theGW self-energy
operator and the electron–hole interaction in the BSE using resolution of identity techniques. In [36], this
combination of basis sets and functional has been shown to be an efficientminimal basis, yielding excitation
energies in close agreement to all-electron calculations based on cc-pVTZ basis at significantly reduced
computational cost. Further technical details can be found in [36].

A rate-basedmodel of exciton dynamics requires as afirst step the definition of all possible hopping pairs in
the system, forwhich the rates need to be determined. Such a pair list has to account for the different transfer
mechanisms of singlet and triplet excitons in a two-region setup. Atfirst a neighbor search is performed, in
which allmolecules with a closest contact distance of 0.6 nmor less are included. For these pairs both the singlet
and triplet excitonic coupling ismediated by direct interactions of the electron–hole wave functions, which
decay exponentially with distance analogously to electronic coupling in charge transport [56]. Aswe have shown
in [37] (see, i.e. figure 7(b) therein), this choice ensures that beyond this cutoff, the singlet couplings can be
determined in perfect agreement with explicitGW-BSE results using aCoulomb couplingwith a classical

3
For typical donormolecules used inOSCs, we showed that the use of the TDAoverestimatesπ–π transition energies by 0.2 eV but yields

correct character of the excitations [32].
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representation of the transition densities by atomistic point charges (TrESP). For the singletmodel, all additional
molecules within distance of 3.5 nm to each other are added to the pair list, and their couplingwill be evaluated
with TrESP.

For each of the in total resulting roughly 372 000 (6000)pairs for singlet (triplet) exciton dynamics, the
transfer rate needs to be calculated according toequation (1) from the reorganization energies for excitation l g

a
0

and de-excitation lg
a

0, and the site energies of singlemonomersΔEa, as well as the excitonic coupling in dimers
Jab.Within theMarcus picture, thesemonomer energies are determined as total energy differences according to

( ) ( ) ( )l = - Gg g gE E0 , 8a a a
0

( ) ( ) ( )l = G -g E E 0 , 9a a a
0 0 0

( ) ( ) ( )D = G -gE E E 0 , 10a a a
0

where ( )E Ia
i represents the total energy ofmolecule a in either ground (i=0) or excited (i=γ) state at ground

(I=0) or excited (I=Γ) state geometry. Note that the above is inherently linked to theMarcus picture and the
assumption of a single classically treated promotingmode. In cases with a strong coupling of themolecular
vibrationswith the electronic states, alternative rate expressions to theMarcus rate should be considered, in
which the vibrationalmodes are also treated quantum-mechanically [17, 18, 57] In amolecularmaterial, the
energies in equations (8)–(10) consists of (QM) contributions of the singlemolecule and the effects of
interactionswith the fullmolecular environment.We evaluate the latter as a correction to theQMenergies using
a polarizablemolecularmechanics (MM) approach, yieldingQM+MMenergies as ( )+E Ia

i,QM MM =
( ) ( )+E I E Ia

i
a
i,QM ,MM . TheMMmodel uses atomic partial charge representations andThole’s atomic

polarizabilities, which need to be parameterized based onQMdata, such as themolecules’ electrostatic potential
and polarizabilities. In principle, this approach requires for frozen softmolecular conformations (given by, e.g.
torsional conformers of thiophene units after post-processing to remove the fast degrees of freedom representing
the promotingmode inMarcus theory) the constrained optimization of ground and excited state geometries,
and individual partial charge and polarizabilityfits. Especially due to geometry optimizations andmolecular
polarizability calculations for the excited states inGW-BSE relying on numerical gradients, this is
computationally prohibitively expensive. Instead, we assume that since theDCV5T-Me(3,3)molecules in the
crystal only fluctuatemarginally around the ideal conformation (i.e. the lack of cis–trans rearrangements) the
geometric relaxation effects are similar for all conformers. This allows to approximate themolecule-specific
reorganization energies inequation (10) bymolecule-independent ones, l l»g g

a
0 0 and l l»g g

a
0 0. For the

internal part of the site energy, it follows that the adiabatic excitation energy can be approximated as

( ) ( ) ( )D = G -gE E E 0 11a a a
QM ,QM 0,QM

( ) ( ) ( )l» - -g gE E0 0 12a a
,QM 0,QM 0

( )l= W -g
g , 13a,

0

i.e. as the vertical excitation energy (absorption) reduced by the generic reorganization energy for excitation.
When forming the site energy differenceΔEab inequation (1), the constantλ

0 γ drops out and the associated
disorder is given by variations of the absorption energy alone.

Within these approximations, we first optimize the geometries ofDCV5T-Me(3,3) in the ground state using
DFT aswell as in the first singlet and triplet excited states usingGW-BSE, respectively. At the optimized
geometries, CHELPG [58] derived partial charges {qi} are calculated and themolecular polarizability tensor
aQM is determined. Then, atomic polarizabilities are adjusted so that the associatedaMM of the Tholemodel
reproduces theQMreference.

In a next step, a vacuumGW-BSE calculation is performed for eachmolecule extracted from theMD
snapshots and the first singlet (γ=S) and triplet (γ=T) excitation energiesΩS,ΩT and electron–holewave
functions are stored. From the parameterized polarizabilities and partial charges, theMMcontributions to the
site energiesΔEa are calculated using a cutoff based embedding scheme [17], inwhichwithin a radius of 3 nm
aroundmolecule a polarized interactions are taken into account while for static interactions are active up
to 6 nm.

Excitonic couplings for singlets and triplets among the short-range pairs inside the 0.6 nm cutoffmentioned
above are calculated using the dimer projection technique GW -BSE-DIPRO as introduced in [37], inwhich the
excitonic coupling is formed as the expectation value of a supramolecular BSEHamiltonianwith electron–hole
wave functions for excitations localized on two separated chromophores.Within this approach, accounting for
the effects of couplingmediated by intermolecular CT excitations is possible via perturbation theory. As the
singlet coupling beyond thisfirst neighbor shell is dominated by Förster like transition density coupling, we
represent themolecularGW-BSE transition densities byCHELPG [58] point charges. Coulomb interactions
among these transition electrostatic potential (TrESP) charges [59, 60] are then used to approximate the long-
range singlet coupling classically.
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From the electronic couplings, the site energies and the reorganization energies, theMarcus rates
equation (1) for exciton transfer are calculated, and simulations of exciton dynamics is performed using kMC.
From its trajectory it is possible to extract, e.g. the exciton’s diffusion tensor. This requires that the carrier is in a
steady-state and has reached the diffusive regime of transport, which can be assumed to be the case for long-lived
triplet excitons. Singlets, in contrast, are short-lived since they can decay radiatively back to the ground state. The
inverse radiative decay time τrad, for a singlet state, is given by Einstein’s formula for spontaneous emission [61]:

∣ ∣ ( )mt e
a

=
W-

c

4

3
, 14S

rad
1

3

2 3 Tr
2

where ε is the dielectric constant of thematerial,α thefine structure constant,ΩS the singlet excitation energy
andmTr the transition dipolemoment of the transition.Neglecting non-radiative decay, due to the difficulties of
calculating electron–phonon interaction, the radiative decay rate serves as a lower bound for the full decay rate:

( )w t t t t= = + >- - - - . 15decay decay
1

rad
1

nonrad
1

rad
1

Viaequation (14), we explicitly include singlet decay in theKMC simulations, and record the distance excitons
travel before decaying.

3. Results

3.1. Polarizabilities and reorganization energy
In the followingwe focus on the properties of the first singlet and triplet excited states ofDCV5T-Me(3,3),
respectively. These lowest energy excitations ofπ→π* character are well separated from the rest of the
excitation spectrum and in case of the singlet are the optically active transition. After geometry optimizations as
outlined insection 2,molecular polarizability tensors for ground and excited states, as well as the reorganization
energies are calculated. After diagonalization, the eigen frame of the polarizability tensor is alignedwith the
molecular axes as indicated infigure 2: the long dimension (backbone) of theDCV5T-Me(3,3)molecule is
aligned in y-direction of the coordinate system,while the short dimension of itsmolecular plane is aligned to the
x-direction. The z-direction is normal to themolecular plane. In this frame, the diagonal of the ground state

polarizability tensor is given by ( ) ( )a a= =diag _ 75, 293, 34 AG G
3
. The excited states show approximately the

same polarizability in the x- and z-directions as in the ground state, with ( ) Åa = 75, 1022, 27S
3 and

( ) Åa = 70, 646, 33T
3. Along the backbone, in contrast, the polarizability is about 3.5 and 2.2 times larger for S

andT, respectively. This observation is consistent with the nature of the dominantπ→π* transition in these
excited states. Promotion of an electron to an anti-binding orbital leaves it in a unbound, extended state, which
respondsmore strongly to externalfields. Due to the repulsive exchange interaction in the BSEHamiltonian for
singlet excitations (see equation (7)), this effect is stronger for S than forT.

The reorganization energies were evaluated based on the optimized structures using equation equation (10)
as sumof term for excitation and de-excitation and result asλS=0.37 eV for singlets andλT=0.77 eV for
triplets, respectively. Albeit at different levels of theory, similarly high reorganization energies have been
reported for other organic compounds, i.e.λS=0.35 eV for the singlet state of napthalene (SCS-CC2@cc-
pVDZ) [62] andλT=0.75 eV for the triplet state of Alq3 (ADC(2)@SVP) [24].

3.2. Site energies
The site energy distributions obtained from theQM+MMapproach outlined insection 2 are approximately
Gaussian for both singlets and triplets. Table 1 shows the standard deviationsσ of internal quantum (σQM) and
external classical (σMM) contributions, as well as of the total site energies (σQM+MM) for singlet and triplet
excitons, respectively. The distributions are largely identical across the six individual frames.Wefind that
s s s» ++QM MM

2
QM
2

MM
2 indicating that the two contributions to the site energies are uncorrelated.

For the calculation of singlet decay rates viaequation (14), the ground to excited state transition dipole
momentsmTr were obtained from individual vacuummonomerGW-BSE calculations. To approximately
include the environment effectsΩS is replaced byΔEQM+MM. As to our knowledge the exact dielectric constant
ofDCV5T-Me(3,3) has not beenmeasured, we assume ò≈3, which is a typical value for organicmaterials [63].
Figure 3 shows the distribution of the obtained singlet exciton lifetimes. All six production frames exhibit similar
behavior, with the distributions peaking at about τrad=0.5 ns, which is comparable to reported singlet exciton
lifetimes for similar compounds [64].

3.3. Coupling elements
Triplet coupling elements calculated using the GW -BSE-DIPROmethod arise from the termKd of the electron–
hole kernel in the BSEHamiltonian(equation (7)). This term involves the short-ranged direct interaction of

6
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monomerwave functions, similar to the coupling of individual electron and hole single particle states. The
coupling is very sensitive tomolecular arrangements and in particular exhibits an exponential distance-
dependence. Figure 4 shows the distributions of [( ) ]Jlog eV10

2 for triplet excitons in the six frames. Overall, the
distributions have similar features, with amain peak corresponding to values of J2≈10−5 eV2 and a second one
aboutfive orders ofmagnitude lower. Visible differences among the frames are clearly effects of thermal
fluctuations on the atomic positions of themolecules. Themaximum triplet coupling =J 0.12 eVT

max is smaller
than the reorganization energyλT=0.77 eV. This corroborates the assumption of hopping-type triplet
transport inDCV5T-Me(3,3).

Table 1. Standard deviations (in eV) of internal quantumσQM (fromΩ) and
external classicalσMM (fromΔEMM) contributions, as well asσQM+MMof the total
site energies (ΔEQM+MM) for singlet and triplet excitons, respectively. Results are
shown for the six production frames individually and averaged.

Singlets Triplets

σQM σMM σQM+MM σQM σMM σQM+MM

1 0.109 0.077 0.133 0.114 0.045 0.122

2 0.106 0.076 0.133 0.116 0.044 0.127

3 0.109 0.074 0.131 0.116 0.043 0.124

4 0.108 0.076 0.131 0.117 0.044 0.127

5 0.108 0.079 0.131 0.116 0.046 0.125

6 0.112 0.076 0.139 0.118 0.044 0.129

á ñ. 0.109 0.076 0.133 0.116 0.044 0.126

Figure 3.Distribution of radiative decay times (in ns) for singlet excitons, evaluated according to equation (14), in six frames of
DCV5T-Me(3,3).

Figure 4.Distribution of [( ) ]Jlog eV10
2 for triplet exciton couplings inDCV5T-Me(3,3) for six individual frames, respectively.
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To elucidate the nature of the two peak structure in the distributions, we consider infigure 5(a) the same
data as infigure 4 now resolvedwith respect to the center-of-mass distanceΔr of themolecules in the pair4. The
red regionsmarked by (1), (2), and (3) indicate the highest concentrations of triplet couplings atΔr of
approximately 0.9 nm, 1.4 nm, and 2.7 nm, respectively. These distances correspond to neighbors in different
unique directions in the crystal structure, as shown infigure 5(c). Structure (1) corresponds to the shiftedπ-
stack arrangement within a z-column as alreadymentioned in section 2.1. Structure (2) is a staggered
configuration between twomolecules from adjacent columns, e.g. as the bottom twomolecules infigure 2(a).
Both structures contribute to the highest observed triplet couplings in the right peak offigure 4. The left peak
can be associated to tail-to-tail orientations as in structure (3), which only exhibit weak coupling.

Figure 6(a) shows the distribution of singlet couplings in all six frames, which appear nearly identical for
J2<10−2 eV2. For larger singlet coupling strengthswe note (on the logarithmic scale) small variations. To assess
the relative importance of the short-ranged GW -BSE-DIPRO and the long-ranged TrESP couplings, we resolve
the individual contributions for frame 1 infigure 6(b). It is apparent that the singlet transfer integrals evaluated
explicitly onGW-BSE level contribute almost exclusively to the regionwith J2>10−2 eV2, also as a consequence
of the splitting of the neighbor list. GW -BSE-DIPRO andTrESP are of similar importance only in a small
interval 10−3 eV2<J2<10−2 eV2. Fromfigure 6(c) (note the linear y-scale) the limited region inwhich the
quantum-mechanical coupling elements contribute is again clearly visible. For lower values of coupling

Figure 5.Distribution of [( ) ]Jlog eV10
2 for (a) triplet and (b) singlet exciton coupling elements inDCV5T-Me(3,3) as a function of

molecular center ofmass distanceΔr. Triplets exhibit a fast decay due to exchange-type coupling and clearly discernible signatures for
differentmolecular orientations. For singlets, Coulomb coupling leads to the visible long-range dipole–dipole like distance
dependence and an overall smearing out of the distribution. (c)Three pair arrangements with distinct signatures in the distance-
dependence of direct coupling.

Figure 6. Singlet exciton coupling elements inDCV5T-Me(3,3). (a)Distribution of [( ) ]Jlog eV10
2 for six individual frames. (b)

Separation in short ranged GW -BSE-DIPRO and long ranged TrEsp couplings for frame 1. (c)Distribution of GW -BSE-DIPRO
couplings for singlets in all six frames on non-logarithmic scale.

4
Note that we consider center-of-mass distances up to 2.8 nm. This is not in contradictionwith the cutoff distance for the neighbor list of

0.6 nm for the closest-contact distance.
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elements the transition density coupling completely dominates the total distribution. The analysis of the
distance dependence infigure 5(b) shows the expected slow decay due to theCoulomb coupling of the transition
densities. The influence of thermalfluctuations can also be clearly seen from the smeared out appearance of the
distributions.

Overall, we observe amedian coupling of á ñ =J 0.044 eV, which is significantly smaller than the
reorganization energyλS=0.37 eV.However, we alsofind a few (e.g. 84 in frame 1) singlet couplings are larger
thanλS, some of them exceeding even ∣ ∣ >J 1 eV. Even though only 1.39% (0.02%) of the GW -BSE-DIPRO
(total) transfer integrals are unusually high, closer inspection of their nature is warranted. Next to the
mechanisms of direct exchange and transition density interactions, exciton states can also couple via
intermediate bi-molecular CT states in the dimer [37], if the latter lie energetically close to themonomer-
localized states. Thismechanism is accounted for in the GW -BSE-DIPROmethod by expanding effective
monomer states to second order in actualmonomer states and subsequent orthogonalization. However, this
perturbative approach overestimates CT-mediated couplings if the CT energies are close to resonancewith the
ones of amonomer. The obtained high coupling elements indicate that the assumption ofmonomer-localized
excitons is not always justified. Instead in some configurations the exciton can be expected to delocalize over the
dimer.

3.4. KMC simulations
For the simulation of the exciton dynamics within the rate-basedmodel we consider two different cases: in the
first only the external contributions to site energies (leading toσMM in table 1) are taken into account, while the
second additionally contains the internal contributions (corresponding toσQM+MM). In all cases, the initial site
for theKMC trajectory is chosen randomly and independently from each other and the environment.Wefirst
consider triplet diffusion and determine the elements of the diffusion tensorDαβ (in theCartesian directions, i.e.
α,β=x, y, z) from longKMC trajectories with simulation time t according to

( )= áD D ñab a bD t R R6 , 16

whereDR denotes the distance vector between start and end point, and ·á ñan ensemble average. For each frame,
20KMC simulationswere run, with on average 9×1011 steps.

The diffusion tensor without internal disorder exhibits strong anisotropywith diffusion along the y-axis
(Dyy=54.26×10−9 cm2 s−1) one order ofmagnitude larger than along the z (Dzz=5.27×10−9 cm2 s−1) and
two orders ofmagnitude larger than diffusion along the x (Dxx=0.84×10−9 cm2 s−1) axis. As the energetic
disorder is comparatively small (σMM=44 meV) the triplet diffusion is governedmainly by the excitonic
couplings. Aswe discussed in the previous section (see figure 5(a) and (c)) the strongest coupling between
molecules is present in the y−z planewith z being the stacking direction. Due to shift of neighboringmolecules
along the y-axis, the displacement for each jump is about three times larger along the y-axis than the z-axis,
leading to observed anisotropy.

Taking the internal contributions to the site energies into account, reduces themagnitude of the elements of
the diffusion tensor by roughly three orders ofmagnitude. At the same time, the anisoptropy of the diagonal
elements is reduced to about 1:10:5. Both observations are a consequence of the increased energetic disorder of
σQM+MM=126 meV, which becomes relativelymore important than themore topological connectivity given
by the coupling elements.

An effective triplet exciton diffusion length ℓ∣ ∣T can be extracted from the trace of the diffusion tensor
according to

ℓ∣ ∣ · ( )t= D
1

3
Tr , 17T T

where τT is the non-radiative triplet lifetime. Sincewe cannot explicitly calculate it, wemake use of the fact that
triplet lifetimes are typically six orders ofmagnitudes higher than the respective singlet lifetimes [64] and use
τT=1× 10−3 s in the following. Figure 7(a) shows the obtained diffusion lengths (also resolved in directions
according to ℓ t= Di ii T ) for the simulationswithout (blue) andwith internal energetic disorder (red). The
results in general reflect both the anisoptropy of diffusion in the crystalline system aswell as the significant
influence of the internal site energy disorder, reducing the overall triplet diffusion length from44.9±0.3 nm to
1.45±0.01 nm.

For the estimation of the diffusion length of singlet excitons ℓ∣ ∣S we take a different approachwithout
reference to the diffusion tensor. Insteadwe explicitly take the exciton decay via the inverse radiative
lifetimeequation (14) into account in the kMC simulations.

Wefirst again focus on the casewith no internal disorder and scrutinize the influence of the small number of
unphysically high coupling elements resulting fromCT resonances. For a single frame, we consider two limiting
scenarios: one inwhich the high coupling elements are taken at face value, and one inwhich thosewith ∣ ∣ l>J
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are set to zero. KMC simulationswith 104 singlet insertions are performed for both cases. The full approach
yields an average diffusion length of ℓ∣ ∣ = 62.7 0.6 nmS , while we obtain ℓ∣ ∣ = 61.9 0.6 nmS with the high
couplings removed. The differences between bothmethods being only 1.2% clearly indicates that the strongly
coupled singlet states on a fraction of the total number of hopping pairs has negligible influence on the overall
singlet dynamics inDCV5T-Me(3,3).

Based on this we proceedwith the fullmodel and runKMC simulations for all six snapshots, nowwith
2×106 singlet insertions each. The direction-resolved and total averages are shown infigure 7(b).Without
taking internal disorder into account (blue bars), we obtain an average diffusion length of 55.3±3.1 nm.Due to
themuchmore connected graph underlying the hopping-based dynamics of singlet excitons due to the
contribution of the long-range TrESP coupling elements, the anisotropy in the diffusion is with only 1:2:1 along
the threemain axesmuch lower than in the triplet case. For the same reasons, singlet diffusion is alsomuch less
affected by including internal disorder in the site energies, as can be seen by the red bars infigure 7(b). The
average diffusion length is reduced to 16.3±4.0 nm, about 30%of the valuewithout internal disorder (as
compared to 3% for triplets), while the anisotropy remains practically unchanged.

From theKMC simulations it is possible to analyze the individual singlet exciton diffusion processes inmore
detail. In particular we are interested in the dynamic decay process of the singlets and how it is affected by the
molecular properties of DCV5T-Me(3,3). To this endwe record for eachmolecule i the number of timesNd

i a
singlet exciton decays there and determine from that an effective decay probability

( )=P N N , 18i
i

d,
eff

d d
total

where Nd
total is the total number of decayed excitons.We then rank themolecules in the simulation cell according

to P id,
eff and focus on the 100molecules with the highest effective decay probability. Infigure 8we show this decay

probability (blue line) as a function ofmolecule rank for frame 1. For bothmodels without andwith internal
disorder, wefind thatmost excitons decay on a very small number of sites. To elucidate the reasons for this
inhomogeneous decay, we also consider both the relative radiative lifetime t̄ t t=i irad, rad, rad

max permolecule
(yellow line) and the site energiesΔEi (green line). The data indicates that t̄rad is relatively uniform across the
molecules and actually exhibits a small increase, i.e. singlet excitons live longer on the sites they aremost likely to
decay at. As can also be seen, this general observation is unaffected by the internal disordermodel considered in
the calculations. In both cases, the fairly homogeneous t̄rad cannot give rise to the observed decay characteristic.
In contrast, the comparison of the P id,

eff with the site energy reveals that the decay predominantly occurs on
molecules with energies in the lower tail of the site energy distribution.When singlet excitons transfer to such
sites, their total escape rate w̄ w= åi j ij is significantly reduced.While the decay rate is roughly 2× 109 s−1, we
find that for the 100molecules shown infigure 8, w̄ is typically around 5×1010 s−1 in themodel without
internal disorder. Only for themolecules with the ten highest effective decay probabilities and lowest site

Figure 7.Direction-resolved and total diffusion lengths in nm inDCV5T-Me(3,3) for (a) triplets estimated from the diffusion tensor
and (b) singlets from kineticMonte Carlo trajectories including explicit radiative decay events. Blue (red) bars show results averaged
over six frames for simulationswithout (with) internal energetic disorder taken into account, respectively.
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energies, the total escape rate is on the same order ofmagnitude as t-rad
1 , and as a consequence the probability of a

decay event noticeably increases. In themodel with internal disorder taken into account, this behavior is even
more pronounced. For the lowest energymolecule which practically dominates the singlet decay, the total escape
rate is only 2× 108 s−1, about one order ofmagnitude lower than the inverse radiative lifetime. Thismolecule
effectively has the characteristics of a deep trap for the excitons.

4. Summary

To summarize, we have presented amultiscale workflowbased onmany-bodyGreen’s function theory in the
GW approximation and the Bethe–Salpeter equation (GW-BSE) to simulate singlet and triplet exciton dynamics
inmolecularmaterials as a series of incoherent transfer processes. UsingDCV5T-Me(3,3), a crystalline organic
semiconductor, we demonstrated how a combination of quantum-mechanical and classicalmethods can be
used to determine the ingredients of excitonic transfer and decay rates, i.e. reorganization energies, site energies,
lifetimes, and coupling elements. KMC simulationswere then employed to evaluate dynamical properties such
as the excitonic diffusion tensor and diffusion lengths. Comparing the results obtainedwith different calculation
models, we showed that a small percentage of high coupling elements indicative of delocalized exciton states
does not impact the overall dynamics perceptively. Overall, our approach provides insight into themechanism
of transport including the importance of energy traps for singlet decay and yields singlet diffusion lengths on the
order of 10 nmas expected for disorderedmolecularmaterials. Results also show that for quantitative
predictions a careful treatment of the internal site energy disorder is essential.
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