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We discuss the interaction of a mobile quantum impurity with a Bose-Einstein condensate of atoms at finite
temperature. To describe the resulting Bose polaron formation we extend the dynamical variational approach
of [Phys. Rev. Lett. 117, 11302 (2016)] to an initial thermal gas of Bogoliubov phonons. We study the polaron
formation after switching on the interaction, e.g., by a radio-frequency (RF) pulse from a non-interacting to an
interacting state. To treat also the strongly-interacting regime, interaction terms beyond the Fröhlich model are
taken into account. We calculate the real-time impurity Green’s function and discuss its temperature dependence.
Furthermore we determine the RF absorption spectrum and find good agreement with recent experimental ob-
servations. We predict temperature-induced shifts and a substantial broadening of spectral lines. The analysis
of the real-time Green’s function reveals a crossover to a linear temperature dependence of the thermal decay
rate of Bose polarons as unitary interactions are approached.

Introduction.– The interaction of a mobile impurity with
a surrounding quantum bath is one of the paradigmatic mod-
els of many-body physics. The polaron introduced by Landau,
Pekar and Fröhlich [1, 2] to describe the motion of an elec-
tron in a lattice of ions, is formed by the dressing with lattice
phonons and is a prime example of quasi-particle formation in
condensed matter. More recently neutral atoms immersed in
quantum degenerate gases of bosonic or fermionic atoms have
attracted much attention since they are experimentally acces-
sible platforms allowing to study polaron physics with high
precision and in novel regimes. Employing Feshbach reso-
nances [3] it is possible to tune the impurity-bath interaction
from weak to strong coupling and Rydberg states can be used
to study impurities with non-local interactions [4–6].

The problem of a Fermi-polaron, i.e. an impurity interact-
ing with a degenerate Fermi gas has been studied in a number
of experiments in recent years [7–14]. This and related theo-
retical work [15–35] have led to a rather good understanding
of this problem. In contrast, the description of impurities in
a Bose-Einstein condensate (BEC), leading to the so-called
Bose polaron is more involved [36]. The challenge for the-
ory is here directly related to the relatively large compress-
ibility of the system, which allows for a much larger number
of excitations that can be generated by the impurity. Also the
experimental observation presented a major challenge due to
three-body losses, and has only recently been achieved in ex-
periments at JILA [37], Aarhus [38], and MIT [39]. Tuning
through a Feshbach resonance all regimes from weak to strong
coupling were studied. While being in good general agree-
ment with theoretical predictions, the Aarhus data showed de-
viations for strong repulsive interactions, see Fig. 1, which
were attributed to a nonzero temperature. Following up on
that, a recent extended T -matrix analysis predicted rather dra-
matic temperature effects [40], most notably the appearance
of new temperature-induced quasi-particle peaks [41]. These
recent developments highlight the need of new theoretical ap-

proaches that take into account temperature as well as the cre-
ation of a large number of excitations in polaron formation.
Indeed, while there exists by now a broad set of theoretical
techniques to study Bose polarons at T = 0, extensions to
T > 0 are not straight forward, so that, apart from first dia-
grammatic and functional determinant approaches [5, 40, 41],
theoretical progress remained highly limited so far.
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FIG. 1. (Color online) Density averaged polaron absorption spectra
A(ω) from a non-interacting state of the impurity into an interacting
state as function of dimensionless impurity-boson scattering length
knaIB. kn = (6π2n)1/3 with n being the trapped-averaged density of
the Bose gas (see [38]), and En = k2

n/(2mred). Red dots show the
mean peak values and HWHM width (inset) of the absorption spec-
trum predicted by the thermal coherent state variational ansatz (color
code) at T = 160nK compared with experimental results (blue and
green symbols) from [38] and [42]. Full lines show the T = 0 theo-
retical predictions in [38].
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We here discuss the Bose polaron at non-zero temperature
extending the dynamic variational approach of [43] to an ini-
tial T > 0 state of Bogoliubov phonons. The method is a
non-equilibrium one and thus gives direct access to the dy-
namics of polaron formation after an excitation from a non-
interacting state by an RF pulse, as it is observed in experi-
ments. One of the key results is depicted in Fig. 1, where we
show the calculated, trap averaged absorption spectrum A(ω)
(color coding) for the Aarhus experiment. For 1/knaIB > 0 a
notable difference between the peak positions of T = 0 calcu-
lations (full line) from the experimental values (green circles)
was observed. In contrast, the results from our approach (red
points) show good agreement. On the attractive side only un-
corrected experimental data for the peak positions is available
(blue circles, [38]). While this data exhibits a small devia-
tion from our values [we define the mean peak response as
ω̄ =

∫
dωωA(ω)], the onset of the polaron branch (purple

circles, [42]) matches well the onset of the theoretical absorp-
tion spectra. Moreover, the calculated width of the absorp-
tion peaks (inset) agrees well with the experiment. Finally
while our approach predicts temperature-induced shifts, ther-
mal quasi-particle broadening, and a temperature-dependent
quasi-particle weight, in contrast to [41] we do not find evi-
dence for a significant transfer of spectral weight to new quasi-
particle peaks.

Model.– We here consider the interaction of a single im-
purity of mass M with a homogeneous Bose gas in d dimen-
sions in a box of size Ld with periodic boundary conditions.
Position and momentum operators of the impurity are r̂ and p̂.
We treat the BEC of condensate density n0 in Bogoliubov ap-
proximation, i.e. in terms of non-interacting plane-wave exci-
tations (phonons) of momentum k, described by annihilation
and creation operators â(†)

k . The condensate is characterized
by the healing length ξ = 1/

√
2gBBn0m, where m is the mass

of the BEC atoms and gBB = 2πaBB/m describes their mutual
interaction with aBB the s-wave scattering length (~ = 1). The
Bogoliubov dispersion relation reads ωk = ck

√
1 + k2ξ2/2

with c =
√

gBBn0/m denoting the speed of sound and k = |k|.
In order to formally decouple the impurity we transform to
a co-moving frame [44] using Û = exp

{
−ir̂ · P̂ph

}
where

P̂ph =
∑

k kâ†kâk is the total phonon momentum. Using
Û† p̂ Û = p̂−

∑
k k â†kâk and Û†âkÛ = âk e−ik·r̂, the Hamilto-

nian reads [36]

HLLP( p̂) =
1

2M

(
p̂−

∑
k

kâ†kâk
)2

+
∑

k

ωkâ†kâk + gIBn0

+
gIB

Ld/2

∑
k

n1/2
0 Wk

(
âk + â†

−k

)
+

gIB

2Ld

∑
k,k′

[
V+

k,k′ â
†

kâk′ +
1
2

V−k,k′
(
â†kâ†

−k′ + â−kâk′
)]
, (1)

where V±k,k′ =
(
WkWk′ ±W−1

k W−1
k′

)
. p̂ now represents the

total momentum of the system which is a constant of mo-
tion [45]. In the polaron frame the phonon dynamics at-
tains a nonlinear term ∼ P̂2

ph which describes impurity-

mediated phonon-phonon interactions that vanish in the limit
M → ∞. The impurity-BEC interaction strength gIB =

2πaIB/mred is expressed in terms of the s-wave scattering
length aIB and reduced mass mred = mM/(m + M), and
Wk =

[
k2ξ2/(2 + k2ξ2)

]1/4
. Crucially note that, due to ther-

mal depletion, the condensate fraction n0 = n0(T ) is temper-
ature dependent. For weak Bose-Bose interactions we have
n0(T )/n = 1 − (T/Tc)3/2 at fixed total particle density n.

Polaron properties are encoded in the impurity Green’s
function S (t) = Tr

{
eiH0te−iHtρ

}
, where the density matrix

ρ determines the initial state of the system, and H0 and H
are the Hamiltonian in absence and presence of the impu-
rity bath interaction. S (t), also called ‘dynamical overlap’,
describes the dephasing dynamics of the system following a
sudden quench of gIB at time t = 0. It can be measured
using Ramsey spectroscopy as previously demonstrated in
fermionic environments [12, 13, 33, 34]. Fourier transforma-
tion of S (t) in turn yields the (injection) absorption spectrum
A(ω) = 2Re

∫ ∞
0 dτ eiωτ S (τ) in linear response, when the impu-

rity is driven from a non-interacting state to a state with finite
gIB [13, 26, 28, 34].

In contrast to previous studies of this problem [36, 38, 42,
43, 46–59], we here consider finite temperature. This is ac-
counted for by an initial density matrix ρ = ρ

ph
T ⊗ |p〉〈p|

where the phonon bath is in thermal equilibrium, ρph
T =

e−β
∑

k ωkâ†kâk/Z (Z = Tr[e−βH0 ]), for an impurity initially in an
momentum eigenstate |p〉. In order to unambiguously iden-
tify the role of bath temperature and to allow direct com-
parison with previous studies [41] we focus in the follow-
ing on p = 0. While for T = 0 the initial state is in-
variant under the Lee-Low-Pines transformation, this is no
longer the case at finite T . Introducing a projector Π̂Q on
eigenstates of P̂ph with eigenvalue Q one finds U†ρU =∫

d3Q Π̂Q ρ
ph
T ⊗|p+Q〉〈p+Q|. We represent the thermal state of

phonons as a Gaussian average over coherent states |ξk〉 [60]:
ρ

ph
T =

∏
k
∫

d2ξk
e−|ξk |

2/n̄k

πn̄k

∣∣∣ξk
〉〈
ξk

∣∣∣. Here n̄k = 1/(eβωk − 1) is
the average phonon number in mode k. Thus we find

S (t) =

∫
d3Q

〈
ψ0(t)

∣∣∣ Π̂Q
∣∣∣ψ(t)

〉
. (2)

Here |ψ(t)〉 = e−iHLLP(Q)t |ξk〉 and |ψ0(t)〉 = e−iHLLP
0 (Q)t |ξk〉

describe the time-evolution of the initial states |ξk〉 under
HLLP(Q) and HLLP

0 (Q) (Eq. (1) for gIB = 0), respectively,
where the impurity-momentum operator p̂ is replaced by the
c-number Q. The overbar denotes the average over the ξk’s
and we have used that HLLP

0 commutes with the projector Π̂Q.
Dynamical variational ansatz.– We calculate S (t) using

wave functions |ψ(t)〉 and |ψ0(t)〉 in a variational submani-
fold of Hilbert space constructed by time-dependent multi-
mode coherent states |β(t)〉 =

∏
k eβkâ†k−h.c.|0〉 =

∏
k |βk(t)〉

including a time-dependent phase |ψ(t)〉 = e−iφ(t)|β(t)〉. With
|ψ0(t)〉 = e−iφ0(t)|β0(t)〉, and defining ∆φ ≡ φ − φ0 one finds
S (t) =

∫
d3Q e−i∆φ(t)〈β0(t)| Π̂Q |β(t)〉. The minimization of the

LagrangianL =
〈
ψ(t)

∣∣∣i∂t−HLLP
∣∣∣ψ(t)

〉
, and similarlyL0, gives
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the Euler-Lagrange equations d
dt

(
∂L/∂β̇k

)
− ∂L/∂βk = 0,

i
d
dt
βk(t) =

(
ωk +

k2

2M
−

k
M
·
(
Q − Pph

))
βk(t) +

gIB
√

n0

Ld/2 Wk

+
gIB

Ld

∑
q

(
WkWq Re[βq(t)] + i W−1

k W−1
q Im[βq(t)]

)
. (3)

and similarly for β0
k(t) (where gIB = 0), with (random) ini-

tial values βk(0) = β0
k(0) = ξk. The total phonon momen-

tum in state |ψ(t)〉 is given by Pph =
∑

k k|βk(t)|2. The time-
dependent Schrödinger equation implies L = L0 = const and
thus

i
d∆φ

dt
= gIB

(
n0 +

√
n0

Ld

∑
k

Wkβ
′
k(t)

)
−

(
Pph − P0

ph
)2

2M
, (4)

with β′k = Re[βk]. Note that different from T = 0, also the
phonon momentum P0

ph without interactions enters.
Infinitely heavy impurity.– We first discuss the limit of

an infinitely heavy impurity, M → ∞. In this case HLLP
0 (Q)

and HLLP(Q) become independent of Q and Eq. (2) becomes

S (t) = e−i∆φ(t)〈β0(t)
∣∣∣ β(t)

〉
. (5)

Moreover, the equations of motion (EOM) for βk(t), β0
k(t), and

∆φ(t) become linear. This allows one to express the over-
lap 〈β0(t)| β(t)〉 as a matrix-Gaussian function in terms of the
random initial variables ξk, and the thermal average can be
carried out analytically (see Supplementary Materials). For
gBB = 0 our coherent state approach becomes exact and we
have verified that our results match those from a functional
determinant approach [5]. Eq. (5) allows one to determine the
temperature dependence of S (t) and from its Fourier trans-
form the absorption spectrum as shown in Fig. 2 for a fixed
impurity-bath interaction strength. One notices a substantial
broadening with increasing temperature accompanied with a
small shift of the peak position.

Finite impurity mass.– For a finite impurity mass the
variational states are Q-dependent and the corresponding inte-
gration in Eq. (2) cannot be carried out upfront. Furthermore
the EOM Eqs. (3) become nonlinear due to the presence of
the total phonon momentum Pph. For T = 0, Pph is propor-
tional to the conserved polaron momentum and thus vanishes
in the case of an impurity initially at rest. This does not hold,
however, at finite temperatures where Pph also contains the
random initial amplitudes ξk. For this reasons the case of a
finite impurity mass is substantially more involved compared
to zero temperature even within the coherent-state variational
approach and one has to resort to approximations.

First, the projector on total-momentum eigenstates can be
written as Π̂Q = 1

(2π)3

∫
d3z eiz·(P̂ph−Q) where the action of the

operator eiz·P̂ph =
∏

k eiz·k â†kâk can be absorbed in a phase shift
of the coherent amplitudes β0

k(t) → β0
k(t)e−iz·k. Thus eval-

uating S (t) for a finite impurity mass is formally analogous
to the infinite-mass case, however, demanding two additional
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FIG. 2. (Color online) Absorption spectrum for attractive polaron
for infinitely heavy impurity M = ∞ at different temperatures, and
Bose-Bose interaction strength knaBB = 0.01. While increasing T/Tc

leads to a shift of the line center and a substantial broadening of the
quasiparticle peak, no new quasiparticle peaks appear.

integrations
∫

d3z and
∫

d3Q, which presents a numerical chal-
lenge. To address this issue, we here replace the phonon-
momentum operator in Π̂Q by its expectation value with re-
spect to the variational wavefunction, followed by an average
over the random thermal amplitudes, i.e. eiz·P̂ph → eiz·Pph . For
an impurity initially at rest one has Pph = 0 and Π̂Q becomes
the unity operator Π̂Q → δ(3)(Q − Pph) = δ(3)(Q). The Q in-
tegration is then trivial and S (t) obeys again Eq. (5), where
βk(t), β0

k(t), and ∆φ(t) now, however, follow equations (3) and
(4) for a finite-mass impurity.

Accordingly, the EOM of βk(t) and β0
k(t), which are given

by Eq. (3) with Q = 0, are still nonlinear. As outlined in the
Supplementary material, the nonlinear terms in Eqs. (3) and
(4) can be approximated by a mean-field ansatz, where the
quantities Pph βk(t) and

(
Pph−P0

ph
)2 are effectively replaced by

k nk βk(t), and 2
∑

k k2 nk
(
|βk(t)|2 − |ξk|

2) respectively. To this
end we note that at t = 0 the βk(t) are Gaussian random vari-
ables given by ξk and we can assume that they remain Gaus-
sian for all times. This finally renders the EOM for βk(t) in
a linear form that is amenable to an analytical solution. Note
that the equation for the total phase remains nonlinear but can
be readily integrated. As a result the dynamical overlap can
be expressed as matrix-Gaussian functions in terms of ξk and
the thermal averaging can be carried out analytically.

The dynamical overlap S (t) calculated within the mean-
field approximation is shown in Fig. 3(a) as a function of
time. Results are shown for the attractive polaron for in-
creasing temperatures in units of the critical temperature Tc =

(2π/m)
(
n/ζ(3/2)

)2/3 of a non-interacting gas in a box . While
for zero temperature S (t) approaches a finite value at large
times given by the zero-temperature quasiparticle weight, it
decays exponentially for T > 0 with an asymptotic behav-
ior |S (t)| ∼ Z(T ) e−γ(T ) t. The decay rates γ(T ) and thermal
weights Z(T ) obtained from fits of the asymptotic tails are
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FIG. 3. (Color online) (a) Impurity Green’s function S (t) of an at-
tractive polaron with knaIB = −1 for increasing temperatures for
m = M and knaBB = 0.01. While at T = 0 the overlap |S (t)| ap-
proaches a finite value, it turns into an asymptotic exponential decay
for T > 0. Extrapolating the exponential to t = 0 defines a finite-
temperature weight Z(T ). (b) Decay rate as function of T/Tc ob-
tained from fits to exponential tails. Close to unitary interactions a
linear temperature dependence is found (dashed), linked to quantum
critical behaviour in [39]. (c) Thermal weights Z(T ), where empty
symbols show values for T = 0. As guide to the eye for inter-
action strength (knaIB)−1 = (−1;−2;−3) asymptotic power-law fits
for γ(T ) ∼ (T/Tc)ν and Z(T ) ∼ (T/Tc)µ are shown with exponents
ν = (2.10; 2.28; 2.35) and µ = (0.65; 0.16; 0.07).

plotted in Fig. 3(b) and (c) as function of T/Tc for differ-
ent impurity-Boson interaction strengths (for more details on
the analysis of emerging, subleading quasiparticle branches
see the Supplementary Materials). One recognizes an asymp-
totic power-law scaling of both quantities as function of T/Tc.
While this is reminiscent to the fermionic case [5], where
the exponents are given by the scattering phase shift at the
Fermi momentum, it remains an open question to find analyti-
cal expressions for the exponents in the case of Bose polarons
where no such a special finite momentum exists and scattering
should predominantly take place at small momenta, or a mo-
mentum scale ∼

√
kBT determined by the thermal de Broglie

wave length (at sufficiently large T). Remarkably, we find that
close to unitary interactions the broadening of the quasiparti-
cle peak, determined by γ(T ), shows a crossover to a linear
temperature dependence, which may be attributed to quantum
critical behavior of impurities in a Bose gas [39].

From the Fourier-transform of S (t), such as shown in
Fig. 3(a), we have calculated the absorption spectrum for pa-
rameters of the experiment of Jørgensen et al. [38] and [42].
The result, shown in Fig. 1, is in good agreement with the
experiment. The peak positions extracted from the numerical

simulations (red points) on the repulsive side coincide with
the experimental values (green points) determined by Gaus-
sian fits. In order to take into account the inhomogeneous
density distribution in the experiment and the finite resolution
of the spectrometer we have made a trap average and included
a Gaussian broadening using the experimental parameter. On
the attractive side the experimental values for the lowest po-
laron branch, extracted from the onset of the measured absorp-
tion spectrum (purple points), agree with the onset of the ab-
sorption spectrum obtained from our numerical simulations.

Summary.– We discussed the physics of a single, mobile
quantum impurity interacting with a BEC of atoms at finite
temperature. Extending the dynamical variational approach
of [43] to the case of an initial thermal state of Bogoliubov
phonons, we showed how thermal effects enter the Hamilto-
nian in the Lee-Low-Pines frame that is used to decouple the
impurity from the phonon dynamics. To describe polaron for-
mation we calculated the real-time polaron Green’s function
S (t) and from it the absorption spectrum A(ω) for a transition
of the impurity from a state non-interacting to a state interact-
ing with the environment. Strong impurity-BEC interactions
are accounted for by the inclusion of two-phonon terms in the
Hamiltonian [36]. Within the proposed variational approach
one restricts the dynamics to a submanifold of coherent-state
wavefunctions that are thermally averaged with Gaussian, ran-
dom initial amplitudes, with weights determined by the tem-
perature. In this approach observables, such as the the Ram-
sey signal given by the polaron Green’s function are calcu-
lated from the solution of nonlinear EOMs for the coherent
amplitudes that are subsequently averaged over the thermal
distribution. While in the limit of an infinitely heavy impurity
the EOMs become linear and the thermal average can be per-
formed analytically, for a finite impurity mass a mean-field
approximation is required to allow for an analytical thermal
average. We calculated the temperature dependence of S (t)
for different interaction strengths, and found an asymptotic
exponential decay S (t) ∼ Z(T ) e−γ(T ) t. The extracted decay
rates γ(T ) and thermal weights Z(T ) show a power-law de-
pendence on T/Tc. Close to unitarity, 1/kna = 0, the inverse
polaron quasiparticle lifetime shows a linear dependence on
temperature that is indicative of non-Fermi liquid behavior in
vicinity of the underlying quantum critical point [39]. The
comparison of the theoretical absorption spectra with a recent
experiment [38, 42] shows that the inclusion of finite temper-
ature corrections leads to excellent agreement between the-
ory and experiment on the repulsive side that was lacking in
previous comparisons with T = 0 calculations. Our results
are also in excellent agreement with the measured lowest po-
laron branch as well as the widths of the absorption spectra. In
contrast to recent T -matrix calculations [41] we do not find a
splitting or separate temperature-induced quasi-particle peaks
of substantial spectral weight.
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Supplementary Material

In the following we provide details about the calculations presented in the main text.

I. Infinite impurity mass

A. Dynamical overlap and solution of equations of motion

In the limit of M → ∞ the multi-mode coherent state dynamical variational ansatz yields the dynamical overlap given by
Eq. (5) of the main text. Introducing real and imaginary parts according to βk = β′k + iβ′′k and ξk = ξ′k + iξ′′k we find

S (t) = e−i∆φ(t)〈β0(t)
∣∣∣ β(t)

〉
=

∏
k

∫
dξ′k

∫
dξ′′k

1
πnk

e−
ξ′k

2+ξ′′k
2

nk e−i∆φ(t)e−
1
2
∑

q |βq(t)−β0
q(t)|2 ei

∑
q Im{βq(t)β0

q(t)∗}. (6)

Here βk(t), β0
k(t) and ∆φ(t) depend on ξ′k and ξ′′k through the initial conditions of the equations of motion. For convenience, we

introduce the variables β̃k =
√

Ldβk and ξ̃k =
√

Ldξk, and omit the tilde from here on. Using the rescaled variables, the EOMs
read

d
dt
β′k = ωkβ

′′
k +

gIB

Ld W−1
k

∑
q

W−1
q β′′q , β′k(0) = ξ′k,

d
dt
β′′k = −ωkβ

′
k −

gIB

Ld Wk

∑
q

Wqβ
′
q − gIB

√
n0Wk, β′′k (0) = ξ′′k ,

(7)

and

d
dt

∆φ =
gIB
√

n0

Ld

∑
k

Wkβ
′
k + gIBn0, ∆φ(0) = 0. (8)

These equations can be expressed in matrix notation,

β̇(t) = K β(t) + f , (9)

where K is a coefficient matrix, f is the vector containing the inhomogeneous terms, and the vector β contains the dynamical
variables as

β(t) =

(
β′k(t)
β′′k (t)

)
.

Being an ordinary differential equation, the solution is easily found to be:

β(t) = eKt
(
ξ + K−1 f

)
− K−1 f , (10)

where the initial condition β(0) = ξ was used. For the following calculations the coefficient matrix K has to be diagonalized.
Since K is non-hermitian this requires the determination of the right and left eigenvectors which can be done numerically, to
obtain the diagonal matrix Λ = ULKUR, where UL and UR contain the left and right eigenvectors of K, respectively. It is
convenient to reexpress Eq. (10) in the compact form

β(t) = A(t)ξ + (A(t) − 1)w, (11)

where we introduced A(t) = eKt and w = K−1 f . This expression is used in Eq. (8) which after integration over time yields

∆φ(t) = gIB
√

n0

∑
q

Wq
[
B(t)ξ + (B(t) − 1 · t)w

]
q + c0(t), (12)

where B(t) = UR(eΛt − 1)Λ−1UL and c0(t) = gIBn0t.
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The matrices and vectors can be written in separate blocks,

A(t) =

(
C(t) D(t)
E(t) F(t)

)
, B(t) =

(
G(t) H(t)
I(t) J(t)

)
, w =

(
xk
yk

)
,

which allows one to derive the formal solution for the real and imaginary parts of βk:

β′(t) = C(t)ξ′ + D(t)ξ′′ + (C(t) − 1)x + D(t)y,
β′′(t) = E(t)ξ′ + F(t)ξ′′ + E(t)x + (F(t) − 1)y,

∆φ(t) = gIB
√

n0

∑
q

Wq
[
G(t)ξ′ + H(t)ξ′′ + (G(t) − 1 · t)x + H(t)y

]
q + c0(t).

(13)

B. Thermal average

Having derived the explicit solutions of the EOMs, we can now calculate the dynamical overlap at finite temperature. To this
end the thermal average, encoded in the Gaussian integrations in Eq. (6), has to be performed.

Since we assume p → 0 for the impurity momentum, the problem becomes spherically symmetric. We can thus perform
an angular average of βk(t) and ξk(t) and only the dependence on the radial component of k remains. Discretizing the radial
momentum component of k as kq with q = 1...Nk one can write

1
L3

∑
k

→

Nk∑
q=1

∆k
2π2 k2

q. (14)

Here ∆k denotes the difference between the discretized radial k values. Taking this into account, and substituting the solutions
(13) for the rescaled β′k, β′′k and for ∆φ, the exponents in Eq.(6) can be written in a vectorised form. Grouping them according to
terms quadratic, linear and constant in ξ, one obtains

−i∆φ(t) = −iρIξ + −iκ,

−
1
2

1
L3

∑
k

|βk(t) − β0
k(t)|2 = −

1
2
ξT MII

1 ξ + ρIIξ −
1
2

wT MII
2 w,

i
1
L3

∑
k

Im{βk(t)β0
k(t)} = iξT MIII

1 ξ + ρIIIξ.

(15)

The detailed form of the matrices M follows directly from the substitution of the solutions (13). Also the Gaussian probability
distribution can be written in a vectorised form,

∏
k

∫
dξ′k

∫
dξ′′k

1
πnk

e−
ξ′k

2+ξ′′k
2

nk =

∫
d2Nkξ

√
det Γ

(2π)2Nk
e−

1
2 ξ

T Γξ,

where Γ is a 2Nk × 2Nk diagonal matrix, containing the average phonon occupation numbers, nk as

Γ =
∆k
π2



k2
1/ n1

. . .

k2
Nk
/ nNk

0

0

k2
1/ n1

. . .

k2
Nk
/ nNk


.

Rewriting Eq.(6) in terms of these vectorized expressions, one obtains a simple, 2Nk - dimensional Gaussian integral:

S (t) =

∫
d2Nkξ

√
det Γ

(2π)2Nk
e−

1
2 ξ

T (Γ+MT )ξ eρ·ξ e−
1
2 wT M0w e−iκ, (16)

where MT = MII
1 + i(MIII + (MIII)>), M0 = MII

1 , ρ = ρII + i(ρIII −ρI), and κ is a phase term originating from ∆φ(t). The integral
can be performed analytically. Importantly, however, the form Eq. (16) allows for an instructive physical interpretation in terms
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of the different scattering processes mediated by the impurity that contribute to the many-body dynamics of the system. In fact,
the exponent quadratic in ξ represents scattering of excitations from the thermal reservoir back into the thermal reservoir. The
linear-ξ exponent contains the contribution of scattering of excitations from the BEC into the thermal part and vice versa, while
the third exponent expresses the scattering processes from the BEC back to the BEC. At zero temperature, only the latter term
survives while above the critical condensation temperature Tc, only the first term is present. This shows that our model indeed
encompasses all possible channels of scattering processes in the system which on its own is an important finding. In particular,
it is the second term that allows the conversion between atoms in the condensate fraction and the thermal contribution in BECs
at finite temperatures. In previous approaches using functional determinants to, e.g., describe Rydberg Bose polarons in finite
temperature BECs [5] this contribution was not accounted for and the present approach shows not only how it can be derived
explicitly, but it also provides a form amenable to numerical evaluation.

Performing the Gaussian integrals, we obtain a closed, analytic expression for the dynamical overlap:

S (t) =
e

1
2 ρ

T (Γ+MT )−1ρ√
det(1 + Γ−1MT )

e−
1
2 wT M0w e−iκ. (17)

Besides the advantage that this result enables one to forego any numerical sampling and averaging, it also has a very clear
structure: the finite-temperature dynamical overlap can be written as the product of a T = 0 part and a finite-temperature factor.
Hence the absorption spectrum, obtained by Fourier transformation becomes a simple convolution integral. As T → 0, due to
Bose-statistics, the occupation of finite-momentum states goes to zero. As a result, Γ−1 → 0, thus the finite-temperature part
disappears, leaving

lim
T→0

S (t) = e−
1
2 wT M0w e−iκ,

which means we are indeed left with the impurity-mediated scattering processes from the BEC back into the BEC, and a result
that recovers the previous findings at zero temperature [43].

II. Finite impurity mass and mean-field approximation

For a finite impurity mass M and T > 0, the Lee-Low-Pines transformation acting on the initial density matrix makes the initial
state of the impurity effectively dependent on the total phonon momentum (according to the relation U†ρU =

∫
d3Q Π̂Q ρ

ph
T ⊗|p+

Q〉〈p+Q| stated in the main text), which has nonzero fluctuations in a thermal state. Consequently, the variational wavefunctions
must be evaluated for all finite values Q and the dynamical overlap is subsequently obtained as the average over Q (see Eq. (2)
in the main text),

S (t) =

∫
d3Q e−i∆φ(t)〈β0(t)

∣∣∣ Π̂Q
∣∣∣β(t)

〉
=

1
(2π)3

∫
d3Q

∫
d3z e−i∆φ(t)〈β0(t)

∣∣∣ e−i(P̂ph−Q)·z
∣∣∣β(t)

〉
. (18)

Making use of eiP̂ph·z|β0
k(t)〉 = |eik·zβ0

k(t)〉 ≡ |β̃0(z, t)〉 this expression can again be expressed in terms of coherent-state overlaps

S (t) =
1

(2π)3

∫
d3Q

∫
d3z eiQ·z e−i∆φ(t)〈β̃0(z, t)

∣∣∣β(t)
〉
. (19)

To deal with the challenge that the double integration in this expression prohibits a direct analytical approach to the problem,
we employ here a mean-field approximation which replaces the phonon momentum operator in the expression e−iP̂ph·z by its
expectation value in the variational wavefunctions, averaged over the random initial values, i.e. e−iPph·z. Since Pph is proportional
to the conserved total momentum, for an impurity initially at rest it holds Pph = 0. With this the Q and z integrations can be
performed explicitly and we obtain an expression that is formally identical to the dynamical overlap in the M → ∞ case, i.e.

S (t) = e−i∆φ(t)〈β0(t)
∣∣∣ β(t)

〉
. (20)

Note, however, that unlike the infinite mass case, the EOMs determining the time-evolution of the coherent amplitudes and
phases are now nonlinear equations

i
d
dt
βk(t) =

(
ωk +

k2

2M
+

k
M
· Pph

)
βk(t) +

gIB
√

n0

Ld/2 Wk +
gIB

Ld

∑
q

(
WkWq Re[βq(t)] + i W−1

k W−1
q Im[βq(t)]

)
, (21)
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i
d
dt

∆φ(t) = gIBn0 + gIB

√
n0

Ld

∑
k

WkRe[βk(t)] −
1

2M

(
Pph − P0

ph

)2
, (22)

owing to the fact that they still contain the total phonon momentum Pph =
∑

q q β∗q(t)βq(t) which is a random variable due to the
initial values of βk and β0

k.
In order to treat these nonlinearities in the EOMs we make further approximations: First one notes that for an impurity initially

at rest, the total phonon momentum vanishes when thermally averaged over the stochastic initial values, Pph = 0. Consequently,
when replacing the phonon momentum by its average over the stochastic initial values, the nonlinear terms in Eqs. (22) and (23)
would disappear. This would however be a too strong approximation and we proceed instead as follows: At t = 0 the coherent
amplitudes βq(t = 0) = ξq are indeed Gaussian random variables. Assuming that they remain approximately Gaussian with
respect to the average over the ξq variables one can apply a mean-field factorization (δx ≡ x − x)

δx δy δz = δxδy δz + δxδz δy + δyδz δx

δw δx δy δz = δwδx δy δz + δw δx δyδz − δwδx δyδz

+ δwδy δx δz + δw δy δxδz − δwδy δxδz

+ δwδz δx δy + δw δz δxδy − δwδz δxδy.

In the present case, for an impurity initially at rest one has
∑

q qβ∗qβq = 0. Moreover, there is only a coupling between coherent
amplitudes of different modes if the two-phonon terms are significant. Neglecting this cross coupling one finds

β∗q(t)βk(t) − β∗q(t) βk(t) = ξ∗qξk − ξ
∗
q ξk = δqknk,

βq(t)βk(t) − βq(t) βk(t) = ξqξk − ξq ξk = 0,

as well as

β0
k = 0, β0

q(t)β0
k(t) = 0, β0∗

q (t)β0
k(t) = ξ∗qξk = δqknk.

Furthermore, recognizing that

βq(t)β0
k(t) = 0, β∗q(t)β0

k(t) = ξ∗qξk = δqknk,

one is finally led to the following mean-field approximation of the nonlinear terms in the EOMs

Pph βk(t) =
∑

q
qβ∗q(t)βq(t)βk(t) ≈

∑
q

q
(
β∗qβq βk + (β∗qβk − β

∗
q βk) βq + (βqβk − βq βk) β∗q

)
≈ k nk βk(t),

0 50 100 150 200 250
t En/

10

8

6

4

2

0

ln
|S

(t)
|

M=mB

M= 2 mB

M= 10 mB

M= 100 mB

M=

FIG. 4. Absolute value of the dynamical overlap for an attractive polaron at T/Tc = 0.2 for different impurity masses, a weakly interacting
condensate knaBB = 0.01, and an impurity-bath interaction strength 1/knaIB = −1. The initial rapid decrease of |S (t)| turns into an exponential
decay at long times. At the given interaction parameters for an infinitely heavy impurity fitting the asymptotic tails becomes numerically
challenging since it requires the calculation of the evolution up to extremely long times at consequently small values of |S (t)|.



11

0 50 100 150 200
0.0

0.2

0.4

0.6

0.8

1.0

|S
(t)
|

T/Tc=0
T/Tc=0.1
T/Tc=0.2
T/Tc=0.3
T/Tc=0.4

2 1 0 1 2
0.0

0.2

0.4

0.6

0.8

1.0

A(
)

T/Tc=0
T/Tc=0.1
T/Tc=0.2
T/Tc=0.3
T/Tc=0.4

0 10 20 30 40 50 60
0.0

0.2

0.4

0.6

0.8

1.0
|S
(t)
|

T/Tc=0
T/Tc=0.1
T/Tc=0.2
T/Tc=0.3
T/Tc=0.4

3 2 1 0 1 2 3
0.0

0.2

0.4

0.6

0.8

1.0

A(
)

T/Tc=0
T/Tc=0.1
T/Tc=0.2
T/Tc=0.3
T/Tc=0.4

0 50 100 150 200
t En/

0.0

0.2

0.4

0.6

0.8

1.0

|S
(t)
|

T/Tc=0
T/Tc=0.1
T/Tc=0.2
T/Tc=0.3
T/Tc=0.4

4 2 0 2
/En

0.0

0.2

0.4

0.6

0.8

1.0

A(
)

T/Tc=0
T/Tc=0.1
T/Tc=0.2
T/Tc=0.3
T/Tc=0.4

(a)

(b)

(c)

FIG. 5. Overlap S (t), experimentally measurable as Ramsey contrast, and reverse absorption spectrum A(ω) for m = M and knaBB = 0.01 as
function of temperature for attractive [1/knaIB = −1] (a), strongly attractive [1/knaIB = −0.3] (b), and repulsive [1/knaIB = 1] (c), interactions.

and(
Pph − P0

ph

)2
=

∑
kq

k q
(
|βk(t)|2 − |β0

k(t)|2
)(
|βq(t)|2 − |β0

q(t)|2
)

≈ 2
∑
kq

k q
((
βq(t)∗βk(t) − βq(t)∗ βk(t)

)
βq(t)β∗k(t) + βq(t)0∗β0

k(t) β0
q(t)β0∗

k (t) − βq(t)0∗βk(t) β0
q(t)β∗k(t) − βq(t)∗β0

k(t) βq(t)β0∗
k (t)

)
= 2

∑
k

k2nk
(
|βk(t)|2 − |ξk|

2
)
.

These expressions give, after insertion into the EOM for βk the linear equations

i
d
dt
βk(t) =

(
ωk +

k2

2M
(1 + 2nk)

)
βk(t) +

gIB
√

n0

Ld/2 Wk +
gIB

Ld

∑
q

(
WkWq Re[βq(t)] + i W−1

k W−1
q Im[βq(t)]

)
, (23)

i
d
dt

∆φ(t) = gIBn0 +
1
M

∑
k

k2nk
[
|βk(t)|2 − |ξk|

2
]

+ gIB

√
n0

Ld

∑
k

WkRe[βk(t)]. (24)

When two-phonon terms are not important, we can further replace |βk(t)|2 in the second term of the latter equation by the solution
of Eqs.(23) without mode-mixing two-phonon terms

d
dt
βk(t) ≈ −i

(
ωk +

k2

2M
(1 + 2nk)

)
βk(t) − i

gIB
√

n0

Ld/2 Wk = −iΩkβk(t) − igIB

√
n0

Ld Wk,

which reads

βk(t) = −i
gIB

√
n0
Ld Wk

Ωk

(
1 − e−iΩk t

)
+ ξke−iΩk t = βk(t) + ξke−iΩk t.
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With this the solution of the EOMs for βk(t) and ∆φ(t) have the same form as the corresponding equations in the M → ∞ limit
and hence all further calculations can be performed in a similar way as outlined for the case of an infinitely heavy impurity.

In order to illustrate the impact of a finite impurity mass and the related recoil the impurity experiences in collisions with bath
excitations in Fig. 4 we show the dependence of the impurity Green’s functions S (t) on the mass ratio M/mB at fixed temperature
T/Tc = 0.2 and interaction strength 1/knaIB = −1. In Fig. 5 we give examples for the dynamical overlap and the absorption
spectra for different temperatures for the cases of attractive, strongly attractive and repulsive interactions. The T = 0 results
agree with those from Ref.[43].

III. Spectral analysis of the time-dependent Green’s function S(t)
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FIG. 6. Quasiparticle analysis of the impurity Green’s function S (t) (solid curves in left and middle column) using fits of S (t) by the quasi-
particle approximation GQP(t), Eq. (25) (dashed curves), for increasing temperatures (rows (a)-(e)). The right column shows the spectral
function resulting from a Fourier transform of the numerical data of S (t) (red solid), compared to the analytical direct Fourier transformation
of Eq. (25). Indicated as vertical lines are the extracted quasiparticle energies Ei. Model parameters are 1/knaIB = −1, m/M = 1, and
knaBB = 0.01.
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The real-time Green’s function S (t) and the corresponding spectral function A(ω), such as shown in Fig. 5, contain information
about possible quasi-particle excitations (here at zero momentum), including their energy, lifetime, and quasiparticle weights.
In a regime where quasiparticle excitations dominate the spectral response, the full time-resolved Green’s function S (t) may be
approximated as a sum over such quasiparticle contributions

S (t) ≈ GQP(t) ≡
NQP∑

i

Zie−iEite−γite−iφi . (25)

Here Ei and 1/γi represent quasiparticle energies and lifetimes, respectively, and the quasiparticle weights are given by 0 ≤ Zi ≤

1. The φi account for a possible phase arising due to overlapping spectral weights.
In Ref. [41] is was predicted using a diagrammatic approximation that at finite temperature T the attractive polaron peak splits

into two quasiparticle excitations which share the weight of the original (T = 0) polaron peak. Our approach does not predict
such a splitting. By fitting the approximation (25) to the full numerical data of S (t), we analyse the frequency-resolved properties
of the impurity Green’s function and we find that, while the polaron peak shifts energetically, it does pertain and even increase
its quasiparticle weight as temperature increases, contrary to the prediction in Ref. [41].

Importantly, the analysis of the numerically obtained spectral function (see Fig. 5) shows that, for mobile impurities, weight
is accumulated in emergent, additional quasiparticle-like spectral features that accompany polaron excitations present at T = 0.
As an example we show in Fig. 6 the results of fitting Eq. (25) with NQP = 3 to the numerical data S (t) in the strongly interacting
regime knaIB = −1. In each row of Fig. 6 we show from the left to right as solid curves the magnitude of S (t), its real
and imaginary part, and the spectral function A(ω) resulting from Fourier transformation. The columns in turn correspond to
increasing temperature from T/Tc = 0 to T/Tc = 0.4. For finite T the quasiparticle fit function GQP(t) is applied to the data and
the resulting fits are shown as dashed lines.

It is evident that not only the absolute value |S (t)| (left column) is extremely well reproduced by the fit but even the full complex
function S (t) from short to long times (middle column). Consequently, also the spectra are fit well by the simple approximation
(25) of the full impurity Green’s function. Moreover, we find that the fits using GQP(t) yield lifetimes, quasiparticle weights and
energies that are fully consistent with the simpler single quasiparticle fit at long times used in the analysis discussed in the main
text (see corresponding Fig. 3), supporting the robustness of our analysis.
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FIG. 7. Temperature dependence of quasiparticle energies Ei (symbols) for 1/knaIB = −1, m/M = 1, and knaBB = 0.01. The energies are
extracted from a fit of the quasiparticle approximation, Eq. (25) to the data of S (t) numerically obtained using the variational thermal coherent
state approach. Solid lines are guide to the eye.

The analysis in Fig. 6 also not only reveals how the polaron energy E1 = Epol shifts with T/Tc (Fig. 7, c.f. also the vertical,
dashed lines in the right column in Fig. 6), but also helps to identify the temperature-dependence of the two additional spectral
features at E2,3 accompanying the dominant polaron peak at E1. Indeed we find that while the features at energies E2,3 do not
absorb weight from the dominant polaron peak, they do become increasingly well defined for increasing temperature and show
a clear energetic separation from the main peak at energy E1 (Fig. 7).

We emphasize that the Fourier transform of S (t) yields the frequency resolved (retarded) Green’s function G(ω). Hence, our
analysis also gives insight into the approximate pole structure of G(ω), which can, to a good approximation, be described by a
small number of poles in the complex frequency plane with increasingly larger residues as temperature increases. It remains an
interesting and open question whether these features are robust under more advanced variational wavefunction manifolds that,
e.g., include squeezing terms beyond the LLP and Bogoliubov unitary transformations included in our approach, and whether
the emergent spectral features can be efficiently occupied in an adiabatic preparation in experiments while avoiding three-body
losses.
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