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Zusammenfassung

In dieser Arbeit werden quantenelektrodynamische (QED) Effekte in hochgeladenen Io-
nen mit wenigen Elektronen untersucht. Die Wechselwirkung des Elektrons mit dem Kern
wird auf eine nichtstörungstheoretische Art berücksichtigt. Es wird ein vielseitiger Ansatz
zur Berechnung der Selbstenergie-Korrektur vorgestellt, bei dem endliche Basissätze mit
analytischen Methoden kombiniert werden. Der Ansatz ist auf Vielelektronen-Ionen unter
Verwendung der Abschirmungspotential-Näherung anwendbar. Die Methode wird angewen-
det um Selbstenergie-Korrekturen des Energieniveaus des Elektrons im 4d3/2 Zustand von
131Xe17+ und der Energie der Elektronenanregung 4d → 4f in 187Re29+ zu berechnen. Es
werden QED Korrekturen des g-Faktors von lithium- und borartigen Ionen für einen weiten
Bereich der Kernladungen vorgestellt. Vielelektronen-Beiträge sowie Strahlungseffekte wer-
den auf der Ein-Schleifen-Ebene berechnet. Beiträge, die durch die im Rahmen der QED
abgeleiteten Wechselwirkung zwischen den Elektronen resultieren und die meisten Terme
des Vakuumpolarisationseffekts werden für alle Ordungen in der Kernkopplungsstärke Zα
ausgewertet. Unsicherheiten aufgrund von Kerngrößeneffekten, numerischen Berechnungen
und nicht berechneten Effekten werden diskutiert. Schließlich wird ein neuer Ansatz zur
Bestimmung der Feinstrukturkonstante α unter Verwendung einer gewichteten Differenz
des g-Faktors und der Energie des gebundenen Elektrons in wasserstoffartigen Systemen
vorgestellt. Es wird gezeigt, dass Kernstruktureffekte hinreichend gut unterdrückt werden,
während die Empfindlichkeit gegenüber α in dieser gewichteten Differenz im Vergleich zum
g-Faktor zunimmt.

Abstract

In this thesis, quantum electrodynamic (QED) effects in few-electron highly charged ions
are investigated. The interaction of the electron with the nucleus is taken into account in a
nonperturbative manner. A versatile approach to accurately calculate self-energy corrections
combining finite basis sets with analytical methods is presented. The approach is applicable
to many-electron ions using the screening-potential approximation. The method is applied
to calculate self-energy corrections to the energy level of the electron in the 4d3/2 state
of 131Xe17+ and to the excitation energy of the 4d → 4f excitation in 187Re29+. QED
corrections to the g factor of lithiumlike and boronlike ions in a wide range of nuclear charges
are presented. Many-electron contributions as well as radiative effects on the one-loop level
are calculated. Contributions resulting from the interelectronic interaction, derived in a
QED framework, and most of the terms of the vacuum polarization effect are evaluated
to all orders in the nuclear coupling strength Zα. Uncertainties resulting from nuclear
size effects, numerical calculations, and uncalculated effects are discussed. Finally, a new
approach to determine the fine-structure constant α using a weighted difference of the bound-
electron g factor and energy in hydrogenlike systems is put forward. It is shown that nuclear
structural effects are sufficiently well suppressed while sensitivity to α is enhanced in this
weighted difference, as compared to the g factor.
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Introduction

The interaction of charged particles with photons is described by quantum elec-
trodynamics (QED). Due to its predictive success, it is considered to be the most
successful instance of a quantum field theory. Highly charged ions provide an ideal
testing ground for QED effects in strong fields. These strong fields are naturally
achieved by stripping all but a few electrons from heavy elements up to Pb or U.
The expactation value of the electric field strength for hydrogenlike (H-like) Pb81+,
for example, is of the order of 1016 Vcm−1 [11]. These strengths constitute the
strongest ones achievable in laboratory experiments and pose a challange to theo-
retical calculations, as these field strength make perturbative approaches unfeasible.
Rapid experimental developments allow for ever increasing accuracy in measure-
ments which in turn stimulates theoretical investigations of highly charged ions.
The g factor of an electron is a measure of the strength of the interaction between

the magnetic moment of the electron and an external magnetic field and belongs
to the most accurately measured observables. Measurements of the free-electron
magnetic anomaly are on the level of 10−10 fractional uncertainty [9] and theoret-
ical calculations of the free-electron g factor include terms up to fifth order [12] in
the fine-structure constant α. Measurements of the free-electron g factor, besides
providing stringent tests of the theoretical framework of QED, have been combined
with theoretical calculations to determine the value of the fine-structure constant α.
Currently, the fractional uncertainty of α determined in this manner is on the level of
10−10. For some more details on the measurements and theory, we refer to Ref. [12].
Recently, the uncertainty of α has been improved in measurements of the recoil
velocity of an atom when it absorbs a photon [13, 14].
Recent high-precision measurements of the bound-electron g factor together with

correspondingly accurate theoretical calculations allow detailed tests of QED in
strong fields. Measurements of the bound-electron g factor have been performed
for different types of atomic systems. The simplest ones are H-like ions, where all
electrons but one are stripped from the atom. The g factors of H-like 12C5+ [15, 16],
16O7+ [17], and 28Si13+ [18, 19] have been measured. More complicated systems
are lithiumlike (Li-like) and boronlike (B-like) systems, where there are additional
interactions between electrons as compared to H-like ions. The g factors of Li-like
28Si11+ [20], and isotopes 40Ca17+ and 48Ca17+ [21] have been measured. Recently,
the first high-precision measurement of the g factor of B-like 40Ar13+ has been per-
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Introduction

formed with the ALPHATRAP Penning-trap setup [22] at the Max Planck Institute
for Nuclear Physics [6], improving the previous experimental value [23] by several
orders of magnitude, and the experiment is aiming to perform measurements in the
near future on heavier systems and with a relative uncertainty of 10−11 or better [24].
Theoretical calculations of the bound-electron g factor follow two approaches in

treating the interaction between the electron and the nucleus. One is the nonrela-
tivistic QED treatment where expansions in the nuclear coupling strength Zα, with
Z being the nuclear charge number, are performed. These types of calculations
typically allow for analytical expressions. However, they are not feasible for highly
charged ions as the nuclear coupling strength is of order one for these systems. The
other approach is to include the interaction between the electron and the nucleus in
a fully relativistic, nonperturbative manner. This approach is suitable for a broad
range of nuclear charge numbers but typically requires numerical methods for prac-
tical calculations, which, especially in case of light systems, are often associated with
larger numerical uncertainties.
The leading contribution to the ground-state bound-electron g factor in a H-like

system was first calculated by Breit in 1928 [25]. Today, many more contributions
resulting from different types of effects have been calculated. Radiative corrections
due to interactions of the bound electron with itself by the emission and reabsorption
of a virtual photon (the self-energy effect) have been calculated to one-loop order
perturbatively in the nuclear coupling strength up to order (Zα)5 [26–31] and to all
orders [32–36]. Radiative corrections due to the interaction of the bound electron
with the nucleus through the creation and annihilation of virtual electron-positron
pairs (the vacuum polarization effect) have been calculated [11, 37–43]. The per-
turbative expansion of two-loop radiative corrections to order (Zα)4 [30, 44–46] has
been recently extended to order (Zα)5 [47, 48], which has improved the theoretical
uncertainty for low nuclear charges Z, and first milestones have been achieved in the
non-perturbative calculation of two-loop corrections to the bound-electron g factor
of H-like ions [5, 49].
Beyond testing QED effects in strong fields, these high-precision measurements

of the g factor of highly charged ions with Penning trap experiments, together with
a correspondingly accurate theoretical description, allow the determination of fun-
damental physical constants. This has already been demonstrated for the electron
mass in Ref. [16]. A precise measurement of the magnetic moment of a single elec-
tron bound to a carbon nucleus has been combined with theoretical calculations of
the g factor of the bound electron to obtain a value for the mass of the electron in
atomic mass units which is by a factor of 13 more precise than the best previous
measurements and the 2010 CODATA value [50].
The principle of the electron mass determination is as follows: A single electron

is bound to a bare carbon nucleus and the ratio between the Larmor frequency νL
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and the cyclotron frequency νcyc is measured. The mass of the electron is then given
by [16]

me = −g2
e

qion

νcyc
νL

mion ,

where e < 0 is the charge of the electron, qion is the charge of the ion (i.e. qion/e

is an integer) and mion is the mass of the ion (i.e. the mass of 12C5+). Using the
theoretically predicted value for the bound-electron g factor, one obtains [16]

me = 0.000 548 579 909 067(14)(9)(2)

in atomic mass units, where the first two uncertainties are the statistical and sys-
tematic ones, and the third uncertainty represents the uncertainty of the theoretical
prediction of the g factor and the electron binding energies. For more details, we
refer to Ref. [16]. In this context, a similar scheme to determine the mass of the
muon or the free-muon g factor has been suggested [7].
A promising way of obtaining a value for the fine-structure constant α is by using

the bound-electron g factor in H-like ions (as explained in, e.g., Ref. [51]). To this
end, one subtracts from the experimental value of the bound-electron g factor all the
corrections (e.g. QED and nuclear effects) to the Dirac value. Equating the result
to the Dirac value, which is in the case of H-like ions given by [25]

gD = 2
3

(
1 + 2

√
1− (Zα)2

)
= 2− 2

3(Zα)2 + · · · ,

gives an equation for α. The resulting relative uncertainty of α determined this way
is approximately given by [52]

δα

α
∝ 1

(Zα)2

√
(δgexp)2 + (δgtheo)2 ,

where δgexp, and δgtheo denote the experimental and theoretical uncertainties of the
g factor, respectively. This formula suggests that heavy highly charged ions are
more suitable for the determination of the fine-structure constant α than light ions.
However, nuclear effects like the charge distribution and polarizabilities are not well
understood for such highly charged ions and, thus, pose a limitation on δgtheo and
on the accurate determination of the g factor.
To overcome this obstacle, an idea was developed to construct observables out of

g factors which are less sensitive to nuclear effects. In particular, the idea of forming
a weighted (or specific) difference of the g factors of H- and Li-like ions with the
same nuclear species was put forward [53]. The weight is chosen such that nuclear
size effects are suppressed in the weighted difference. This method turned out to be
unsuccessful for heavy highly charged ions because in the weighted difference not
only the nuclear size effects are suppressed but also the leading dependence of the
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Introduction

bound-electron g factor on Zα [52]. In the same Ref. [52], it was proposed to use a
weighted difference between g factors of H- and B-like systems with the same nuclear
species as in this case the weight could be chosen such that nuclear size effects are
suppressed without significantly suppressing the sensitivity to Zα. It was shown
that this allows to suppress the nuclear size effect down to 4× 10−10 for heavy ions
such as Pb and was smaller than the uncertainty due to α at that time. In addition,
it was shown in Refs. [51, 54] that for low-Z ions one can obtain an even stronger
suppression of nuclear effects and this weighted difference of g factors of H- and
Li-like ions lead to relative uncertainties of α which were competitive with the value
of α according to CODATA 2010 [50].
While the ALPHATRAP experiment performs high-precision bound-electron g fac-

tor measurements, another Penning trap setup at the Max Planck Institute for
Nuclear Physics aims to perform high-precision mass measurements. The PENTA-
TRAP experiment [55] is able to measure masses of ions on the eV scale and aims to
perform high-precision mass measurements on heavy ions with a relative uncertainty
below 10−11. Mass measurements enable the determination of binding energies as
well as allowing to test relativistic effects in atomic theory. In highly charged ions,
besides many-body correlation effects, QED corrections become important as these
scale strongly with Zα. In particular, the binding energy of the valence electron in
rubidiumlike 131Xe17+ has been directly measured recently with an uncertainty of a
few eV [4] and a long-lived metastable electronic state in 187Re29+ was observed [2].
In future experiments, the binding energy of s-level electrons in highly charged ions
is planed to be measured. These electrons strongly interact with the nuclear field
since their wave functions have large overlaps with the nucleus. Therefore, QED ef-
fects will be strongly enhanced even in many-electron ions, which calls for accurate
theoretical calculations of the leading radiative correction given by the self-energy
contribution.
In this context, we developed a code base for numerical evaluations of QED ef-

fects in atomic systems. In our calculations, we use state-of-the-art numerical meth-
ods [56] to solve the radial Dirac equation. We use a nonperturbative approach in
the nuclear coupling strength Zα, allowing us to perform calculations for a broad
range of nuclear charges. In particular, we perform calculations for highly charged
ions. We use this code base to calculate radiative corrections to the binding energies
of single- and multi-electron systems by combining different approaches of evaluating
the self-energy effect [57, 58]. Many-electron systems are treated in the screening-
potential approximation. We calculated the correction to the binding energy of the
valuence electron in 131Xe17+ [4] and to the excitation energy of the 4d→ 4f excita-
tion in 187Re29+ [2]. The self-energy correction to the bound-electron wave function
has been investigated [3, 5]. We performed calculations of the bound-electron g fac-
tor of the Li- and B-like isoelectronic series for a broad range of nuclear charges [1, 6].

xiv



Interelectronic and radiative effects on the one-loop level to the ground-state g factor
of Li-like and B-like ions are systematically calculated. These calculations for B-like
ions have been extended to heavy elements for the first time. Our calculations for
Li-like ions establish an independent confirmation of previous results [59, 60], and
for B-like ions, we improve the accuracy of previous theoretical predictions [61–64].
The interelectronic interaction on the level of one-photon exchange and vacuum
polarization effects have been calculated using QED perturbation theory. In par-
ticular, the leading-order screening effect for vacuum polarization corrections has
been calculated explicitly including electric and magnetic loop effects. Estimated
theoretical uncertainties have been supplemented for each value and our calculations
are compared to existing experimental results. We also investigate a new approach
to the determination of α using a weighted difference of the bound-state g factor
and energy of H-like ions [8], thus avoiding many-electron effects, where we show
that for a suitable choice of the weighting factor, nuclear structural effects can be
effectively suppressed.
This thesis is organized as follows. In Chapter 1, we give an overview of the QED

theory of atomic systems. It is shown that for highly charged ions, the nucleus
can be treated as a source of a classical external field to which the bound electrons
are exposed. This interaction can be separated from the photonic quantum field
and be treated nonperturbatively by solving the Dirac equation in the presence
of the external field, while remaining interactions are treated perturbatively. We
outline the two-time Green’s function formalism (TTGF) of Ref. [65] which allows
to relate N -point functions, which are calculated perturbatively using Feynman
diagram techniques, to energy shifts.
In Chapter 2, we start by outlining the reduction of the Dirac equation in the

presence of an external field to a system of ordinary differential equations in the
radial variable assuming a spherically symmetric nuclear potential. The basis set
approach solving this radial Dirac equation using B-spline basis functions is dis-
cussed. We conclude the chapter by presenting our implementation of the dual
kinetic balance (DKB) approach of Ref. [56].
In Chapter 3, we discuss the calculation of the self-energy correction in detail. Our

approach, based on finite basis sets constructed using the DKB approach, combines
methods of Refs. [57, 58]. Results for self-energy calculations in single- as well
as multi-electron systems are presented. In particular, we present the self-energy
contributions to the binding energy of the valence electron in 131Xe17+ and to the
difference of the energies of the ground and metastable states in 187Re29+, both
measured by the PENTATRAP experiment [2, 4].
In Chapter 4, we present our calculations of the g factor of Li- and B-like ions

accepted for publication in Ref. [1]. We systematically discuss all effects contributing
to the g factor of Li- and B-like ions calculated in the scope of this thesis. Results for
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Introduction

a broad range of nuclear charge numbers are presented and compared to previous
theoretical studies and recent experimental results. In particular, we present our
calculation of the g factor of B-like 40Ar13+ which has been published separately in
our collaborative work with the ALPHATRAP experiment in Ref. [6].
In Chapter 5, we propose a new approach of determining the fine-structure con-

stant α based solely on observables of H-like systems [8]. We introduce a weighted
difference of the bound-electron g factor and energy in units of the electron mass,
which we call reduced g factor, and investigate the suppression of nuclear structural
effects by a particular choice of the weight. We further investigate the sensivity of
this new observable with respect to the uncertainty of the fine-structure constant.

We conclude this thesis by an overall discussion of the different QED effects con-
sidered and provide an outlook for future research opportunities.
We use a unit system in which the reduced Planck constant ~, the vacuum speed

of light c, and the vacuum permittivity ε0 are set to unity (i.e. ~ = c = ε0 = 1).
The charge of the electron is denoted by e < 0 and the fine-structure constant is
given by α = e2/(4π) in this system of units. In Chapter 4, we additionally set the
mass of the electron me to one (i.e. me = 1). Indices of four-vectors are labeled as
usual by Greek letters, for example, aµ where µ = 0, 1, 2, 3, and we use Einstein’s
summation convention, where aµbµ indicates a sum over the index µ. The metric gµν
is diagonal, with elements g00 = 1 and g11 = g22 = g33 = −1.

xvi



1. Theory of Atomic Systems

A first approximation of the energy levels of atomic systems, where electrons are
bound to a positively charged nucleus due to its static electric field, can be calculated
by solving the stationary Schrödinger equation. For a hydrogen-like (H-like) system,
where only one electron is bound to the nucleus, the equation reads(

− 1
2me

∆− Ze2

4πr

)
ψn`m(x) = Enψn`m(x) . (1.1)

In this equationme denotes the electron mass, e < 0 is the electron charge, Z denotes
the nuclear charge number such that −Ze is the charge of the nucleus, ψn`m are
the solutions of the stationary Schrödinger equation and En are the corresponding
energy eigenvalues. While the states are characterized by the principal quantum
number n, the orbital angular momentum `, and the magnetic quantum number m,
the binding energies depend only on n and are given by

En = −1
2

(
Zα

n

)2
me , (1.2)

where α = e2/(4π) denotes the fine-structure constant.
The stationary Schrödinger equation describes nonrelativistic electrons bound to

the nucleus. However, as the nuclear charge Z increases, relativistic effects become
more and more important and need to be taken into account. An easy way to see
this is to estimate roughly the velocity of the electron bound to the nucleus. We
know from the solution of Eq. (1.1) that the most probable position of an electron
in its ground state is at r0 = a0/Z, with

a0 = 1
meα

(1.3)

denoting the Bohr radius. If we adapt a classical picture and imagine the electron
to orbit the nucleus, we obtain using the formula for centripetal forces, that

mev
2
0

r0
= Ze2

4πr2
0
, (1.4)

where v0 is the velocity of the electron. Solving this equation for v0 gives

v0 = Zα . (1.5)

1



1. Theory of Atomic Systems

The value of v0 thus approaches unity as the nuclear charge number Z increases. In
particular for highly charged ions, relativistic effects are nonnegligible.
The leading contributions to the energy levels of a relativistic electron bound to

the nucleus are given by the solutions of the stationary Dirac equation(
−iα · ∇+meβ −

Ze2

4πr

)
ψnκm(x) = Enκψnκm(x) , (1.6)

where α = (α1, α2, α3) and β are the Dirac matrices (we refer to Ref. [66] for
an explicit representation of them), ψnκm are the spinor-valued solutions of the
stationary Dirac equation, and Enκ are the corresponding eigenvalues. The solutions
are again characterized by three quantum numbers as in the nonrelativistic case.
However, instead of the orbital angular momentum quantum number ` we have now
a relativistic angular momentum quantum number κ which takes nonzero integer
values and is related to the total angular momentum j and the orbital angular
momentum ` by κ = (−1)j+`+1/2(j + 1/2). The energy levels of the bound electron
are given by

Enκ = me

1 +
(

Zα

n− |κ|+
√
κ2 − (Zα)2

)2
− 1

2

. (1.7)

Expanding this expression in the nuclear coupling constant Zα gives

Enκ = me

[
1− 1

2

(
Zα

n

)2
− 1

2

(
Zα

n

)4
(

n

j + 1
2
− 3

4

)
+ · · ·

]
. (1.8)

The first term is the electron’s rest energy and the second term is the nonrelativistic
energy level from Eq. (1.2) obtained by solving Eq. (1.1). The leading relativistic
correction to Eq. (1.2) is given by a term which depends on the total angular mo-
mentum quantum number j. Thus, the degeneracy in the total angular momentum
of Eq. (1.2) is lifted. For example, while according to the nonrelativistic formula
in Eq. (1.2) the electron in the states 2p1/2 and 2p3/2 has the same energy, there
is a splitting between the levels 2p1/2 and 2p3/2 which is called the fine-structure
splitting.
The Dirac equation only accounts for the leading relativistic effect which is the

binding of the electron by the nucleus. There are additionally QED effects which
result in corrections to Eq. (1.7). The electron can interact with itself by emitting
and reabsorbing virtual photons. The electron can interact with the nucleus through
the creation and annihilation of virtual electron-positron pairs. In a multi-electron
system, electrons interact among each other by exchanging virtual photons. All
these effects imply that we need a QED treatment of relativistic systems.
The idea is thus to treat the binding of the electron by the nucleus nonpertur-

batively while all other QED effects are treated perturbatively. In this chapter, we
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1.1. The external field approximation

k, η

p, σ p′, σ′

k′, η′

y

x

Figure 1.1.: Leading-order contribution to the electron-nucleus scattering amplitude.
The dashed line corresponds to the nucleus while the thin line is the
electron. The wavy line represents a virtual photon. The labels denote
the momenta and spins of the electron and the nucleus.

will introduce the formalism necessary for a QED treatment of bound electrons. We
begin by arguing that the interaction of the electron with the nucleus needs to be
treated nonperturbatively for bound states to arise and show that this can be done
by treating the nucleus as the source of a classical external field following the argu-
ments and derivations of Ref. [67]. This will ultimately lead to the so-called Furry
picture of QED [68] where the electron is considered to be exposed to this exter-
nal field of the nucleus. We then introduce the two-time Green’s function (TTGF)
formalism of Ref. [65] to relate the perturbative expansion in terms of Feynman
diagrams to corrections of the electronic energy levels. We close this chapter by
considering some exemplary calculations.

1.1. The external field approximation

Let us consider a H-like system. The energy levels are the poles of the electron-
nucleus scattering amplitude as a function of the center-of-mass energy. Within the
formalism of QED, this amplitude is calculated perturbatively to some finite order
in the nuclear coupling constant Zα. However, no term in the perturbative series
has these poles. Therefore, the poles arise only from the full sum which means
that the interaction of the electron with the nucleus needs to be taken into account
nonperturbatively.
When solving the stationary Schrödinger equation (1.1) or the stationary Dirac

equation (1.6), the nucleus is assumed to be the source of a classical static external
field since the nucleus is much heavier than the electron. We will show in the
following that this assumption allows us to include the interaction between the
electron and the nucleus into the QED Lagrangian and account for this effect in a
nonperturbative manner. In doing so, we follow the derivations of Ref. [67].

3



1. Theory of Atomic Systems

The leading contribution to the electron-nucleus scattering amplitude is given by
the Feynman diagram depicted in Fig. 1.1. The corresponding matrix element is

(−i)2
∫
d4x

∫
d4y

〈
p′σ′N ;k′η′e

∣∣T [Aµ(x)Jµe (x)Aν(y)JνN (y)] |pσN ;kηe〉

= (−i)2
∫
d4x

∫
d4y

〈
k′η′e

∣∣ Jµe (x) |kηe〉
〈
p′σ′N

∣∣ JνN (y) |pσN〉Dµν(x− y) , (1.9)

where e and N label the electron and the nucleus, respectively. The operators Jµe (x)
and JνN (y) denote the corresponding four-currents, the function

Dµν(x− y) =
∫

d4q

(2π)4
−igµν
q2 + i0+ e

−iq·(x−y) (1.10)

is the photon propagator in Feynman gauge, and 0+ denotes a small positive number
which is taken to be zero in the final result. The symbol T in Eq. (1.9) denotes
the time-ordering operator which orders the operators in decreasing order of their
time variables, taking into account possible minus signs that arise when commuting
fermionic operators. We focus on the part of Eq. (1.9) involving the nucleus N and
write the nuclear Green’s function

Gνσ′σ(q; p) = −i
∫
d4y eiq·y

〈
p′σ′N

∣∣ JνN (y) |pσN〉 . (1.11)

The matrix element of the nuclear current operator is

〈
p′σ′N

∣∣ JνN (y) |pσN〉 = −Zeū
N
σ′(p′)γνuNσ (p)√

2p′0
√

2p0 ei(p
′−p)·y , (1.12)

where the energies p′0 and p0 are on-shell, γµ denote the Dirac gamma matrices [66],
and ψ̄ = ψ†γ0 for a spinor ψ. The spinors ufσ(p) denote the positive energy solutions
of the stationary free Dirac equation

(−iα · ∇+ βmf )ψ(x) = Eψ(x) , (1.13)

for a fermion of type f . Explicitly, they read [66]

ufσ(p) =
√
mf + p0

(
ξσ

σ·p
mf+p0 ξσ

)
, (1.14)

where p0 =
√
m2
f + p2 is on-shell, σ = (σ1, σ2, σ3) are the Pauli matrices, and σ

takes the values ±1/2 with

ξ+1/2 =
(

1
0

)
and ξ−1/2 =

(
0
1

)
. (1.15)
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1.1. The external field approximation

Integrating over y in Eq. (1.11), we obtain

Gνσ′σ(q; p) = (2π)4δ(4)(p′ − p+ q) iZeū
N
σ′(p′)γνuNσ (p)√
2p′0

√
2p0 . (1.16)

In the limit q → 0, we have that p′ ≈ p and

ūNσ′(p′)γνuNσ (p)√
2p′0

√
2p0 → 2pνδσ′σ

2p0 . (1.17)

In the same limit, the delta function in Eq. (1.16) may be expanded to leading order
in q using the identity |t|δ(tx) = δ(x) and that q = p− p′, with the result

δ(4)(p′ − p+ q) ≈ p0δ(p · q)δ(3)(p′ − p+ q) . (1.18)

Substituting Eqs. (1.17) and (1.18) in Eq. (1.16) gives

Gνσ′σ(q; p)→ (2π)3δ(3)(p′ − p+ q)2πiZepνδσ′σδ(p · q) , (1.19)

in the limit q → 0.
At this point, we use our assumption that the nucleus is a nonrelativistic heavy

particle with |p| � p0. Again, using the identity |t|δ(tx) = δ(x) for the delta
function, we can write

δ(p · q) ≈ δ(q0)
p0 . (1.20)

Substituting this into Eq. (1.19) gives

Gνσ′σ(q; p)→ (2π)3δ(3)(p′ − p+ q)2πiZenνδσ′σδ(q0) , (1.21)

where nν is a unit time-like vector with n0 = 1 and n = 0. We assume that the
nucleus has some momentum space wave function χσ(p) such that

φσ(x) =
∫

d3p

(2π)3 χσ(p)eip·x (1.22)

is its position space wave function. Then, we obtain that

∫
d3p′

(2π)3

∑
σ′

∫
d3p

(2π)3

∑
σ

χ∗σ′(p′)Gνσ′σ(q; p)χσ(p)

→
∫
d3z

∑
σ

|φσ(z)|22πiZenνδ(q0)e−iq·z (1.23)

Turning back to Eq. (1.9), the electronic part reads

−i
∫
d4xe−iq·x

〈
k′η′e

∣∣ Jµe (x) |kηe〉 = (2π)4δ(4)(k′−k−q)
−ieūeη′(k′)γµueη(k)
√

2k′0
√

2k0
, (1.24)
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1. Theory of Atomic Systems

where k′0 and k0 are on-shell. Combining all the results, we see that including a
nonrelativistic heavy nucleus is the same as adding a new vertex to the Feynman
rules, where the electrons couple to an external field and the corresponding vertex
reads

−
∫

d4q

(2π)4
−2πZenµδ(q0)

q2 + i0+ e−iq·z(−ie)γµ(2π)4δ(4)(k′ − k − q) . (1.25)

The scattering amplitude then needs to be averaged by the nuclear distribution
function

∑
σ |φσ(z)|2. This is the same contribution to the scattering amplitude

that would result from an additional interaction term in the QED Lagrangian given
by

Lext(x) = Aµ(x)Jµe (x) , (1.26)

where Aµ(x) is an classical external field given by

Aµ(x) =
∫

d4q

(2π)4
−2πZenµδ(q0)

q2 + i0+ e−iq·ze−iq·x . (1.27)

Performing the Fourier transform in Eq. (1.27) gives

A0(x) = − Ze

4π|x− z| , (1.28)

and the vector components Ai(x) vanish. This is the expression for the Coulomb
potential of a point-like nucleus centered at the position z.
The question arises whether this reasoning can be generalized to an arbitrary

number of exchanged photons between the electron and the nucleus. The contribu-
tion coming from the nucleus to the electron-nucleus scattering diagrams involving
n exchanged photons1 is

Gµ1···µn
σ′σ (q1, . . . , qn; p) = (−i)n

∫
d4x1 e

iq1·x1 · · ·
∫
d4xn e

iqn·xn

×
〈
p′σ′N

∣∣T [Jµ1
N (x1) · · · JµnN (xn)] |pσN〉 . (1.29)

We consider the next-to-leading order (i.e. n = 2 in Eq. (1.29)) contribution to
the scattering amplitude explicitly. The corresponding diagrams are depicted in
Fig. 1.2. The contribution coming from the nucleus is given by

Gµ1µ2
σ′σ (q1, q2; p) = (−i)2

∫
d4x1 e

iq1·x1

∫
d4x2 e

iq2·x2

×
〈
p′σ′N

∣∣T [Jµ1
N (x1)Jµ2

N (x2)] |pσN〉 . (1.30)

1This n is not to be confused with the principal quantum number introduced earlier.
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1.1. The external field approximation

k, η

p, σ p′, σ′

k′, η′ k, η

p, σ p′, σ′

k′, η′

Figure 1.2.: Contributions to the electron-nucleus scattering amplitude involving two
exchanged photons. Labels denote the momenta and spins of the incom-
ing and outgoing particles.

We separate the time ordering in Eq. (1.30) into two pieces as

T [Jµ1
N (x1)Jµ2

N (x2)] = Θ(x0
1−x0

2)Jµ1
N (x1)Jµ2

N (x2)+Θ(x0
2−x0

1)Jµ2
N (x2)Jµ1

N (x1) . (1.31)

We consider the first term where x0
1 > x0

2. Inserting the spectral resolution of the
identity operator in between the current operators, we obtain

Θ(x0
1 − x0

2)
〈
p′σ′N

∣∣ Jµ1
N (x1)Jµ2

N (x2) |pσN〉

= Θ(x0
1 − x0

2)
∑
η

∫
d3k

(2π)3
〈
p′σ′N

∣∣ Jµ1
N (x1) |kηN〉 〈kηN | Jµ2

N (x2) |pσN〉+ · · · ,

(1.32)

where we separated out the contribution resulting from the same type of intermediate
states as the initial and final states and the dots denote omitted terms of the spectral
resolution of the identity. Since the four-momentum operator is the generator of
space-time translations, we can write〈

p′σ′N
∣∣ JµN (x) |pσN〉 =

〈
p′σ′N

∣∣ JµN (0) |pσN〉 ei(p′−p)·x . (1.33)

We also use the integral representation of the Heaviside function given by [69]

Θ(t) = i

2π

∫
dω

1
ω + i0+ e

−iωt . (1.34)

Substituting Eqs. (1.33) and (1.34) into Eq. (1.32) and calculating the integrals over
x1 and x2 from Eq. (1.30) as well as integrating over k and ω, we obtain that

(−i)2
∫
d4x1 e

iq1·x1

∫
d4x2 e

iq2·x2Θ(x0
1 − x0

2)
〈
p′σ′N

∣∣ Jµ1
N (x1)Jµ2

N (x2) |pσN〉

→ −i(2π)4δ(4)(p′ − p+ q1 + q2) 1
2p0

∑
η

Gµ1
σ′η(p)Gµ2

ησ(p)
2p · q1 + i0+ , (1.35)
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1. Theory of Atomic Systems

as q1, q2 → 0, where
Gµσ′σ(p)

2p0 =
〈
pσ′N

∣∣ JµN (0) |pσN〉 . (1.36)

Eq. (1.17) implies that
Gµσ′σ(p) = −2Zepµδσ′σ . (1.37)

For the second term in Eq. (1.31), we need to exchange q1 and q2 as well as µ1 and
µ2 in the above expressions. Putting everything together, we obtain that

Gµ1µ2
σ′σ (q1, q2; p)→ (2π)4δ(p′ − p+ q1 + q2) i

p0 (iZe)2pµ1pµ2δσ′σ

×
( 1
p · q1 + i0+ + 1

p · q2 + i0+

)
, (1.38)

in the limit q1, q2 → 0. Using Eq. (1.18) results in

Gµ1µ2
σ′σ (q1, q2; p)→ (2π)3δ(p′ − p+ q1 + q2)2πi(iZe)2pµ1pµ2δσ′σ

× δ(p · (q1 + q2))
( 1
p · q1 + i0+ + 1

p · q2 + i0+

)
. (1.39)

Since p · (q1 + q2) = 0, we have that
1

p · q1 + i0+ + 1
p · q2 + i0+ = 1

p · q1 + i0+ + 1
−p · q1 + i0+ . (1.40)

Using the identity
δ(x) = i

2π

( 1
x+ i0+ + 1

−x+ i0+

)
(1.41)

for the delta function in Eq. (1.40) and substituting it in Eq. (1.39) gives

Gµ1µ2
σ′σ (q1, q2; p)→ (2π)3δ(3)(p′ − p+ q1 + q2)(2πiZe)2pµ1pµ2δσ′σδ(p · q1)δ(p · q2) .

(1.42)
This equation is the equivalent for two exchanged photons of Eq. (1.19) and applying
the same derivation which lead to Eq. (1.21), we obtain that

Gµ1µ2
σ′σ (q1, q2; p)→ (2π)3δ(3)(p′ − p+ q1 + q2)(2πiZe)2nµ1nµ2δσ′σδ(q0

1)δ(q0
2) . (1.43)

That is, assuming a heavy nonrelativistic nucleus, the next-to-leading order con-
tribution to the electron-nucleus scattering amplitude is obtained by inserting two
Coulomb potentials.

This reasoning can in fact be generalized to an arbitrary number of exchanged
photons. The derivation is analogous to the n = 2 case. For details, we refer to
Ref. [67]. That is, in the limit q1, . . . , qn → 0, we obtain that

Gµ1···µn
σ′σ (q1, . . . , qn; p)→ (2π)3δ(3)(p′ − p+ q1 + · · ·+ qn)δσ′σ

n∏
j=1

2πiZenµjδ(q0
j ) .

(1.44)
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1.2. QED in the Furry picture

+ + + · · ·

Figure 1.3.: Scattering of the electron of the static field of the nucleus. Photon lines
ending with a cross correspond to interactions with the external field.

This in turn means that diagrams involving the exchange of n photons between the
electron and the heavy nucleus in all possible orders can, effectively, be approximated
by diagrams of the kind depicted in Fig. 1.3 where then n vertices resulting from
the interaction term in Eq. (1.26) are inserted between electron propagators. In
particular, the first diagram in Fig. 1.3 corresponds to the diagram in Fig. 1.1, and
the second one to the diagrams in Fig. 1.2. The electron propagator in the external
field of the nucleus has then the expansion

S(x, y) = S0(x− y) +
∫
d4z1 S0(x− z1)eγµAµ(z1)S0(z1 − y)

+
∫
d4z1

∫
d4z2 S0(x− z1)eγµAµ(z1)S0(z1 − z2)eγνAν(z2)S0(z2 − y) + · · · ,

(1.45)

where S0 denotes the (free) electron propagator

S0(x− y) =
∫

d4p

(2π)4
i(γµpµ +me)
p2 −m2

e + i0+ e
−ip·(x−y) . (1.46)

Perturbative calculations are done using S instead of S0 for electrons bound to the
nucleus.
In general, S depends separately on x and y as the external potential Aµ(x)

breaks translational invariance. In the case of the static nuclear potential, since the
external potential is time-independent, translational invariance with respect to time
is preserved and S depends on x0 and y0 through x0 − y0. In the following, we will
derive an expression for S in terms of the solutions of the stationary Dirac equation.

1.2. QED in the Furry picture

As our discussion so far shows, the interaction of electrons with the nucleus can be
taken into account by adding the interaction term in Eq. (1.26) to the QED La-
grangian. It is this interaction with the Coulomb field of the nucleus that needs to
be taken into account nonperturbatively. For this purpose, we rewrite the QED La-
grangian with the external potential in the form

LQED+ext = −1
4FµνF

µν + ψ̄(iγµ∂µ −me − eγµAµ)ψ − eAµψ̄γµψ , (1.47)

9



1. Theory of Atomic Systems

where we shifted the new interaction term into the Dirac part of the Lagrangian. In
this Lagrangian, ψ is the electronic quantum field, Aµ is the quantum field operator
of the photon, whereas Aµ denotes the classical vector field representing the effect
of the nucleus, and Fµν = ∂µAν − ∂νAµ is the electromagnetic field operator.
In the following, we consider just the part of the Lagrangian containing the Dirac

term in the presence of an external field, given by

LD+ext = ψ̄(iγµ∂µ −me − eγµAµ)ψ , (1.48)

and neglect the terms involving the quantum field Aµ of the photon. The field ψ is
the electronic quantum field in the Heiseberg picture in which the time-dependence
is determined by the Hamiltonian arising from the Lagrangian in Eq. (1.48). The
interaction with the nucleus is taken into account nonperturbatively by solving the
Dirac equation for the electronic quantum field ψ in the presence of the nuclear
potential

(iγµ∂µ −me − eγµAµ(x))ψ(x) = 0 . (1.49)

This is referred to as QED in the Furry picture [68].
We are mainly interested in static nuclear potentials. Therefore, we will assume

in the following that only the component A0 of the external field is nonvanishing
and that it is time-independent. We denote by V (x) = eA0(x) the potential energy.
We can then expand the electronic field operator as

ψ(t,x) =
εn>0∑
n

anψn(x)e−iεnt +
εn<0∑
n

b†nψn(x)e−iεnt , (1.50)

where the ψn are solutions of the stationary Dirac equation in the presence of the
static field of the nucleus

(−iα · ∇+ βme + V (x))ψn(x) = εnψn(x) , (1.51)

and εn are the corresponding eigenvalues. The index n denotes here all quantum
numbers necessary to characterize the states and these quantum numbers may be
continuous, in which case the sums in Eq. (1.50) need to be interpreted as integrals
with proper normalizations. The operators a†n, an and b†n, bn are creation and anni-
hilation operators for electrons and positrons, respectively. That is, single electron
and positron states are given by

a†n |0〉 =
∣∣n, e−〉 , (1.52)

b†n |0〉 =
∣∣∣n, e+

〉
, (1.53)

respectively, where |0〉 denotes the vacuum in the presence of the external field.
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1.3. Energy levels of atomic systems

The propagator of the electron in the external field of the nucleus is given by

S(x, y) = 〈0|T
[
ψ(x)ψ̄(y)

]
|0〉 . (1.54)

Writing the time-ordering operator explicitly in terms of Heaviside functions, using
the expansion of the electronic quantum field from Eq. (1.50) and integral represen-
tations of the Heaviside functions, we obtain

S(x, y) = i

2π

∫ +∞

−∞
dω

∑
n

ψn(x)ψ̄n(y)
ω − εn(1− i0+)e

−iω(x0−y0) . (1.55)

We see that the propagator depends on the time variables x0 and y0 through their
difference x0− y0. Thus, we may perform the Fourier transform with respect to the
time variable and express the propagator as a function of energy and coordinates.
The expression reads

i

2πS(ω,x,y) = i

2π
∑
n

ψn(x)ψ̄n(y)
ω − εn(1− i0+) . (1.56)

This expression has poles at the bound states of the electron and branch cuts from
(−∞,−me] and [me,+∞). As it was argued in the beginning of the previous section,
the unperturbed energy levels of the bound electron can be obtained from the poles
of this propagator which corresponds to the electron-nucleus scattering amplitude
with the interaction between the electron and the nucleus summed up to all orders.
Note however, that the poles of the propagator in Eq. (1.56) only give the leading

relativistic expression for the energy levels of bound electrons resulting from the sta-
tionary Dirac equation as it was derived starting from the Lagrangian in Eq. (1.48).
To obtain the radiative corrections to these leading values, one needs to consider the
propagator derived from the full Lagrangian in Eq. (1.47) including the interaction
with the quantum field of the photon. More generally, the energy levels including
QED effects for atomic systems with N electrons can be obtained from the poles
of the spectral representation of N -point functions. This will be the topic of the
following section.

1.3. Energy levels of atomic systems

Consider an atomic system with N electrons. We now use the full theory defined by
the Lagrangian in Eq. (1.47). The energy levels can be obtained from the spectral
representation of the N -point Green’s function [65]

G(x′1, . . . , x′N ;x1, . . . , xN ) = 〈Ω0|T
[
ψ(x′1) · · ·ψ(x′N )ψ̄(xN ) · · · ψ̄(x1)

]
|Ω0〉 , (1.57)
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1. Theory of Atomic Systems

where |Ω0〉 is the full vacuum state and where ψ now denotes the electronic field
in the Heisenberg picture in which the time-dependence is governed by the full
Hamiltonian arising from the Lagrangian in Eq. (1.47).
As usual, this N -point function is computed perturbatively by passing to the

interaction picture using the Gell-Mann-Low formula [65]

G(x′1, . . . , x′N ;x1, . . . , xN )

=
〈0|T

[
ψI(x′1) · · ·ψI(x′N )ψ̄I(xN ) · · · ψ̄I(x1)e−i

∫
d4zHI(z)

]
|0〉

〈0|T
[
e−i

∫
d4zHI(z)

]
|0〉

, (1.58)

where the label I denotes the corresponding field in the interaction picture and
HI(z) is the interaction Hamiltonian given by

HI(z) = eψ̄I(z)γµψI(z)AµI (z)− δmeψ̄I(z)ψI(z) . (1.59)

Note that we include from now on the mass renormalization counterterm δme in
the interaction. The interaction of the electronic field with the nucleus is part of
the unperturbed Hamiltonian resulting from Eq. (1.48). This is then computed
perturbatively using the Feynman diagram technique.
Since time translations are not broken by the static electric field of the nucleus,

it is convenient to perform the Fourier transforms of Eq. (1.57) with respect to the
time variables:

G((E′1,x′1), . . . , (E′N ,x′N ); (E1,x1), . . . , (EN ,xN ))

=
∫
dx′01
2π eiE

′
1x

′0
1 · · ·

∫
dx′0N
2π eiE

′
Nx

′0
N

∫
dx0

1
2π e−iE1x0

1 · · ·
∫
dx0

N

2π e−iENx
0
N

×G(x′1, . . . , x′N ;x1, . . . , xN ) . (1.60)

The Feynman rules in position space to compute this N -point function are the same
as for usual QED except that instead of the free-electron propagator we need to use
the electron propagator in the Furry picture from Eq. (1.56).
The energy levels of the atomic system can be obtained from the spectral rep-

resentation of the Fourier transformed N -point function given in Eq. (1.60). How-
ever, it is hard to extract these levels from this expression directly as it depends
on 2(N − 1) relative energies. It turns out that the spectral representation of the
two-time Green’s function defined by

G̃(t′,x′1, . . . ,x′N ; t,x1, . . . ,xN ) = G((t′,x′1), . . . , (t′,x′N ); (t,x1), . . . , (t,xN ))
(1.61)

can be used instead to extract the energy levels of the atomic system. This is shown
in Ref. [65]. In the following, we present the derivation from Ref. [65].
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1.3. Energy levels of atomic systems

To obtain the spectral representation of Eq. (1.61), we first Fourier transform with
respect to the time variables

2πiδ(E′ − E)G(E,x′,x) = 1
N !

∫
dt′ eiE

′t′
∫
dt e−iEtG̃(t′,x′; t,x) , (1.62)

where x′ and x denote the collections of all x′1, . . . ,x′N and x1, . . . ,xN , respectively.
Let H denote the Hamiltonian of the full theory and let |Ωn〉 denote eigenstates of
H with energies En. That is

H |Ωn〉 = En |Ωn〉 . (1.63)

Without loss of generality, we assume for the vacuum energy E0 = 0. Using that
the Heisenberg picture operators can be written as

ψ(t,x) = eiHtψ(0,x)e−iHt , (1.64)

and inserting resolutions of the identity operator in terms of the states |Ωn〉 in
Eq. (1.62), we obtain

2πiδ(E′ − E)G(E,x′,x)

= 1
N !

∫
dt′ eiE

′t′
∫
dt e−iEt

[
Θ(t′ − t)

∑
n

Φn(x′)Φ̄n(x)e−iEn(t′−t)

+(−1)NΘ(t− t′)
∑
n

Ξn(x′)Ξ̄n(x)e−iEn(t−t′)
]
, (1.65)

where

Φn(x1, . . . ,xN ) = 1√
N !
〈Ω0|ψ(0,x1) · · ·ψ(0,xN ) |Ωn〉 , (1.66)

Ξn(x1, . . . ,xN ) = 1√
N !
〈Ωn|ψ(0,x1) · · ·ψ(0,xN ) |Ω0〉 . (1.67)

Using the integral representations of the Heaviside functions in Eq. (1.65), we obtain
that

G(E,x′,x) =
∑
n

Φn(x′)Φ̄n(x)
E − En + i0+ − (−1)N

∑
n

Ξn(x′)Ξ̄n(x)
E + En − i0+ (1.68)

The energy levels of the bound states are the poles of G(E) on the right-hand real
axis. If we neglect the interaction between the electronic field and the photon field,
then these poles are isolated. However, the presence of the interaction transforms
these poles into branch points, since photons have vanishing mass [65, 70]. In order
to isolate these poles from the branch cuts, we introduce a non-zero photon mass
which is assumed to be larger than the energy shift of the level under consideration
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1. Theory of Atomic Systems

but smaller than the distance to other levels. The photon mass is then taken to be
zero in the final expression.
Let the label a = (a1, . . . , aN ) denote the state of the atomic system under consid-

eration, i.e., the reference state, with the energy level Ea. The unperturbed energy
level (i.e. the energy level neglecting the quantum interaction between the electron-
positron and the photon fields) is given by the sum of the solutions of the Dirac
equation in the presence of the external field in Eq. (1.51) as

E(0)
a = εa1 + · · ·+ εaN . (1.69)

The corresponding unperturbed wave function is the Slater determinant of the so-
lutions of Eq. (1.51)

ua(x1, . . . ,xN ) = 1√
N !

∑
σ

sign σψσ(a1)(x1) · · ·ψσ(aN )(xN ) , (1.70)

where σ denotes the permutation of the labels a1, . . . , aN . We define the function

gaa(E) = 〈ua| G(E)γ0
1 · · · γ0

N |ua〉 . (1.71)

Explicitly, Eq. (1.71) reads

gaa(E) =
∫
d3Nx′

∫
d3Nxu†a(x′)G(E,x′,x)γ0

1 · · · γ0
Nua(x) . (1.72)

Using the spectral representation of G(E) given in Eq. (1.68), we see that

gaa(E) = Aa
E − Ea

+ terms regular at E = Ea , (1.73)

where the residue Aa is given by

Aa = 1
N !

∫
d3Nx′

∫
d3Nxu†a(x′)Φa(x′)Φ†a(x)ua(x) . (1.74)

From this pole, we obtain the energy level Ea by using complex integration theory.
Namely, let Γ be a small contour around the isolated pole at E = Ea. Then, we
have that

1
2πi

∮
Γ
dE E gaa(E) = EaAa , (1.75)

and that
1

2πi

∮
Γ
dE gaa(E) = Aa . (1.76)

Thus, the energy level is given by

Ea =

1
2πi

∮
Γ
dE E gaa(E)

1
2πi

∮
Γ
dE gaa(E)

. (1.77)
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1.3. Energy levels of atomic systems

It is convenient to write an expression for the energy shift ∆Ea = Ea − E(0)
a . To

this end, we define
∆gaa(E) = ga(E)− g(0)

aa (E) , (1.78)

where the leading contribution is given by

g(0)
aa (E) = 1

E − E(0)
a

. (1.79)

Introducing the notation ∆E = E − E(0)
a , we have that

∆Ea =

1
2πi

∮
Γ
dE∆E∆gaa(E)

1 + 1
2πi

∮
Γ
dE∆gaa(E)

. (1.80)

The function ∆gaa(E) and the shift ∆Ea are expanded order by order in a pertur-
bation series in the fine-structure constant α as

∆Ea = ∆E(1)
a + ∆E(2)

a + · · · , (1.81)

∆gaa(E) = ∆g(1)
aa (E) + ∆g(1)

aa (E) + · · · . (1.82)

We obtain expressions for ∆E(1),∆E(2), . . . by expanding Eq. (1.80) in a geometric
series, substituing the expressions in Eqs. (1.81) and (1.82) and comparing terms
order by order in α. For the first two terms in the expansion, we have that

∆E(1)
a = 1

2πi

∮
Γ
dE∆E∆g(1)

aa (E) , (1.83)

∆E(2)
a = 1

2πi

∮
Γ
dE∆E∆g(2)

aa (E)−∆E(1)
a

1
2πi

∮
Γ
dE∆g(1)

aa (E) . (1.84)

For practical calculations, it is convenient to express the function gaa(E) in terms
of the Fourier transformed N -point function in Eq. (1.60). We have that

gaa(E)δ(E′−E) = −2πi
N !

∫
dE′1 · · ·

∫
dE′N

∫
dE1 · · ·

∫
dEN δ(E′−E′1−· · ·−E′N )

× δ(E − E1 − · · · − EN ) 〈ua|G(E′1, . . . , E′N ;E1, . . . , EN )γ0
1 · · · γ0

N |ua〉 , (1.85)

where

〈ua|G(E′1, . . . , E′N ;E1, . . . , EN )γ0
1 · · · γ0

N |ua〉 =
∫
d3x′1 · · ·

∫
d3x′N∫

d3x1 · · ·
∫
d3xN u

†
a(x′1, . . . ,x′N )G((E′1,x′1), . . . , (E′N ,x′N ); (E1,x1), . . . , (EN ,xN ))

× γ0
1 · · · γ0

Nua(x1, . . . ,xN ) . (1.86)

The Fourier transform of the N -point function is then perturbatively calculated
using the Feynman diagram technique (see Appendix A for the Feynman rules).
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1. Theory of Atomic Systems

(a) (b)

Figure 1.4.: The Furry-picture Feynman diagrams of the leading order QED cor-
rections to the energies of a single-electron atomic system. A double
line represents an electron in the static field of the nucleus. The Figure
(a) corresponds to the self-energy and (b) to the vacuum-polarization
correction.

1.4. Exemplary calculations

We first consider the leading order corrections to the energy levels of a H-like system
with just one electron bound to the nucleus. The corresponding Feynman diagrams
are shown in Fig. 1.4. The diagram in Fig. 1.4a corresponds to the self-energy
correction where the bound electron emits and reabsorbs a virtual photon. The
diagram in Fig. 1.4b corresponds to the vacuum polarization effect where the bound
electron interacts with the nucleus by the creation and subsequent annihilation of
a virtual electron-positron pair. In the following, we derive formal expressions for
these two contributions using the TTGF formalism presented in the previous section.
We will use from now on a notation where |a〉 corresponds to the solution ψa of the
stationary Dirac equation in Eq. (1.51) and |ab〉 corresponds to the tensor product
ψa ⊗ ψb. The following calculations can be found in Ref. [65].

We first consider the self-energy contribution in Fig. 1.4a. The corresponding con-
tribution to the Fourier transformed Green’s function is obtained using the Feynman
rules and reads

G((E′,x′); (E,x)) ∼
∫
d3z1

∫
d3z2

∫
dη

∫
dω

i

2πS(E′,x′, z2)(−2πi)eγµ

× δ(E′ − η − ω) i2πS(η, z2, z1)(−2πi)eγνδ(η + ω − E) i2πS(E,z1,x)

× i

2πDµν(ω,z1 − z2) , (1.87)

where S is the propagator of the electron in the field of the nucleus given in Eq. (1.56),
Dµν is the propagator of the photon, for which an expression in Feynman gauge is
given in Eq. (1.10), z1 and z2 denote the vertices in position space, η is the energy
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1.4. Exemplary calculations

of the virtual fermion, and ω is the energy of the virtual photon. Integrating over η
and simplifying the resulting expression, we have that

G((E′,x′); (E,x)) ∼
(
i

2π

)2 ∫
d3z1

∫
d3z2

∫
dω S(E′,x′, z2)eγµS(E − ω,z2, z1)

× eγνS(E,z1,x)Dµν(ω,z1 − z2)δ(E′ − E) . (1.88)

If the electron is in a state a, we obtain that

〈a|G(E′;E)γ0
1 |a〉 ∼

(
i

2π

)2 1
E′ − εa(1− i0+)

1
E − εa(1− i0+)

×
∫
dω

∑
n

〈an| I(ω) |na〉
E − ω − εn(1− i0+)δ(E

′ − E) , (1.89)

where the kernel operator

I(ω,x,y) = e2αµ1α
ν
2Dµν(ω,x− y) , (1.90)

is the photon interaction operator and αµ = γ0γµ. We introduce the self-energy
operator

〈a|Σ(E) |b〉 = i

2π

∫
dω

∑
n

〈an| I(ω) |nb〉
E − ω − εn(1− i0+) . (1.91)

With this notation, we have

∆g(1)
aa (E) ∼ 〈a|Σ(E) |a〉

(E − εa)2 . (1.92)

Using Eq. (1.83), we obtain for the self-energy correction to the energy level as

∆E(1,SE)
a = 〈a|Σ(εa) |a〉 . (1.93)

This expression corresponds to the result neglecting the mass counterterm in Eq. (1.59).
If one considers the mass counterterm explicitly, the self-energy correction is given
by

∆E(1,SE)
a = 〈a|

(
Σ(εa)− δmeγ

0
)
|a〉 . (1.94)

Next, we consider the vacuum-polarization contribution in Fig. 1.4b. The term
contributing to the Fourier transformed Green’s function is

G((E′,x′); (E,x)) ∼ −
∫
d3z1

∫
d3z2

∫
dη

∫
dω

i

2πS(E′,x′, z1)

× (−2πi)eγµδ(E − E′ − ω) i2πS(E,z1,x) i2πDµν(ω,z1 − z2)

× Tr
(
i

2πS(η, z2, z2)γν
)

(−2πi)eδ(ω) . (1.95)
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1. Theory of Atomic Systems

Figure 1.5.: The Furry-picture Feynman diagram of the interelectronic-interaction
contribution to the energy shift.

Integrating over ω and simplifying the resulting expression gives

G((E′,x′); (E,x)) ∼ −
(
i

2π

)2 ∫
d3z1

∫
d3z2

∫
dη S(E′,x′, z1)eγµS(E,z1,x)

× eDµν(0, z1 − z2) Tr (S(η,z2, z2)γν) δ(E′ − E) . (1.96)

We introduce the vacuum polarization potential

UVP(x) = e2

2πi

∫
d3y αµDµν(0,x− y)

∫
dη Tr

(∑
n

ψn(y)ψ†n(y)
η − εn(1− i0+)γ

ν

)
. (1.97)

Assuming that the electron is in the state a, we obtain that

〈a|G(E′;E)γ0
1 |a〉 ∼

i

2π
1

E′ − εa(1− i0+)
1

E − εa(1− i0+) 〈a|UVP |a〉 δ(E′ − E) ,

(1.98)
for the matrix elements of the Fourier transformed Green’s function and

∆g(1)
aa (E) ∼ 〈a|UVP |a〉

(E − εa)2 . (1.99)

Using Eq. (1.83), we obtain for the vacuum-polarization correction

∆E(1,VP)
a = 〈a|UVP |a〉 . (1.100)

So far we only considered single-electron systems. In many-electron systems,
one needs to also take into account the interactions between the electons. In the
following, we calculate the leading contribution due to interelectronic interactions
for a two-electron system.
Let n = (a, b) denote the level of the two-electron system under consideration. The

leading interelectronic-interaction contribution is given by the Feynman diagram
depicted in Fig. 1.5. The electronic wave function is given by the Slater determinant
for N = 2 in Eq. (1.70). Using Eq. (1.85), we obtain

∆g(1)
nn (E) =

(
i

2π

)2 ∫
dE′1

∫
dE1

∑
σ

sign σ 1
E′1 − εσ(a) + i0+

1
E − E′1 − εσ(b) + i0+

× 1
E1 − εa + i0+

1
E − E1 − εb + i0+ 〈σ(a)σ(b)| I(E′1 − E1) |ab〉 , (1.101)

18



1.4. Exemplary calculations

where σ denotes permutations of the labels a and b. We can rewrite the product of
propagators as

1
E1 − εσ(a) + i0+

1
E − E′1 − εσ(b) + i0+ =

1
∆E

(
1

E′1 − εσ(a) + i0+ + 1
E − E′1 − εσ(b) + i0+

)
, (1.102)

1
E1 − εa + i0+

1
E − E1 − εb + i0+ =

1
∆E

( 1
E1 − εa + i0+ + 1

E − E1 − εb + i0+

)
. (1.103)

Substituting these expressions into Eq. (1.101) and using Eq. (1.83), we obtain

∆E(1,int)
n = 1

2πi

∮
Γ
dE

1
∆E

[(
i

2π

)2 ∫
dE′1

∫
dE1

∑
σ

sign σ

×
(

1
E′1 − εσ(a) + i0+ + 1

E − E′1 − εσ(b) + i0+

)

×
( 1
E1 − εa + i0+ + 1

E − E1 − εb + i0+

)
〈σ(a)σ(b)| I(E′1 − E1) |ab〉

]
. (1.104)

The expression in the brackets is a regular function of E in the contour Γ. Thus,
we obtain after integrating over E the expression

∆E(1,int)
n =

(
i

2π

)2 ∫
dE′1

∫
dE1

∑
σ

sign σ 〈σ(a)σ(b)| I(E′1 − E1) |ab〉

×
(

1
E′1 − εσ(a) + i0+ + 1

−(E′1 − εσ(a)) + i0+

)

×
( 1
E1 − εa + i0+ + 1

−(E1 − εa) + i0+

)
. (1.105)

Using the identity for the delta function in Eq. (1.41) and integrating over E′1 and
E1, we obtain the final expression

∆E(1,int)
n = 〈ab| I(0) |ab〉 − 〈ba| I(εb − εa) |ab〉 . (1.106)

Note that this formula contains the direct and exchange matrix elements of the
interaction. These matrix elements can be calculated in the Coulomb or Feynman
gauge as explained in Appendix B.

19





2. Numerical Methods

In Chapter 1, we presented and discussed the theoretical foundations of atomic
systems. Thereby, we realized that the stationary Dirac equation in the presence of
an external field (see Eq. (1.51)) plays an important role, as its solutions provide
the basis for perturbative QED in the Furry picture. Therefore, in this chapter,
we present a numerical algorithm to solve the Dirac equation in the presence of an
external field and discuss our implementation of the algorithm. For that purpose,
we assume that the static field of the nucleus is spherically symmetric resulting in a
radial potential energy function V (r).

2.1. The radial Dirac equation

The Dirac-Hamiltonian in the presence of a spherically symmetic external field reads

H = −iα · ∇+ βme + V (r) . (2.1)

Since the field of the nucleus is spherically symmetric, the total angular momentum J
and the parity operator P commute with the Hamiltonian H. This means that
solutions of the stationary Dirac equation Hψ = εψ are characterized by definite
energy, angular momentum, and parity values.
To solve the stationary Dirac equation in the presence of an spherically symmetric

external field, one makes the ansatz [66]

ψ(r) =
(
ϕ(r)
χ(r)

)
, (2.2)

where ϕ and χ are two-component spinors. Since the solution has definite parity,
we have

Pψ = λψ , (2.3)

where |λ| = 1. The action of the parity operator on a spinor ψ is given by [66, 67]

Pψ(r) = ηβψ(−r) , (2.4)

where η is either −1 or +1. For the ansatz in Eq. (2.2), this implies

Pψ(r) =
(
ηϕ(−r)
−ηχ(−r)

)
. (2.5)
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That is, the two-component spinors ϕ and χ have opposite parities.
Eigenfunctions of total angular momentum and parity are two-component spheri-

cal spinors Ωκm. For definitions and details on these functions, we refer to Refs. [66,
71]. The spherical spinors are functions of the angles and are indexed by the integer-
valued relativistic angular momentum quantum number κ, and the magnetic quan-
tum number m. The parity of Ωκm is (−1)` where ` = |κ+ 1/2| − 1/2 is the orbital
angular momentum quantum number. The quantum number κ is related to the total
and orbital angular momentum quantum numbers by κ = (−1)j+`+1/2(j + 1/2) and
is the eigenvalue KΩκm = κΩκm of the operator [66, 71]

K = −1− 2L · S . (2.6)

Note that Ωκm and Ω−κm have opposite parities.
The Dirac equation in the presence of a spherically symmetric external field is

then reduced to a ordinary differential equation for the radial variable r by making
the separation ansatz [66]

ψ(r) = 1
r

(
G(r)Ωκm(n)
iF (r)Ω−κm(n)

)
, (2.7)

where G and F denote radial wave functions, and n = r/r. The resulting coupled
system of ordinary differential equations for the radial wave functions are given by

G′(r) + κ

r
G(r)− [ε+me − V (r)]F (r) = 0 , (2.8)

F ′(r)− κ

r
F (r) + [ε−me − V (r)]G(r) = 0 . (2.9)

This coupled system of ordinary differential equations can be brought into a matrix
form given by (

V (r) +me
κ
r −

d
dr

κ
r + d

dr V (r)−me

)(
G(r)
F (r)

)
= ε

(
G(r)
F (r)

)
, (2.10)

which is called the radial Dirac equation.
The spectrum consists of normalizable solutions with discrete energy eigenvalues

corresponding to bound-state solutions and continuum solutions with eigenvalues
ranging from (−∞,me] and [me,+∞). The discrete bound-state solutions are given
by

ψnκm(r) = 1
r

(
Gnκ(r)Ωκm(n)
iFnκ(r)Ω−κm(n)

)
, (2.11)

with corresponding energy eigenvalues εnκ, where n is the principal quantum num-
ber. Continuum solutions are labeled by the real-valued eigenvalue in the continuous
spectrum instead of n.
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2.2. Finite basis sets

In the case of a point-like nucleus, for which V (r) = −Zα/r, the bound-state
and continuum solutions of the radial Dirac equation can be given explicitly (see,
e.g., Ref. [66]). For extended nuclei, the radial Dirac equation needs to be solved
numerically.

2.2. Finite basis sets

Solutions of the stationary Dirac equation in the presence of the external field are
the basis for perturbative calculation in Furry-picture QED (see the discussion in
Chapter 1). Typically, in calculations of higher-order perturbative effects, infinite
sums over discrete and integrals over continuum parts of the spectrum arise [72]. For
example, a second order correction to the energy level of an bound electron in the
reference state |a〉 due to an external potential U (see, e.g., the vacuum-polarization
effect discussed in Section 1.4) is given by

∆E =
εn 6=εa∑
n

〈a|U |n〉 〈n|U |a〉
εn − εa

. (2.12)

These type of expressions will later arise in Chapter 4, when we consider vacuum-
polarization corrections to the Zeeman splitting. Also, we evaluated such expressions
in Refs. [7, 10]. In Eq. (2.12), the label n represents the collection of all quantum
numbers of the intermediate state, which can have discrete and continuous compo-
nents, and the sum over n corresponds to a sum over discrete and an appropriately
normalized integral over the continuous quantum numbers. In the remainder of this
section, we will present a method to approximate these kinds of spectral sums. The
discussion follows Ref. [56].
The radial Dirac equation given in Eq. (2.10) can be written in the form

Hκφ = εφ , (2.13)

where
Hκ =

(
V (r) +me

κ
r −

d
dr

κ
r + d

dr V (r)−me

)
, (2.14)

and φ is the vector of radial functions

φ(r) =
(
G(r)
F (r)

)
. (2.15)

For any φ1 and φ2 of such vectors not necessarily satisfying the radial Dirac equation,
we define the scalar product

〈φ1|φ2〉 =
∫ ∞

0
dr [G1(r)G2(r) + F1(r)F2(r)] . (2.16)
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The radial Dirac equation can then be derived from the variation of the action

S(φ) = 〈φ|Hκ |φ〉 − ε 〈φ|φ〉 , (2.17)

assuming proper boundary conditions for the components G and F .
The system under consideration is confined to a spherical cavity of radius Rcav and

appropriate boundary conditions are imposed at r = 0 and r = Rcav. Through this
restriction of the system to a cavity, the continuous part of the spectrum becomes
discrete as well. In practical calculations, the cavity radius Rcav is chosen large
enough such that results do not depend on it. The idea is now to approximate
radial wave functions by a finite set of functions. This reduces the radial Dirac
equation, which is an ordinary differential equation, to an algebraic equation with a
numerically generated spectrum of finite size. This numerically determined spectrum
and functions are then used to calculate spectral sums of the kind given in Eq. (2.12).
The function φ is approximated by a finite linear combination given by

φ(r) =
2N∑
i=1

ciui(r) , (2.18)

where the ui are assumed to be basis functions of a suitable space of functions
chosen to approximate the radial wave functions and which satisfy proper boundary
conditions. Substituting Eq. (2.18) into Eq. (2.17), the action becomes a multivaried
function of the coefficients ci. Since physical wave functions, i.e. solutions satisfying
the radial Dirac equation, are stationary points of the action, this now corresponds
to determining the set of coefficients for which the derivate of S with respect to the
coefficients vanish. This leads to a generalized eigenvalue equation for the vector c
of coefficients c1, . . . , c2N given by

A · c = εB · c , (2.19)

where the components of the 2N × 2N symmetric matrices A and B are

Aij = 〈ui|Hκ |uj〉+ 〈uj |Hκ |ui〉
2 , (2.20)

and
Bij = 〈ui|uj〉 . (2.21)

Solving the generalized eigenvalue equation in Eq. (2.19) for a given κ generates 2N
eigenvalues εnκ and coefficients c(nκ) where n = 1, 2, . . . , 2N . The first N solutions
approximate the negative continuum and the remaining N solutions approximate
the bound states and the positive continuum.
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The key message is that radial wave functions can now be represented on the
computer by the set of coefficients c(nκ). To appreciate this fact, let us consider
again the energy shift in Eq. (2.12). We can rewrite it as

∆E = 〈a|U |δa〉 , (2.22)

where

|δa〉 =
εn 6=εa∑
n

〈n|U |a〉
εn − εa

|n〉 . (2.23)

Now, if the potential U is spherically symmetric, then its matrix elements are

〈a|U |b〉 =
∫ ∞

0
dr U(r)[Gnaκa(r)Gnbκb(r) + Fnaκa(r)Fnbκb(r)]δκa,κbδma,mb , (2.24)

that is, they preserve the relativistic angular momentum and magnetic quantum
numbers. This implies that |δa〉 is represented by

δψnaκama(r) = 1
r

(
δGnaκa(r)Ωκama(n)
iδFnaκa(r)Ω−κama(n)

)
, (2.25)

where (
δGnaκa(r)
δFnaκa(r)

)
=

εnκa 6=εnaκa∑
n

Un;naκa
εnκa − εnaκa

(
Gnκa(r)
Fnκa(r)

)
, (2.26)

where
Un;naκa =

∫ ∞
0

dr U(r)[Gnκa(r)Gnaκa(r) + Fnκa(r)Fnaκa(r)] . (2.27)

Substituting the approximation given in Eq. (2.18) into Eq. (2.26), we see that the
corrections of the radial wave functions are given by corrections to the coefficients,
namely

δc(naκa) =
εnκa 6=εnaκa∑

n

Un;naκa
εnκa − εnaκa

c(nκa) . (2.28)

So, operations on the radial wave functions can be translated to operations on the
coefficients representing them.

2.3. Finite basis sets constructed from B-splines

Different approaches using finte basis sets differ in their choice of the basis functions
ui and the implementation of boundary conditions. In Ref. [73], finite basis sets
were constructed from B-splines. We give a short summary of the definition and
properties of B-splines necessary in the context of this thesis. We follow the discus-
sion of Ref. [73]. A more detailed review of the use of B-splines in atomic physics
calculation can be found in Ref. [74].
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2. Numerical Methods

A B-spline of orderK is a piecewise polynomial function of maximum degreeK−1
defined on a partition of the cavity interval [0, Rcav] into subintervals. The endpoints
of these subintervals are given by the knot sequence ti, where i = 1, 2, . . . , N + K,
where N is the number of B-splines. The ith B-spline functions of order K denoted
by with respect to the knot sequence (ti), denoted by BiK , is defined recursively by

Bi,1(r) =

1, ti ≤ r < ti+1 ,

0, otherwise,
(2.29)

and
BiK(r) = r − ti

ti+K−1 − ti
Bi,K−1(r) + ti+K − r

ti+K − ti+1
Bi+1,K−1(r) . (2.30)

The B-spline BiK vanishes everywhere except for ti ≤ r < ti+K . On the subintervals
where it does not vanish, it is a piecewise polynomial of degree K − 1 at most. The
sum of all B-splines that do not vanish at a given poin r is unity. B-splines form a
basis of piecewise polynomials of degree K−1. For atomic physical calculations, the
knots ti are chosen such that their multiplicity at r = 0 and r = Rcav is K, that is
t1 = · · · = tK = 0 and tN+1 = · · · = tN+K = Rcav, and the knots inbetween form a
strictly increasing sequence. The distinct knots define a strictly increasing sequence
x1, . . . , xM of breakpoints where M = N −K + 2 and the first and last breakpoints
are x1 = 0 and xM = Rcav. For K > 1, which is the case for calculations in this
thesis, all B-splines vanish at r = 0 and r = Rcav except the first B-spline at r = 0
and the last B-spline at r = Rcav where they take the value one. This fact is often
used in the implementation of boundary conditions. Typically, for a fixed order K,
the index for the order is dropped and the ith B-spline is denoted as Bi, which will
be used in the following.
Using the notation of Section 2.2, the basis functions ui were chosen in Ref. [73]

as
ui(r) =

(
Bi(r)

0

)
, (2.31)

for i = 1, . . . , N , and as

ui(r) =
(

0
Bi(r)

)
, (2.32)

for i = N + 1, . . . , 2N . The MIT bag-model boundary conditions were imple-
mented adding boundary terms to the action in Eq. (2.17) which gave G(0) = 0
and G(Rcav) = −F (Rcav). The boundary terms added to the action were observed
to eliminate the so-called spurious states, which are part of the numerical spectrum
with nonphysical energies, that lie in the bound-state spectrum [72].
In Ref. [56], the basis set was chosen to be

ui(r) =
(

Bi(r)
1

2me

(
d
dr + κ

r

)
Bi(r)

)
, (2.33)

26



2.3. Finite basis sets constructed from B-splines

for i = 1, . . . , N , and

ui(r) =
(

1
2me

(
d
dr −

κ
r

)
Bi−N (r)

Bi−N (r)

)
, (2.34)

for i = N + 1, . . . , 2N , assuming that the nucleus is extended and not point-like, i.e.
the nuclear potential is bounded from below. This choice was called the dual kinetic
balance (DKB) approach [56]. It is argued in the reference that for this choice of the
basis functions, no spurious states occur in the numerical spectrum. For numerical
calculations in this thesis, we use the DKB approach.
In practical calculations, ommiting the first and last B-spline functions provides

the boundary conditions at the origin for |κ| = 1. For |κ| > 1, it is also necessary to
remove the second B-spline function as well. However, it is argued in Ref. [56] that
this has no effect on the result. Similarly, removing the last two B-splines would
give the boundary condition G(Rcav) = F (Rcav) = 0, which, according to Ref. [56],
does not effect the result as well. The radial wave functions in terms of B-spline
basis functions are given by

Gnκ(r) =
N−1∑
i=2

{
ci(nκ)Bi(r) + cN+i(nκ)

2me

[
B′i(r)−

κ

r
Bi(r)

]}
, (2.35)

Fnκ(r) =
N−1∑
i=2

{
ci(nκ)
2me

[
B′i(r) + κ

r
Bi(r)

]
+ cN+i(nκ)Bi(r)

}
. (2.36)

We will apply this basis set for the fully relativistic calculation of radiative correc-
tions.
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3. Self-Energy Calculations

In Chapter 1, we derived an expression for the correction to the energy level of a
bound electron in a H-like system induced by the emission and reabsorption of a
virtual photon using the TTGF formalism [65]. The result given in Eq. (1.94) was
that this self-energy shift is the expectation value of the self-energy operator with
respect to the atomic state minus a renormalization term. In general, this expression
is complex valued due to the radiative decay of atomic energy levels. Only the real
part of it contributes to the shift of the energy level. The imaginary part defines the
radiative transition width of an excited state and vanishes for the ground state [67].
Thus, the self-energy shift is given by

∆ESE = Re 〈a|
(
Σ(εa)− δmeγ

0
)
|a〉 . (3.1)

The matrix elements of the self-energy operator were introduced in Eq. (1.91). While
Eq. (1.91) gives a formal expression for the operator, it needs to be further simplified.
In particular, the divergencies of the operator need to be treated.
To this end, we reformulate the self-energy contribution from Eq. (1.93) in terms

of propagators as

〈a|Σ(εa) |a〉 = 2iα
∫
dω

∫
d3x

∫
d3y ψ†a(x)αµG(εa−ω,x,y)ανψa(y)Dµν(ω,x−y) ,

(3.2)
where ψa is the solutions of the statitonary Dirac equation in the presence of the
nuclear field representing the electronic state with corresponding energy eigenvalue
εa, G(ω) = S(ω)γ0 is the propagator of the electron in the field of the nucleus (see
Eq. (1.56)), Dµν is the photon propagator (see Eq. (1.10)), and αµ = γ0γµ.
The singularties of the self-energy operator in the frequency plane are depicted

in Fig. 3.1. The integral over ω in Eq. (3.2) extends over the whole real axis. The
photon propagator (with a ficticious photon mass to be taken to zero at the end)
gives branch cuts which approach the origin. The propagator of the electron in
the nuclear field has a branch cut from −∞ to −me which is slightly shifted to
the positive imaginary domain, poles for the bound states between 0 and me and
a branch cut from me to +∞, which are slightly shifted to the negative imaginary
domain. This corresponds to the Feynman prescription of the integration contour.
Since the argument of the electronic propagator in Eq. (3.2) is εa − ω, these poles
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3. Self-Energy Calculations

εa −me εa − ε1s

εa +me

0

Figure 3.1.: Poles and cuts of the self-energy operator in the frequency plane.

and branch cuts are mirrored at the origin and shifted by εa. In particular, the pole
corresponding to the reference state a lies on the imaginary axis.
The propagator G of the electron in the field of the nucleus can be writen as an

operator equation as [58]
G(ω) = 1

ω −H
, (3.3)

where the shifts into the imaginary plane of the poles and cuts are left out as they are
only required for Feynman prescription of the frequency integral. In this formula, H
denotes the Dirac Hamiltonian in the presence of the static nuclear field, which we
will call Dirac-Coulomb Hamiltonian for brevity. The Dirac-Coulomb Hamiltonian
is given by

H = H0 + V , (3.4)

where
H0 = −iα · ∇+ βme (3.5)

is the (free) Dirac Hamiltonian and where V is the potential energy resulting from the
interaction of the electron with the nucleus. The propagator can then be separated
as [58]

1
ω −H

= 1
ω −H0

+ 1
ω −H0

V
1

ω −H0
+ 1
ω −H0

V
1

ω −H
V

1
ω −H0

. (3.6)

The separation is diagrammatically depicted in Fig. 3.2 and contains a zero-potential
contribution, where the intermediate electron is a free electron, a one-potential con-
tribution, where the intermediate free electron interacts once with the nucleus, and a
remaining many-potential contribution, corresponding to the first, second and third
term on the right-hand side of Eq. (3.6), respectively. Correspondingly, we have that

〈a|Σ(εa) |a〉 = 〈a|Σ(0)(εa) |a〉+ 〈a|Σ(1)(εa) |a〉+ 〈a|Σ(2+)(εa) |a〉 , (3.7)
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3.1. The zero-potential contribution

= + +

Figure 3.2.: The expansion of the self-energy diagram in terms of zero-, one-, and
many-potential terms.

where Σ(0) denotes the zero-potential, Σ(1) denotes the one-potential, and Σ(2+)

denotes the many-potential contribution. This separation allows to treat the diver-
gences appearing in the expression for the self-energy contribution. The zero- and
one-potential terms can be regularized using well-known regularized expressions for
the self-energy and vertex functions in momentum space, while the many-potential
term is finite, as can be seen from power counting. In the following, we discuss each
of these terms separately. The derivation follows and combines the derivations and
methods of Refs. [57, 58, 75].
We assume that the potential energy function V is spherically symmetric. Note

that we will use in this chapter upright letters like p to denote four-momenta and
pµ for their components. The Feynman slash notation /p = γµpµ will be used.

3.1. The zero-potential contribution

The zero-potential contribution is given by the expression [58]

〈a|Σ(0)(εa) |a〉 =
∫

d3p

(2π)3 ψ̃
†
a(p)γ0Σ0(p)ψ̃a(p) , (3.8)

where p0 = εa, the wave function ψ̃a denotes the Fourier transform of ψa given by

ψ̃a(p) =
∫
d3xψa(x)e−ip·x , (3.9)

and Σ0 denotes the free-electron self-energy function, formally given by

Σ0(p) = −4πiα
∫

d4k

(2π)4
1

k2 + i0+γµ
/p− /k +me

(p− k)2 −m2
e + i0+γ

µ . (3.10)

This expression is infrared finite and thus we do not need to introduce a ficticious
photon mass. However, the expression is ultraviolet divergent.
The divergent parts are identified by regularizing the integral. We use dimensional

regularization with the space-time dimension d = 4 − 2ε, for some small positive
number ε. The result reads

Σ0(p) = δme −
α

π

∆
4 (/p−me) + Σ0,R(p) , (3.11)
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3. Self-Energy Calculations

where Σ0,R denotes the finite remainder,

δme = α

π

(3
4∆ + 1

)
me , (3.12)

and
∆ = 1

ε
− γE + ln

( 4π
me

)
, (3.13)

with γE being the Euler-Mascheroni constant. The divergent term δme is cancelled
by the renormalization counterterm in Eq. (1.94). The divergence due to Eq. (3.13)
is cancelled by the divergent part of the one-potential term discussed in the next
section. Thus, we only need to take the expectation value with respect to the finite
remainder

Σ0,R(p) = α

π

mea(%) + /pb(%)
4 , (3.14)

where (see, e.g., Ref. [58])

a(%) = 2
(

1 + 2%
1− % ln %

)
, (3.15)

b(%) = −2− %
1− %

(
1 + %

1− % ln %
)
, (3.16)

and
% = m2

e − p2

m2
e

. (3.17)

Using Eq. (3.8), where we substitute Σ0,R for Σ0, an explicit expression for the
zero-potential contribution can be obtained. To this end, note that the Fourier
transformed wave function can be written as

ψ̃nκm(p) = (−i)`

p

(
G̃nκ(p)Ωκm(p̂)
F̃nκ(p)Ω−κm(p̂)

)
, (3.18)

where 2` = |2κ+1|−1, the variable p = |p|, and p̂ = p/|p|. The Fourier transformed
radial wave functions read

G̃nκ(p) = 4π
∫ ∞

0
dr Gnκ(r)j`(pr)pr , (3.19)

and
F̃nκ(p) = −4π κ

|κ|

∫ ∞
0

dr Fnκ(r)j¯̀(pr)pr , (3.20)

where 2¯̀= |2κ− 1| − 1, and jk denotes the spherical Bessel function of first kind of
order k [76]. With this, we have the expression for the matrix element [58]

〈a|Σ(0)
R (εa) |a〉 = α

π

1
4(2π)3

∫ ∞
0

dp
{
a(%)[G̃2

a(p)− F̃ 2
a (p)]

+b(%)[εa(G̃2
a(p) + F̃ 2

a (p)) + 2 p G̃a(p)F̃a(p)]
}
, (3.21)

with the subscript R indicating that this term corresponds to the regularized part.
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3.2. The one-potential contribution

The one-potential contribution reads [58]

〈a|Σ(1)(εa) |a〉 =
∫

d3p′

(2π)3

∫
d3p

(2π)3 ψ̃
†
a(p′)γ0Γ0(p′, p)Ṽ (|p′ − p|)ψ̃a(p) , (3.22)

where p′0 = p0 = εa, the function Ṽ is the Fourier transform of the potential energy
function V , and Γµ denotes the free-electron vertex function formally given by the
expression

Γµ(p′,p) = −4πiα
∫

d4k

(2π)4
1

k2 + i0+γν
/p′ − /k +me

(p′ − k)2 +m2
e + i0+γ

µ

× /p− /k +me

(p− k)2 +m2
e + i0+γ

ν . (3.23)

Again, this expression is infrared finite, but ultraviolet divergent and dimensional
regularization gives [58]

Γµ(p′, p) = α

π

∆
4 γ

µ + ΓµR(p′,p) , (3.24)

where ∆ is given in Eq. (3.13), and ΓµR denotes the finite remainder.
The divergent term cancels the remaining divergent term of the zero-potential

contribution. To see this, consider the Fourier transform of the stationary Dirac
equation in the presence of the nuclear field, given in Eq. (1.51), for the wave function
ψa. The Fourier transformed equation reads

(/p−me)ψ̃a(p) =
∫

d3p′

(2π)3 γ
0Ṽ (|p− p′|)ψ̃a(p′) , (3.25)

which implies that the divergent part of the zero-potential contribution is cancelled
by the divergent part of the one-potential contribution.
The finite remainder of the free-electron vertex function can be written in the

form[58]

ΓµR(p′, p) = α

π

1
4[Aγµ+ /p′(B1p

′µ+B2p
µ)+/p(C1p

′µ+C2p
µ)+D/p′γµ/p+H1p

′µ+H2p
µ] ,

(3.26)
where

A = C24−2+p′2C11+p2C12+4(p′ ·p)(C0+C11+C12)+m2
e(C11+C12−2C0) , (3.27)

B1 = −4(C11 + C21) , (3.28)

B2 = −4(C0 + C11 + C12 + C23) , (3.29)
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C1 = −4(C0 + C11 + C12 + C23) , (3.30)

C2 = −4(C12 + C22) , (3.31)

D = 2(C0 + C11 + C12) , (3.32)

H1 = 4me(C0 + 2C11) , (3.33)

H2 = 4me(C0 + 2C12) , (3.34)

and
C0 =

∫ 1

0

dy

(yp′ + (1− y)p)2 (− lnX) , (3.35)(
C11
C12

)
=
∫ 1

0

dy

(yp′ + (1− y)p)2

(
y

1− y

)
(1− Y lnX) , (3.36)

C21
C22
C23

 =
∫ 1

0

dy

(yp′ + (1− y)p)2

 y2

(1− y)2

y(1− y)

[Y (1− Y lnX)− 1
2

]
, (3.37)

C24 = −
∫ 1

0
dy ln

(
1− y(1− y)(p′ − p)2

m2
e

)
, (3.38)

with
X = 1 + 1

Y
, (3.39)

and
Y = m2

e − yp′2 − (1− y)p2

(yp′ + (1− y)p)2 . (3.40)

In principal, the coefficients Cij can be related to C0, which in turn can be ex-
pressed in terms of the dilogarithm function [75]. However, we calculate these co-
efficients numerically, using numerical quadrature routines from the library Quad-
pack [77], since it is mentioned in Ref. [58] that this is safer. Note that the denomi-
nator (yp′ + (1 − y)p)2 has zeros in the interval of integration, which are cancelled
by correspoding zeros of the numerators. These cancellations are taken into account
explicitly in the numerical evaluation.
Using Eq. (3.26), we obtain that

ψ̃†a(p′)γ0Γ0
R(p′, p)ψ̃a(p) = α

π

1
4
[
F1(p′, p, ξ)Ω†κama(p̂′)Ωκama(p̂)

+F2(p′, p, ξ)Ω†−κama(p̂′)Ω−κama(p̂)
]
, (3.41)

where

F1(p′, p, ξ) = AG̃′aG̃a + εa(B1 +B2)(εaG̃′a + p′F̃ ′a)G̃′a + εa(C1 + C2)
× G̃′a(εaG̃a + pF̃a) +D(εaG̃′a + p′F̃ ′a)(εaG̃a + pF̃a) + εa(H1 +H2)G̃′aG̃a , (3.42)
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F2(p′, p, ξ) = AF̃ ′aF̃a + εa(B1 +B2)(εaF̃ ′a + p′G̃′a)F̃ ′a + εa(C1 + C2)
× F̃ ′a(εaF̃a + pG̃a) +D(εaF̃ ′a + p′G̃′a)(εaF̃a + pG̃a) + εa(H1 +H2)F̃ ′aF̃a , (3.43)

where G̃′a, F̃ ′a and G̃a, F̃a are shorthand notations for G̃a(p′), F̃a(p′) and G̃a(p), F̃a(p),
respectively, and ξ denotes the cosine of the angle between p′ and p, that is

ξ = p′ · p
p′p

. (3.44)

The expression in Eq. (3.41) can be simplified by using the summation rule [58]

4π
2|κ|

∑
m

Ω†κm(p̂′)Ωκm(p̂) = P`(ξ) , (3.45)

where P` denotes the Legendre polynomial of order `. With this, we obtain that [58]

〈a|Σ(1)
R (εa) |a〉 = α

π

1
4(2π)5

∫ ∞
0

dp′ p′
∫ ∞

0
dp p

∫ +1

−1
dξ Ṽ (q)

× [F1(p′, p, ξ)P`(ξ) + F2(p′, p, ξ)P¯̀(ξ)] , (3.46)

where
q = |p′ − p| =

√
p′2 + p2 − 2p′pξ . (3.47)

3.3. The many-potential contribution

The many-potential contribution is given by

〈a|Σ(2+)(εa) |a〉 = 2iα
∫
dω

∫
d3x

∫
d3y ψ†a(x)αµG(2+)(εa − ω,x,y)ανψa(y)

×Dµν(ω,x− y) , (3.48)

which is obtained from Eq. (3.2) by replacing the propagator G of the electron in
the field of the nucleus by the many-potential contribution G(2+) to the propagator,
which is the last term in Eq. (3.6). That is, we have as an operator equation

G(2+)(ω) = 1
ω −H0

V
1

ω −H
V

1
ω −H0

. (3.49)

The spectral representation of this expression is given by

G(2+)(ω) =
∑
α,β,i

|α〉 〈α|V |i〉 〈i|V |β〉 〈β|
(ω − εα)(ω − εi)(ω − εβ) , (3.50)

where |α〉 and |β〉 represents eigenstates of the free Dirac HamiltonianH0 with eigen-
values εα and εβ, respectively, and |i〉 represents eigenstates of the Dirac-Coulomb
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Hamiltonian H with eigenvalues εi. Substituting this spectral representation into
Eq. (3.48), we obtain that [57]

〈a|Σ(2+)(εa) |a〉 = i

2π

∫
dω

∑
α,β,i

〈i|V |β〉 〈aβ| I(ω) |αa〉 〈α|V |i〉
(εa − ω − εαu+)(εa − ω − εiu+)(εa − ω − εβu+) ,

(3.51)
where we introduced the notation u+ = 1− i0+ for brevity.
Compared to the self-energy operator Σ in Eq. (3.2), we have the appearance of

free-electron propagators which contribute cuts from −∞ to −me and from me to
+∞. Thus, the many-potential contribution Σ2+ has the same poles and cuts as Σ,
which are depicted in Fig. 3.1.
We can further simplify the expression in Eq. (3.51) by introducing frequency-

dependent effective basis functions [57, 58]∣∣∣φ(±)
i (ω)

〉
=
∑
α

〈α|V |i〉
ω − εα(1∓ i0+) |α〉 . (3.52)

With this definition, Eq. (3.51) takes the form

〈a|Σ(2+)(εa) |a〉 = i

2π

∫
dω

∑
i

〈
aφ

(−)
i (εa − ω)

∣∣∣ I(ω)
∣∣∣φ(+)
i (εa − ω)a

〉
εa − ω − εi(1− i0+) . (3.53)

Assuming that the nuclear potential is spherically symmetric, the matrix elements
of the potential energy are given by

〈a|V |b〉 =
∫ ∞

0
dr V (r)[Ga(r)Gb(r) + Fa(r)Fb(r)]δκaκbδmamb , (3.54)

that is, they are diagonal in the relativistic angular momentum and magnetic quan-
tum numbers. This implies that the effective basis functions in Eq. (3.52) have the
same angular dependence as the eigenstate |i〉, and the expression in Eq. (3.52) only
amounts to a correction of the radial wave functions.
We can further simplify Eq. (3.53) by performing the angular integrations explic-

itly. This will leave only radial integrations for numerical evaluation. To this end,
the photon interaction operator is expanded in a partial-wave series. The resulting
expressions are given in Appendix B. The expression in Eq. (3.53) becomes

〈a|Σ(2+)(εa) |a〉 = iα

2π
∑
κi,ni

(−1)ji−ja
2ja + 1

∫
dω

×
∑
L

(−1)L
RL

(
ω; aφ(−)

i (εa − ω)φ(+)
i (εa − ω)a

)
εa − ω − εi(1− i0+) , (3.55)

where the sum over L runs from |ja − ji| to ja + ji, and the function RL defined in
Eq. (B.5) of the Appendix B involves radial integrals.
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εa − ε1s

0

CH

CL

εa −me

εa +me

Figure 3.3.: Contour of integration for the many-potential term in the frequency
plane. The contour of integration is comprised of a low-energy part CL
and a high-energy part CH.

To perform the frequency integration, we use a Wick rotation to rotate the contour
of integration from the real axis to the complex plane. This allows to avoid oscillatory
integrals in favor of strongly decaying functions. We use the contour from Ref. [58].
The contour is depicted in Fig. 3.3. It is comprised of a low-energy part CL and
a high-energy part CH. The contour CL is chosen such that the poles from the
bound-electron propagator coming from bound states n with εn < εa are avoided.
This makes the calculation applicable to an arbitrary initial bound state without the
necessity to subtract residues due to poles arising from bound states n with εn < εa.
The contour CH connects to the contour CL at points on the plane with real part ε0
and goes vertically to ±∞.

In practical calculations, after taking all limits, the contour CH extends from
ε0 − i∞ to ε0 + i∞. The contour CL is given by the parametrization of an elipse

ω = ε0
2

(
1 + δe−iϕ√

δ2 cos2 ϕ+ sin2 ϕ

)
, (3.56)

where the parameter ϕ runs from 0 to π for the lower part and from π to 0 for the
upper part of the contour. The parameters are ε0 and δ are free parameters which are
adjusted to achieve optimal numerical efficiency. We use the values ε0 = εa− 0.9ε1s
and δ = εa/(5n1/3

a ) from Ref. [58] for these parameters, where ε1s is the ground-state
Dirac energy and na is the principal quantum number of the reference state.
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3.4. Numerical calculations

One sees from the formulas in Eq. (3.21) and Eq. (3.46) that we need the Fourier
transforms of the reference state wave function to calculate the zero- and one-
potential contributions. According to Eq. (3.18), this amounts to calculating spher-
ical Bessel transforms given in Eqs. (3.19) and (3.20) of the radial wave functions.
In our numerical treatment, the radial wave functions are determined in a cavity

of radius Rcav using the DKB approach (see Chapter 2). Therefore, the integral in
Eqs. (3.19) and (3.20) extends only up to Rcav, that is

G̃nκ(p) = 4π
∫ Rcav

0
dr Gnκ(r)j`(pr)pr , (3.57)

and
F̃nκ(p) = −4π κ

|κ|

∫ Rcav

0
dr Fnκ(r)j¯̀(pr)pr . (3.58)

The interval from 0 toRcav is divided into subintervals by the sequence of breakpoints
0 = x1 < x2 < · · · < xM = Rcav and the integrals in Eqs. (3.57) and (3.58) are
expressed as sums of integrals over each of the subintervals. Using the expansion
of the radial wave functions in terms of B-spline basis function given in Eqs. (2.35)
and (2.36) the fact that B-splines of order K are polynomials of degree at most
K − 1 on each of these subintervals, we can reduce the computation of the integrals
over each of the subintervals to the computation of elementary integrals.

To this end, we note that a linear combination of B-spline basis functions can be
expressed as

N∑
i=1

ciBi(x) =
K−1∑
k=0

ckj(x− xj)k , (3.59)

for xj ≤ x < xj+1. The terms (x−xj)k can be expanded using the binomial theorem
to obtain

K−1∑
k=0

ckj(x− xj)k =
K−1∑
s=0

dsjx
s , (3.60)

where the coefficients dsj are given by

dsj =
K−1∑
k=s

(
k

s

)
(−xj)k−sckj . (3.61)

In this manner, we can write

xGnκ(x) =
K∑
s=0

gsj(nκ)xs , (3.62)

xFnκ(x) =
K∑
s=0

fsj(nκ)xs , (3.63)
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3.4. Numerical calculations

for xj ≤ x < xj+1. The expansion coefficients gsj(nκ) and fsj(nκ) can be obtained
from the expansion of the radial wave functions in terms of B-spline basis function in
Eqs. (2.35) and (2.36) using Eqs. (3.59)-(3.61). With these definitions, the spherical
Bessel transforms of the radial wave functions read

G̃nκ(p) = 4π
M−1∑
j=1

K∑
s=0

gsj(nκ)Js`(pxj+1)− Js`(pxj)
ps

, (3.64)

F̃nκ(p) = −4π κ

|κ|

M−1∑
j=1

K∑
s=0

fsj(nκ)Js¯̀(pxj+1)− Js¯̀(pxj)
ps

, (3.65)

where
Js`(x) =

∫ x

0
dt tsj`(t) . (3.66)

The functions Js` are calculated iteratively (see also Ref. [78]). For ` = 0, we have
that j0 = sincx and

Js0(x) =
∫ x

0
dt ts−1 sin t . (3.67)

For s = 0, we obtain J00(x) = Six, where Si is the sine integral function [76]. The
values Js0(x) for s > 0 are determined iteratively starting from J00(x) and using
partial integration. For ` > 0 and s = 0, we use the recurrence relation [76]

(`+ 1)j`(x) = x[j`−1(x)− j′`(x)] , (3.68)

and partial integration to obtain

J0`(x) = J1,`−1(x)− xj`(x)
`

. (3.69)

For ` > 0 and s > 0, we use the recurrence relation [76]

j`(x) = `− 1
x

j`−1(x)− j′`−1(x) , (3.70)

and, again, partial integration to obtain

Js`(x) = (`+ s− 1)Js−1,`−1(x)− xkj`−1(x) . (3.71)

The calculation of the zero-potential contribution using Eq. (3.21) is then straight-
forward. We use Quadpack [77] routines to perform the integration. For the calcu-
lation of the one-potential contribution using Eq. (3.46), we need to do some further
simplification. First of all, if % denotes the spherically symmetric nuclear charge
density normalized to one, then we have for the Fourier transform of the potential
energy function

Ṽ (q) = −4πZα%̃(q)
q2 . (3.72)
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3. Self-Energy Calculations

In particular, for a homogeneously charged sphere as the model for the nucleus, that
is

%(x) = 3
4πR3

nucl
Θ(Rnucl − |x|) , (3.73)

where Rnucl denotes the nuclear radius, we obtain for its Fourier transform

%̃(q) = 3 j1(qRnucl)
qRnucl

. (3.74)

Substituting Eq. (3.72) into the Eq. (3.46), we see that the one-potential term is of
the form

〈a|Σ(1)(εa) |a〉 =
∫ ∞

0
dp′

∫ ∞
0

dp

∫ +1

−1
dξ
p′p

q2 %̃(q)f(p′, p, ξ) , (3.75)

with an integrable singularity of the integral over ξ at q = 0. To remove the singu-
larity, we perform a substitution similar to the one in Ref. [57] given by

ξ = p′2 + p2 − e−2v

2p′p , (3.76)

where the variable v runs from vmin = − ln(p′ + p) to vmax = − ln(|p′ − p|). This
transforms Eq. (3.75) into

〈a|Σ(1)(εa) |a〉 =
∫ ∞

0
dp′

∫ ∞
0

dp

∫ vmax

vmin
dv %̃(e−v)f(p′, p, ξ(p′, p, v)) . (3.77)

This means, that the one-potential contribution takes the form

〈a|Σ(1)(εa) |a〉 =
∫ ∞

0
dp′

∫ ∞
0

dp g(p′, p) , (3.78)

with a function g that satisfy g(p′, p) = g(p, p′). This symmetry implies that we can
transform the integral over p′ and p into

〈a|Σ(1)(εa) |a〉 =
∫ ∞

0
dx

∫ x

0
dy g

(
x+ y

2 ,
x− y

2

)
. (3.79)

Finally, we transform the integral over x to the interval 0 ≤ s < 1 by substituting
x = tan(πs/2). The integrals are numerically computed using routines from the
library Quadpack [77].
For the calculation of the many-potential contribution using Eq. (3.55), we follow

the finite basis set approach of Ref. [57]. However, we use basis sets obtained from
the DKB approach rather than the ones used in Ref. [57]. We need basis sets for
free electrons and for electrons in the static field of the nucleus. We use these basis
sets to construct the frequency-dependent effective basis functions in Eq. (3.52). In
practical calculations, we use twenty more basis functions for the electrons in the

40



3.5. Results and summary

Table 3.1.: Self-energy corrections for various H-like ions in terms of the dimension-
less function FSE defined in Eq. (3.80). The nucleus is modeled to be
a homogeneously charged sphere. We compare our calculations to the
results of Refs. [79, 80].

Ion RRMS [fm] 1s1/2 2s1/2 2p1/2 Refs.

Fe26+ 3.730 2.783 8(1) 3.059(2) −0.077(2)
2.783 766(1) 3.059 29(1) −0.076 22(1) [79, 80]

Xe53+ 4.826 1.781 9(2) 2.160(1) 0.025 6(2)
1.781 866(1) 2.160 775(1) 0.025 616(1) [79, 80]

Pb81+ 5.505 1.487 3(2) 2.065 3(3) 0.205 6(2)
1.487 258(1) 2.065 327(1) 0.205 610(1) [79, 80]

U91+ 5.863 1.472 4(1) 2.170 4(3) 0.316 9(1)
1.472 424(1) 2.170 404(2) 0.316 858(1) [79, 80]

field of the nucleus as compared to the free electrons as this was observed to improve
the calculation in Ref. [57]. The convergence of the calculated value for the many-
potential contribution is tested by performing the calculation for increasing number
of basis functions in the basis set.
The many-potential term is a series in the angular quantum number κ. We com-

pute the sequence of terms and group them according to their angular momentum
quantum number `. That is, we have that κ = −1 for ` = 0 and we have that κ = `

or κ = −(`+ 1) for ` > 0. The terms involve an integral over the photon frequency
ω along the contour CL and CH, for which we use again routines from the library
Quadpack [77]. The series over ` is truncated at some maximal value `max and the
remainder is extrapolated from the calculated terms by fitting polynomials in 1/`
to these terms.

3.5. Results and summary

Following common notations, we express the self-energy correction in terms of a
dimensionless function FSE given by the equation

∆ESE = α

π

(Zα)4

n3
a

FSE(Zα)me , (3.80)

where na is the principal quantum number of the reference state.
For calculations of the self-energy correction with an extended nucleus, we use

the homogeneously charged sphere as the model for the nuclear charge distribution.
In Table 3.1 we present numerical results for this correction for various H-like ions.
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3. Self-Energy Calculations

Table 3.2.: Self-energy corrections for H-like ions in terms of the dimensionless func-
tion FSE for a point-like nucleus. The calculations are compared to results
from Ref. [58].

Ion 4f5/2 5f5/2 4f7/2 4f7/2 Ref.

W73+ −0.021(2) −0.020(3) 0.022(3) 0.024(1)
−0.019 8(4) −0.018 4(7) 0.023 1(4) 0.024 7(7) [58]

U91+ −0.019(2) −0.019(2) 0.023(2) 0.03(2)
−0.018 9(2) −0.017 5(5) 0.024 5(2) 0.026 2(5) [58]

We compare our results to the ones of Refs. [79, 80], where an approach based on
position-space expressions for the self-energy shift together with expansions in the
nuclear coupling strength Zα has been employed. We use the same values for the
nuclear RMS radii as given in Ref. [80]. We see that our calculations agree with the
one of Refs. [79, 80] to the precision we achieve. There are even more precise results
in Ref. [81], where an approach developed in Ref. [82] has been used. Within this
approach, the many-potential contribution to the propagator of the electron in the
field of the nucleus is separated into an approximate part, which can be treated ex-
plicitly without performing a partial-wave expansion, and a remainder term, which
is expanded in a partial-wave series with enchanced convergence. However, our pur-
pose is not to reach utmost numerical precision, but to provide a versatile method
capable of yielding self-energy results for arbitrary bound-electron states. Uncer-
tainties arising from the screening potential approximation to be introduced later in
this chapter are larger than the numerical uncertainty of the self-energy calculations.
We are also interested in the quality of our method when the reference state

is highly excited. To this end, we tabulate calculations for f (` = 3) states in
Table 3.2 and compare our results to the ones of Ref. [58], where a method based on
the evaluation of the many-potential contribution to the propagator of the electron
in the field of the nucleus has been employed. As the calculations in Ref. [58] have
been performed for point-like nuclei, we also treat the nucleus as effectively point-like
by choosing the nuclear radius small enough. We see that our results are consistent
with the results of Ref. [58] within the precision we achieve.
In a multi-electron configuration, where there is one valence electron over closed

shells, we use the screening potential approximation to account for the interactions
between the valence electron and the core electrons. In this approximation, the
charge density of the core electrons generates a spherically symmetric potential which
screens the potential of the nucleus. If Vscr denotes the resulting potential energy
function, then self-energy corrections to the valence electron are obtained by using
the methods detailed in this chapter with the substitution of V + Vscr instead of V .
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3.5. Results and summary

Table 3.3.: Screened self-energy corrections for Na-like Pt67+ and Li-like U89+. A
core-Hartree potential is used for the screening. The results are expressed
in eV and compared to the results of Ref. [57].

Pt67+ U89+

Term 3s1/2 3p3/2 2s1/2 2p1/2 Ref.

Zero-potential −97.404 109(5) −96.951 860 0(5) −246.7831 −284.5500
−97.40 −96.95 −246.78 −284.55 [57]

One-potential 72.550 61(28) 67.051 58(28) 188.6148 169.0079
72.55 67.05 188.62 169.01 [57]

Many-potential 32.660(5) 30.912(5) 120.832(1) 124.115
32.64(6) 30.89(6) 120.80(6) 124.09(6) [57]

Total 7.807(5) 1.011(5) 62.664(1) 8.573
7.79(6) 0.99(6) 62.64(6) 8.54(6) [57]

In Table 3.3, we tabulate calculations of the screening effect using a core-Hartree (CH)
potential as screening potential. That is, we set Vscr = VCH, where the core-Hartree
potential is given by

VCH(r) = 4πα
∫ ∞

0
dr′ r′2

%core(r′)
r>

, (3.81)

where r> is the larger one of r and r′, and %core denotes the combined radial charge
densities of the core electrons. Explicitly, we have that

%core(r) = 1
4πr2

∑
c∈core

(2jc + 1)[G2
c(r) + F 2

c (r)] . (3.82)

The radial wave functions of the core electrons are obtained from Dirac-Fock cal-
culations performed with the grasp2K atomic structure package [83]. We tabulate
in Table 3.3 calculations for Na-like Pt67+ and Li-like U89+ and compare our cal-
culations with the results of Ref. [57]. We list the zero-, one-, and many-potential
contributions separately. We see that our results agree with the results of Ref. [57].
Our results are also more precise as we use more terms in the partial-wave expansion
of the many-potential term.
Again, since we are interested in the quality of our calculations for highly-excited

states, we compare our calculations to the results in Ref. [85]. There, a Kohn-
Sham (KS) potential was used for the screening effect. That is, we have Vscr = VKS,
where

VKS(r) = 4πα
∫ ∞

0
dr′ r′2

%cv
r>
−
[ 3
π
r3%cv(r)

] 1
3 α

r
, (3.83)
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Table 3.4.: Screened self-energy corrections for Cu-like ions in terms of the dimen-
sionless function FSE. A Kohn-Sham potential is used for the screening.
The nucleus is modeled to be a homogeneously charged sphere in our
calculations. The RMS radii are taken from Ref. [84]. We compare our
calculations to the results of Refs. [85], where the nuclear charge distri-
bution is of Fermi-Dirac type. The RMS radii used are not given in the
reference.

Ion RRMS [fm] 4d3/2 4d5/2 Refs.

Sn21+ 4.6519 −0.012(2) 0.006(1)
−0.0117 0.0060 [85]

Nd31+ 4.9421 −0.0143(2) 0.011(1)
−0.0143 0.0109 [85]

where the density %cv also includes the valence electron and is given by

%cv(r) = %core(r) + G2
v(r) + F 2

v (r)
4πr2 , (3.84)

with Gv and Fv denoting the radial wave functions of the valence electron. The
radial wave functions are again obtained from Dirac-Fock calculations [83]. Our
results are consistent with the results of Ref. [85].

After establishing that our calculations accurately reproduce prior calculations of
the self-energy contribution for single-electron systems as well in the screening ap-
proximation, we discuss the calculation of the self-energy correction to the binding
energy of Rb-like 131Xe17+. The ground state of 131Xe18+ is a Kr-like configura-
tion with [Ar]3d104s24p6. The additional electron in Rb-like 131Xe17+ is in the
state 4d3/2. Note that the valence shell is filled according to Coulomb ordering. The
leading single-electron contribution to the self-energy correction is −16(2) meV. We
performed the screening calculation with the core-Hartree and Kohn-Sham poten-
tials. For the prior, we obtained for the correction −4.3(1) meV and for the latter
−4.7(1) meV. In our calculations, we model the nucleus as a homogeneously charged
sphere and take the RMS radius from Ref. [84]. In total, the self-energy correction
to the binding energy of 131Xe17+ is approximately 21 meV. The measured value of
the total binding energy in Ref. [4] is 432.4(1.3)(3.4) eV. Thus, the leading QED ef-
fect of self-energy correction is not visible at this level of precision, however, it will
be relevant for projected experiments with xenon ions in higher ionization states
employing the PENTARAP Penning-trap setup [86].
Recently, the PENTATRAP experiment observed a long-lived metastable elec-

tronic state in 187Re29+ [2]. The electronic excitation energy was determined by
measuring the mass difference between the ground and excited state of the ion. The
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ground state is given by the configuration [Kr]4d10 with a total angular momentum
of J = 0. The excited state is given by the configuration [Kr]4d94f1 with a total
angular momentum of J = 5, where an electron is excited from the 4d5/2 state to
the 4f5/2 state. We calculate the self-energy shift by considering the electron in the
4d5/2 state for the ground state and in the 4f5/2 state for the excited state, while all
remaining electrons screen the nucleus. We use again the core-Hartree and Kohn-
Sham screening potentials. Our result for the ground-state self-energy contribution
is 18.49(5) meV using the core-Hartree, and 20.35(8) meV using the Kohn-Sham
potential. For the excited state, we obtain −8.7(2) meV with the core-Hartree, and
−9.8(2) meV with the Kohn-Sham potential. Thus, the contribution to the elec-
tronic excitation energy is of approximately −30 meV. The measured value of the
excitation energy in Ref. [2] is 202.2(1.7) eV. Thus, the self-energy effect is not yet
visible at the current level of experimental precision.
Besides self-energy corrections to energy levels, we are also interested in correc-

tions to the g factor. The first-order self-energy corrections to the g factor as well
as second-order self-energy corrections to energy levels involve a subset of diagrams
where the external wave functions are perturbed due to the self-energy effect. The
self-energy correction of |a〉 is given by

|δSEa〉 =
εn 6=εa∑
n

〈n|Σ(εa) |a〉
εn − εa

|n〉 . (3.85)

In contrast to our considerations in this chapter, one needs nondiagonal matrix
elements of the self-energy operator in this case. The numerical calculations of
these self-energy corrected wave functions were considered in Ref. [3] and used in
Ref. [5]. In Ref. [3], besides implementing numerical Fourier transforms of the wave
functions (albeit in a different way than explained in Section 3.4), we observed that
the self-energy corrected wave functions admit an asymptotic form for large radii r,
which is proportional to some power of r multiplied by the radial wave functions.
Numerical calculations and analysis by N. S. Oreshkina showed, that [3](

δSEGa(r)
δSEFa(r)

)
∝ α

π
r

(
Ga(r)
Fa(r)

)
, (3.86)

for large r and fits to numerical calculations allowed to determine the proportionality
constant. This then helped to improve the numerical calculations.
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4. The g Factor of Lithium- and
Boronlike Ions

The following discussion and the results have been accepted for publication (see
Ref. [1]) and the text is to a large extent verbatim with some modifications and
extensions to make it more accessible. The results for B-like 40Ar13+ have been
published separately in a collaborative work in Ref. [6]. Note that we are using
units in which me = 1 in this chapter.

4.1. Relativistic g factor

We consider the Zeeman shift of an energy level of an atom with a spinless nucleus.
The contribution to the Zeeman shift which is linear in the external magnetic field
is parametrized in terms of the g factor of the atom by the equation

∆E = g µB〈J ·B〉 , (4.1)

where ∆E is the energy shift, J is the operator of the total angular momentum, B
is the external magnetic field, µB = |e|/2 denotes the Bohr magneton, and g is the
g factor. The g factor is determined by computing the Zeeman energy splitting and
solving Eq. (4.1) for g.

The relativistic interaction of an electron with the homogeneous external magnetic
field is given by

Vmag(r) = −eα ·A(r) , (4.2)

where A is the vector potential A(r) = (B × r) /2. Assuming that the magnetic
field is directed along the z axis, Vmag reduces to

Vmag(r) = µBBz (r ×α)z . (4.3)

An ab initio QED theory of the g factor of an atom can be formulated e.g. within
the two-time Green’s function formalism [65]. Within this formalism, the Zeeman
energy splitting is calculated.
To leading order (i.e. linear in the magnetic field and at the tree level), the Zeeman

energy splitting of an atomic state |a〉 is given by the matrix element 〈a|Vmag |a〉,
where a labels the collection of quantum numbers n, κ,m defining an atomic state.
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Figure 4.1.: The Feynman diagram representing the leading contribution to the
bound-electron g factor. A wavy line with a triangle represents an in-
teraction with the external magnetic field.

While we need only the diagonal matrix elements of the magnetic interaction po-
tential Vmag for the g factor, it is useful to give a slightly more general expression
for later considerations where the principal quantum numbers of the states differ.
Namely

〈nκm|Vmag
∣∣n′κm〉 = µBBzm

κ

j(j + 1)

∫ ∞
0

dr r[Gnκ(r)Fn′κ(r) + Fnκ(r)Gn′κ(r)] ,

(4.4)
where the functions Gnκ and Fnκ are the radial components of the electronic wave
function given in Eq. (2.11).

4.1.1. Dirac value and nuclear size contribution

The leading contribution to the g factor of an alkali-like (or monovalent) atom or
ion arises through the interaction of the valence electron with the external mag-
netic field. The corresponding Feynman diagram is depicted in Fig. 4.1. Within
the approximation of non-interacting electrons, contributions resulting from the in-
teraction of the closed-shell core electrons with the external magnetic field cancel
in the final sum, since electrons with opposite spin projections induce contributions
of the same magnitude but of opposite sign. Therefore, only the contribution of
the valence electron remains. For this reason, the g factor of the whole alkali-like
atom is often termed as the bound-electron g factor (assuming that of the valence
electron).
The leading (Dirac) contribution to the bound-electron g factor of an alkali-like

atom with the valence state characterized by the quantum numbers n and κ is

gD = 2κ
j(j + 1)

∫ ∞
0

dr r Gnκ(r)Fnκ(r) , (4.5)

which is obtained from Eqs. (4.1) and (4.4).
For a point-like nucleus, the integral in Eq. (4.5) can be evaluated analytically,

with the result [25, 87]

gD(pnt) = κ

2j(j + 1) (2κεnκ − 1) , (4.6)
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where εnκ is the Dirac energy of the reference state. In particular, for the 2s and
2p1/2 states relevant for this chapter, they are

ε2s = ε2p1/2 =
√

1 + γ

2 (4.7)

where γ =
√

1− (Zα)2.
The nuclear size correction to the point-nucleus Dirac value is determined as the

difference of Eq. (4.5) evaluated numerically for an extended nuclear charge distri-
bution and the point-nucleus result of Eq. (4.6). We mostly use the homogeneously
charged sphere as the model for an extended nucleus with the RMS radii taken from
Ref. [84]. We estimate the dependence on the model by also using the two-parameter
Fermi distribution and find it to be insignificant compared to the uncertainties as-
sociated with other contributions.

4.1.2. First-order interelectronic interaction

Interactions among the electrons in a multi-electron ion result in a contribution to
the bound-electron g factor. These interactions can be classified according to the
number of exchanged photons and the associated perturbation parameter is 1/Z,
i.e., the ratio of the strength of the electron-electron Coulomb repulsion and the
strength of the Coulomb interaction with the nucleus.
We calculate the leading one-photon exchange contribution, which corresponds to

the first-order perturbation correction in the parameter 1/Z. A typical contributing
diagram is depicted in Fig. 4.2. As seen in the figure, the computation of the one-
photon exchange contribution reduces the many-electron problem to a two-electron
one, where one of the core electrons interacts with the valence electron in addition
to the interaction with the external magnetic field. Analogous contributions from
the exchange between core electrons vanish, again, identically after summing over
the momentum projections of the closed-shell core states.
The one-photon exchange contribution to the Zeeman shift of an energy level can

be expressed as the sum of an irreducible and a reducible part; the corresponding
formulas were derived in Ref. [53] using the two-times Green’s function formalism.
Alternatively, one can start from the contribution of the interelectronic interaction
to the level energy (see Section 1.4) and systematically consider the perturbations of
each of the matrix elements. This approach has the additional advantage that it also
provides a numerical algorithm to evaluate the contributions. We used this second
approach to verify the formulas of Ref. [53] and to compute these contributions.
The idea behind this approach is that diagrams of the kind depicted in Fig. 4.2
correspond to first-order contributions in diagrams corresponding to corrections to
the level energy with the electronic states being solutions of the Dirac equation in
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Figure 4.2.: A typical Feynman diagram representing the one-photon interelectronic-
interaction contribution to the bound-electron g factor. Only diagrams
where one of the electrons is the valence electron and the other one a
core electron contribute.

the static nuclear field and in the external magnetic field. Then, the formula for the
shift of the level energy is expanded perturbatively to obtain the contribution to the
bound-electron g factor.

The irreducible part arises from the first-order perturbative correction to the
bound-electron wave function |a〉 7→ |a〉+ |δa〉, with

|δa〉 =
εn 6=εa∑
n

〈n|Vmag |a〉
εa − εn

|n〉 , (4.8)

where a is either a core-electron state c or a valence-electron state v, and the sum-
mation label n runs over the whole electronic spectrum including all bound states
except the reference state a. The irreducible contribution is then given by

∆E(1)
int,irr = 2

∑
c

(
〈vc| I(0) |δvc〉−〈cv| I(∆vc) |δvc〉+〈vc| I(0) |vδc〉−〈cv| I(∆vc) |vδc〉

)
,

(4.9)
where the summation is carried out over all core states, ∆vc = εv−εc is the difference
between the unperturbed (Dirac) energy levels of the valence and core electrons,
and I is the operator of the electron-electron interaction introduced in Eq. (1.90).
The reducible contribution arises from first-order perturbations of the energies of

the core and valence electrons by the magnetic interaction, εa 7→ εa + 〈a|Vmag |a〉.
It is given by

∆E(1)
int,red =

∑
c

〈cv| I ′(∆vc) |vc〉
(
〈c|Vmag |c〉 − 〈v|Vmag |v〉

)
, (4.10)

where the prime on I ′(ω) denotes the derivative with respect to ω.
For the numerical computation of the one-photon exchange correction we solve

the radial Dirac equation using basis sets constructed from B splines within the dual
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Table 4.1.: First-order interelectronic-interaction contribution to the bound-electron
g factor of the ground state of Li- and B-like ions. The uncertainties
account for uncertainties in the nuclear RMS radii and numerical errors.

Electron correlation of order (1/Z)1

Z Li-like B-like

18 0.000 414 450 489 (3) 0.000 657 531 117 (1)
20 0.000 461 147 896 (3) 0.000 731 996 913 (1)
24 0.000 555 185 23 (1) 0.000 882 350 695 (5)
32 0.000 746 458 66 (1) 0.001 190 274 990 (5)
54 0.001 306 216 8 (4) 0.002 118 178 3 (3)
82 0.002 148 290 (1) 0.003 654 888 (2)
92 0.002 509 828 (7) 0.004 393 71 (1)

kinetic balance (DKB) approach [56, 73]. This approach is particularly suited for
the computation of spectral sums as in Eq. (4.8). In our numerical treatment of the
radial Dirac equation we take the nuclear size into account by using a homogeneously
charged sphere as a nucleus with RMS radii taken from Ref. [84]. The contributions
are calculated using the Feynman and Coulomb gauges (see Appendix B) in order
to estimate the numerical uncertainty. We present our result in Table 4.1. Our cal-
culations of the one-photon exchange correction reproduce previous results obtained
in Ref. [53] for Li-like ions and Ref. [61, 88] for B-like ions.

4.1.3. Higher-order interelectronic interaction 1

Besides the leading one-photon interelectronic-interaction of order 1/Z, there are
higher-order contribtution due to the interelectronic interaction which need to be
taken into account. The exchange of just one photon reduced the leading interelec-
tronic interaction to a two-electron contribution. In the higher-order contributions
however, two or more photons are exchanged. Correspondingly, there are now dia-
grams involving two or more electrons.
Corrections of order (1/Z)2, i.e. corrections involving two exchanged photons have

been computed for Li-like ions in Ref. [59] using perturbation theory. Contributions
of order (1/Z)3 and higher were calculated there within the Breit approximation
using the configuration-interaction Dirac-Fock-Sturm method [89, 90].

In Ref. [1], contributions of order (1/Z)2 and higher were computed using the
configuration-interaction Dirac-Fock-Sturm method. Thereby, Dirac-Hartree-Fock

1This section does not comprise work in relation with this thesis. The calculations described in
this section have been performed by N. S. Oreshkina and I. I. Tupitsyn in Ref. [1].
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4. The g Factor of Lithium- and Boronlike Ions

(a) (b) (c)

Figure 4.3.: Feynman diagrams corresponding to the vacuum polarization contribu-
tions arising from the interaction of the valence electron.

orbitals were used to describe the occupied states while relativistic Sturmian orbitals
were employed for the virtual states as in Ref. [62]. Contributions of the negative
energy part of the spectrum were found to be relevant in the calculation for Li-like
ions in Ref. [20]. These contributions are also important in the B-like case and they
were described by Sturmian orbitals as well.

4.2. Vacuum polarization

Besides relativistic contributions to the bound-electron g factor, there are contribu-
tions resulting from QED effects. These are the interaction of the electrons with
themselves by emmitting and reabsorbing a virtual photon, which is called the self-
energy (SE) effect, and the interactions of the electrons with the nucleus by creating
and annihilating virtual electron-positron pairs, which is called the vacuum polar-
ization (VP) effect.
In Ref. [1], both these effects were considered. The one-electron SE contribution

was taken into account to all orders in Zα. Screening effects of the SE contri-
bution due to interelectronic interactions were taken into account through effec-
tive potentials. The calculation of the SE contributions have been performed by
Prof. V. A. Yerokhin and are not part of this thesis. Thus, in the following, we will
restrict ourselves to the description of the VP contributions and refer the reader to
Ref. [1] for more details about the calculation of the SE effect.

4.2.1. One-electron vacuum polarization

In the independent electron approximation, i.e. without taking into account the
interactions among the electrons, only the valence electron gives a vacuum polariza-
tion contribution to the Zeeman splitting. The corresponding diagrams are shown in
Fig. 4.3. These diagrams are divided into two groups. The first group comprises the
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4.2. Vacuum polarization

diagrams in Fig. 4.3a and Fig. 4.3b. They arise due to perturbations of the external
wave functions in the tadpole diagram. We call this group the electric loop (EL)
contributions. The remaining diagram in Fig. 4.3c arises due to a loop correction
to the propagator of the photon mediating the magnetic interaction. Accordingly,
it is called the magnetic loop (ML) contribution. The total VP contribution to the
Zeeman splitting can thus be written as

∆EVP = ∆EVP,EL + ∆EVP,ML (4.11)

For the computation of the EL contribution, we note that the tadpole part of
the EL diagrams is equivalent to the insertion of a potential function UEL called
EL potential. A detailed derivation of the formal expression for UEL is given in
Ref. [91]. It reads

UEL(x) = iα

2π

∫
d3y

1
|x− y|

∫
CF

dω tr(G(ω,y,y)) , (4.12)

where, again, G denotes the Dirac Coulomb Green’s function and CF is the usual
Feynman integration contour. The contribution to the energy shift is then

∆EVP,EL = 2 〈v|UEL |δv〉 , (4.13)

where the first-order perturbation |δv〉 of the reference state is given by Eq. (4.8).
The expression in Eq. (4.12) is divergent and needs to be renormalized. To this

end, the potential UEL is expanded in powers of the nuclear coupling strength Zα.
This corresponds to an expansion of the loop in Fig. 4.3a and in Fig. 4.3b in terms
of the free-electron propagator and interactions with the nucleus. Due to Furry’s
theorem, only odd powers of Zα contribute.
The leading term is of order Zα and is called the Uehling contribution. This term

is charge divergent. After renormalization, it results in a finite potential called the
Uehling potential and is given by [92]

UUe(x) = −2
3
α

π
Zα

∫
d3y

%(y)
|x− y|

K1(2|x− y|) , (4.14)

where % denotes the nuclear charge distribution normalized to one and where

K1(x) =
∫ ∞

1
dt e−xt

(
1 + 1

2t2
) √

t2 − 1
t2

. (4.15)

For our computations of the Uehling potential, we use analytical formulas result-
ing from a homogeneously charged sphere as nucleus which have been derived in
Ref. [93].
The contribution of higher order in Zα to the EL potential is called the Wichmann-

Kroll potential UWK [94]. We use the expressions in Ref. [91] to obtain a partial-wave
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4. The g Factor of Lithium- and Boronlike Ions

expansion for the contributions to the g factor from the partial-wave expansion of
the Wichmann-Kroll potential given by

UWK(x) =
∞∑
|κ|=1

U
|κ|
WK(x) . (4.16)

We truncate the partial-wave expansion of the g factor at a finite value of |κ|,
typically |κ| = 11, and estimate the remainder by fitting polynomials in 1/|κ| to
the tail of the partial-wave contributions. In Ref. [91] the nucleus is taken to be
a spherical shell and analytical solutions for the Dirac-Coulomb Green’s function
are used in the calculations. We, however, use a homogeneously charged sphere
as a nucleus and, thus, compute the Dirac-Coulomb Green’s function numerically,
much in the spirit of Refs. [81, 95]. The numerical calculation is performed using
the method of Refs. [96, 97] for solving the stationary Dirac equation. We also use
approximate expressions for this potential derived in Ref. [98] for point-like nuclei
to check our numerical calculations. The total EL potential is then

UEL = UUe + UWK . (4.17)

In the case of the ML contribution, the effect of the loop can be expressed as a
modification of the vector potential of the external magnetic field. This results in a
modification of Vmag to VML and the contribution to the Zeeman splitting is given
by

∆EVP,ML = 〈v|VML |v〉 , (4.18)

where VML = −eα ·AML and AML is the modified vector potential.
In order to compute the modified vector potential, the loop is, again, expanded

in terms of the free-electron propagator and interactions with the nuclear field.
The leading order term for a point-like nucleus is ∝ (Zα)2 and has been derived in
Refs. [42, 43]. We call this term the Delbrück contribution. We only take this leading
order term into account and neglect higher order contributions as we expect them
to be small compared to the uncertainties of other contributions to the g factor. We
obtain

AML(r) = A(r)ΠDe(|r|) , (4.19)

where the polarization function ΠDe is given by

ΠDe(x) = α

π
(Zα)2 4

x2

∫ ∞
0

dq FDe(q)j1(qx)qx . (4.20)

In this formula, j1 is the spherical Bessel function of order one and the func-
tion FDe is taken from Ref. [43]. In Tables 4.4 and 4.5 we estimate the uncer-
tainty of the ML contribution due to higher-order contributions conservatively to be
(Zα)2 ln

(
(Zα)−2) times the Delbrück contribution and include this into the calcu-

lation of the uncertainty of the one-electron VP contribution.
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4.2. Vacuum polarization

(a) (b) (c) (d)

Figure 4.4.: Vacuum polarization contributions to the two-electron interaction. Each
of the diagrams shown represents one type of contribution. Contribu-
tions represented by the first diagram are called electric loop (EL), by
the second diagram magnetic loop (ML), by the third diagram elec-
tric loop propagator (ELP), and by the forth magnetic loop propaga-
tor (MLP) contributions.

4.2.2. First-order screened vacuum polarization

Apart from single-electron VP contributions to the bound-electron g factor, we calcu-
lated the leading order interelectronic-interaction correction to the VP effect. Typi-
cal examples of the corresponding Feynman diagrams are depicted in Fig. 4.4. Each
of these diagrams represents one of four groups of contributions.
The first group of contributions is again called electric loop contributions. The

diagram in Fig. 4.4a depicts one of the diagrams belonging to this group. These
EL contributions arise due to first order perturbative corrections to the wave func-
tions of the external and the intermediate states and to the energy levels of the
electronic states. Again, there are reducible and irreducible contributions to the
Zeeman splitting. Expressions for these contributions have been derived for Li-like
systems in Ref. [99] using the two-time Green’s function formalism [65], which can
be readily generalized to the B-like case. Alternatively, one can start from Eq. (4.9)
and Eq. (4.10) and, again, systematically consider the perturbations of each of the
matrix elements and Dirac energy levels by the EL potential. However, there is
an additional complication due to the appearance of states |δv〉 and |δc〉 already
perturbed by the magnetic potential. One way to tackle this issue is to note that

|δa〉 = Ĝ(εa)Vmag |a〉 , (4.21)

where a denotes either a valence state v or a core state c and

Ĝ(εa) =
εn 6=εa∑
n

|n〉 〈n|
εa − εn

(4.22)
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4. The g Factor of Lithium- and Boronlike Ions

is the reduced Green’s function and perturb the reduced Green’s function. For this,
we use the formula

Ĝ(εa) = ∂

∂ε
[(ε− εa)G(ε)]

∣∣∣∣
ε=εa

, (4.23)

where
G(ε) = 1

ε−H
=
∑
n

|n〉 〈n|
ε− εn

, (4.24)

denotes the Green’s function of the electron in the static electric field of the nucleus
and H is the Dirac-Coulomb Hamiltonian and perturb the Dirac energy levels and
the (full) Green’s function. To first order in the EL potential, we obtain

εa 7→ εa + 〈a|UEL |a〉 ,

and ∑
n

|n〉 〈n|
ε− εn

7→
∑
n

|n〉 〈n|
ε− εn

+
∑
m

∑
n

|m〉 〈m|UEL |n〉 〈n|
(ε− εm)(ε− εn) .

Plugging these expressions into Eq. 4.23 and taking only into account terms of first
order in the EL potential UEL, we obtain for the reduced Green’s function

εn 6=εa∑
n

|n〉 〈n|
εa − εn

7→
εn 6=εa∑
n

|n〉 〈n|
εa − εn

+
εm 6=εa∑
m

εn 6=εa∑
n

|m〉 〈m|UEL |n〉 〈n|
(εa − εm)(εa − εn)

−
εn 6=εa∑
n

|a〉 〈a|UEL |n〉 〈n|
(εa − εn)2 −

εm 6=εa∑
m

|m〉 〈m|UEL |a〉 〈a|
(εa − εm)2 −〈a|UEL |a〉

εn 6=εa∑
n

|n〉 〈n|
(εa − εn)2 .

The second group of contributions, represented by the diagram in Fig. 4.4b with a
loop on the photon mediating the magnetic interaction, is correspondingly called the
magnetic loop contributions. To compute these contributions, we need to substitute
the magnetic potential Vmag in Eq. (4.8) by the magnetic loop potential VML which
arises from the modified vector potential in Eq. (4.19).
The third group of contributions, represented by Fig. 4.4c, arises from a loop

correction to the photon propagator mitigating the interaction between the electrons.
Accordingly, we call it the electric loop propagator (ELP) contributions. We expand
the loop in terms of the free-electron propagator and interactions with the nuclear
potential. We take again only the leading order term into account, which is just
the free-electron loop, since higher-order contributions are expected to be smaller
than the uncertainties of other contributions. This modifies the photon interaction
operator I from Eq. (1.90) into [100]

Ĩ(ε, r1, r2) = 2
3
α

π

∫ ∞
1

dt

(
1 + 1

2t2
) √

t2 − 1
t2

I

(√
ε2 − (2t)2, r1, r2

)
. (4.25)

The contribution is then obtained by using Ĩ instead of I in Eq. (4.9) and Eq. (4.10).
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4.2. Vacuum polarization

The fourth group of contributions is called magnetic loop propagator (MLP) con-
tributions. The diagram in Fig. 4.4d represents one of the contributing diagrams.
If we expand this diagram in terms of the free-electron propagator and interactions
with the nuclear field, then, due to Furry’s theorem, the leading order contribution
will have four vertices. As such, its leading contribution is of higher order than the
ELP contribution. Thus, we neglect these terms anticipating that their contribution
will be small.
Higher order interaction-effects (i.e. of order 1/Z2 or higher) have been estimated

and given as an uncertainty of the first-order screened vacuum polarization result.
For Li-like ions, this effect has been calculated using a screening potential approach.
For B-like ions, we expect these terms of higher order to be too small to be vis-
ible compared to the uncertainties of the other contributions for most of the ions
considered in this work. Thus, we estimate the uncertainty due to higher-order
contributions to be 10% of the first-order contributions.

4.2.3. Vacuum polarization results

We present our results of the single-electron VP correction for the ground state of
Li-like and B-like ions in Table 4.2. The contributions are divided into EL and
ML contributions according to our discussion above. The Uehling and Wichmann-
Kroll contributions to the EL term are listed separately. Both contributions are
calculated taking the nuclear size into account. The uncertainties result from the
quoted uncertainties of the RMS radii in Ref. [84]. Compared to the uncertainties
of the other contributions to the g factor, we expect the dependence on the nuclear
model of higher-order corrections to be of no relevance. In the case of the Wichmann-
Kroll contributions, the uncertainties additionally include the uncertainties from
the truncation of the partial-wave expansion. The Delbrück contribution has been
calculated for a point-like nucleus using the formulas of Refs. [42, 43]. We observe
that the Uehling terms are the largest contributions in magnitude for both the Li-like
and B-like case. In the Li-like case, we see that while the Delbrück contribution is
larger than the Wichmann-Kroll contribution for low nuclear charges, this changes
for higher nuclear charges. We also observe that in the B-like case the Uehling
and Delbrück contributions cancel each other to a significant degree for low nuclear
charges.
The results for the first-order screened VP corrections for the ground state of Li-

like and B-like ions are listed in Table 4.3. The contributions are divided according
to the groups of diagrams discussed above. Compared to the single-electron case, we
have additionally the ELP contribution. This has been calculated using the leading
free-electron contribution.
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4. The g Factor of Lithium- and Boronlike Ions

Table 4.2.: Single-electron VP corrections to the g factor of the ground state of Li-
like and B-like ions, in units of ppm. The uncertainty of the Uehling
contribution results from the uncertainty of the nuclear RMS taken from
Ref. [84]. The uncertainty of the Wichmann-Kroll contribution is the
combined uncertainty due to the nuclear RMS and the extrapolation of
the partial-wave series.

Z EL, Uehling EL, Wichmann-Kroll ML, Delbrück

Li-like:

18 −0.080 041 83 (2) 0.000 244 93 (4) 0.001 102 6
20 −0.120 944 51 (3) 0.000 448 74 (4) 0.001 850 7
24 −0.247 384 1 (2) 0.001 275 7 (1) 0.004 524 6
32 −0.771 498 4 (4) 0.006 605 (4) 0.018 438
54 −6.622 35 (5) 0.134 88 (1) 0.234 30
82 −46.814 5 (4) 1.754 1(1) 1.796 6
92 −87.661 (4) 3.796 7(3) 3.168

B-like:

18 −0.000 418 694 19 (2) 0.000 002 44 (3) 0.000 413 11
20 −0.000 789 094 95 (4) 0.000 005 49 (5) 0.000 706 75
24 −0.002 372 519 (1) 0.000 022 4 (1) 0.001 797 2
32 −0.013 710 925 (2) 0.000 209 (3) 0.007 950 5
54 −0.376 778 (1) 0.012 93 (2) 0.128 97
82 −7.250 91 (4) 0.444 58(5) 1.410 8
92 −18.394 5 (3) 1.289 7(1) 2.881 5
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4.2. Vacuum polarization

Table 4.3.: First-order VP screening correction to the g factor of the ground state of
Li-like and B-like ions, in units of ppm. The uncertainty of the Uehling
contribution results from the uncertainty of the nuclear RMS taken from
Ref. [84]. The uncertainty of the Wichmann-Kroll contribution is the
combined uncertainty due to the nuclear RMS and the extrapolation of
the partial-wave series.

Z EL, Uehling EL, Wichmann-Kroll ELP, Uehling ML, Delbrück

Li-like:

18 0.012 746 390(3) −0.000 038 987 (5) −0.000 085 6 −0.000 163 3
20 0.017 346 904(4) −0.000 064 318 (7) −0.000 118 −0.000 246 8
24 0.029 614 54(3) −0.000 152 52 (1) −0.000 205 −0.000 503 0
32 0.069 500 41(3) −0.000 593 2 (3) −0.000 499 −0.001 537
54 0.356 946(3) −0.007 203 3(5) −0.002 71 −0.011 5
82 1.676 36(2) −0.061 650 (4) −0.014 −0.056
92 2.800 2(2) −0.118 67 (2) −0.024 −0.085

B-like:

18 0.006 522(2) −0.000 021 16 (1) 0.000 003 6 −0.000 134 1
20 0.008 987(2) −0.000 035 59 (2) 0.000 011 −0.000 207
24 0.015 766(2) −0.000 088 00 (7) 0.000 044 −0.000 443
32 0.039 435(5) −0.000 374 (2) 0.000 26 −0.001 499
54 0.257 1(2) −0.006 256 (7) 0.005 0 −0.015 5
82 1.853(2) −0.088 1 (1) 0.059 −0.126
92 3.728(2) −0.206 8 (3) 0.13 −0.24

59



4. The g Factor of Lithium- and Boronlike Ions

4.3. Other effects

4.3.1. Nuclear recoil

In Furry picture calculations, the nucleus is taken to be a source of a classical
background electric field. This corresponds to taking the nuclear mass M to be
infinite. While this often gives a reasonably accurate first approximation, one needs
to take the finite mass of the nucleus into account for more precise computations of
the bound-electron g factor. This is done in a perturbative expansion in the small
parameter 1/M .

In this paper, we include for completeness results for the nuclear-recoil effect to
order 1/M calculated and tabulated in Ref. [101] for Li-like ions, and in Refs. [102,
103] for B-like ions. We note that the calculations of the nuclear recoil effect for
B-like ions have been improved very recently in Ref. [104]. No values were tabulated
for Li-like Xe51+ and B-like Cr19+, Ge27+ and Xe49+ in the given references. For
these ions, we obtained values and corresponding uncertainties by fitting functions
to the tabulated values, as explained in the following.
For Li- as well as B-like ions, the nuclear recoil correction to the g factor is written

as the sum of a Breit term ∆gBreit and a QED term ∆gQED. For Li-like ions, the
Breit term is parametrized in Ref. [101] as

∆grec,Breit = (Zα)2

M

[
A(Zα) + B(Zα)

Z
+ C(Zα,Z)

Z2

]
, (4.26)

where the coefficients A(Zα) and B(Zα) denote contributions of zeroth and first
order in 1/Z, respectively, and C(Zα,Z) denotes contributions of second and higher
order in 1/Z. The coefficient A(Zα) was calculated analytically while B(Zα) and
C(Zα,Z) were calculated and tabulated numerically in the given reference. The
QED part is parametrized as

∆grec,QED = 1
M

(Zα)5

8 P (Zα) . (4.27)

Interelectronic interaction corrections were included using screening potential ap-
proximations. To obtain values for Xe51+, we proceeded as follows: We calcu-
lated A(Zα) using the analytical formula given in Ref. [101]. For B(Zα) and
C(Zα,Z), we fitted polynomials in Zα to the tabulated values in the reference.
We use the a + b (Zα)2 + c (Zα)4 to fit B(Zα) and a + b (Zα) + c (Zα)2 + d (Zα)3

to fit ZαC(Zα,Z). For the QED part, given by ZαP (Zα), we used the function
a ln(Zα) + b+ c (Zα) + d (Zα)5.
For B-like ions, the Breit term is parametrized in Refs. [102, 103] as

∆grec,Breit = 1
M

[
AL(Zα) + B(Zα)

Z

]
, (4.28)
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where the coefficients AL(Zα) and B(Zα) again denote contributions of zeroth and
first order in 1/Z, respectively. The subscript L on the coefficient denotes that only
lower-order terms in Zα are included. The QED part is given as

∆grec,QED = 1
M

[
A2el

H (Zα) + (Zα)3

8 P (Zα)
]
, (4.29)

where the subscript H denotes higher-order terms in Zα and the superscript 2el
denotes two-electron contributions to the recoil correction. Again, interelectronic
interactions are included using screening potential approximations. To obtain the
recoil correction for Ca15+, Cr19+, and Xe49+, we fit the function a + b (Zα)2 +
c (Zα)3 + d (Zα)7 to the data for Zα [AL(Zα) +B(Zα)/Z] tabulated in Refs. [102,
103], the function a+b (Zα)2 +c (Zα)4 +d (Zα)6 to the values for A2el

H (Zα), and the
function a+b Zα+c (Zα)2 to the data for ZαP (Zα) for small values of Z tabulated
in Ref. [103].

4.3.2. Two-loop effects

For the calculation of two-loop contributions in the independent electron approxi-
mation, we use formulas from Refs. [53, 105]. These formulas assume a point-like
nucleus and are perturbative in the nuclear-coupling strength Zα.
In the Li-like case, the formula includes terms up to order order (Zα)2 and

reads [53]

g2s,two−loop = −2
[
1 + 1

24(Zα)2
]
C4

(
α

π

)2
, (4.30)

where C4 denotes the coefficient of the (α/π)2 contribution in the expansion of the
free-electron magnetic anomaly ae. The expansion coefficient is taken from Ref. [12].
Uncertainties from higher-order contributions are estimated by using the formula for
the (Zα)4 contribution from Ref. [30].
For B-like systems, we have an analytic expression to order (Zα)0. It is given

by [105]

g2p1/2,two−loop = −2
3C4

(
α

π

)2
. (4.31)

We estimate the uncertainty due to terms of higher order in Zα following the method
of Ref. [30] as

g
(2)
h.o. = 2g(1)

h.o.
g(2)[(Zα)0]
g(1)[(Zα)0]

, (4.32)

where g(n)
h.o. is the n-loop higher-order QED contribution and g(n)[(Zα)0] is the n-

loop (Zα)0 QED contribution. The contribution g(1)
h.o. as well as the contributions of

order (Zα)0 are calculated with the formulas of Ref. [105].
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4.4. Results and summary

In Table 4.4 and Table 4.5 we present numerical results for all the contributions
discussed in Ref. [1], for Li-like and B-like ions, respectively. Contributions obtained
as a part of this work are marked by the symbol *. In Table 4.4, we include previous
results for the total g factor of Li-like ions from Refs. [59, 60] for comparison. Our
results independently confirm these calculations within the given uncertainties. The
results feature a smaller uncertainty for high-Z ions than the results of Ref. [60]
from 2004 due to an improved calculation of the screened self-energy contributions.
We also include screened vacuum-polarization contributions which become visible
in the high-Z regime. Ref. [59] treats many-electron QED effects rigorously by the
evaluation of the corresponding photon exchange QED screening diagrams and two-
photon exchange diagrams, and thus provides the most precise results for the few
atomic numbers considered therein. Our value for the g factor of 40Ca17+ agrees
also with the experimental value

gexp(40Ca17+) = 1.999 202 040 5 (11)

from Ref. [21] within the given uncertainties.
For low atomic numbers, i.e. lower than those considered here, the nonrelativistic

QED approach employing explicitly correlated three-electron wave functions was
found to improve the overall theoretical uncertainty [106]. For Li-like 28Si11+, the
most precise experimental and theoretical g factor values can be found in the very
recent Ref. [107].
In Table 4.5, we include previous results for the total g factor of B-like ions

from Refs. [61–64]. Our results confirm the calculations of Refs. [61, 62] within the
uncertainties. The uncertainties have been improved compared to these works due
to an improved treatment of the self-energy contributions.
Recently, the g factor of B-like 40Ar13+ was measured by the ALPHATRAP ex-

periment [22] at the Max Planck Institute for Nuclear Physics [6]. The experiment
constitutes the first high-precision measurement of the bound-electron g factor of a
B-like ion, greatly improving the previous experimental value of Ref. [23] obtained by
optical emission spectroscopy employing an electron beam ion trap. The measured
value for 40Ar13+ is [6]

gexp(40Ar13+) = 0.663 648 455 32 (93) .

Within the given uncertainty, this value agrees with our result listed in Table 4.5.
Our calculation in this work agrees also with a combined theoretical value g(40Ar13+) =
0.663 648 12 (58) of Ref. [6].

Currently, the main limitation for the calculation of the g factor of B-like argon
stems from the contribution resulting from the higher-order interelectronic interac-
tions. For heavy ions (from Xe49+ on), the uncertainties of the screened self-energy
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Table 4.4.: Contributions to the bound-electron g factor of lithium-like ions. The
uncertainties given in parentheses indicate the uncertainty of the last
digit(s). If no uncertainty is given, all digits of the quoted value are
significant. Contributions obtained within this thesis are marked by the
symbol *.

Contribution 40Ar15+ 40Ca17+ 52Cr21+ 74Ge29+

Dirac value* 1.997 108 8 1.996 426 0 1.994 838 1 1.990 752 3
Finite nuclear size* 0.000 000 0 0.000 000 0 0.000 000 0 0.000 000 2
Electron correlation:
one-photon exchange*, (1/Z)1 0.000 414 5 0.000 461 1 0.000 555 2 0.000 746 5
(1/Z)2+, CI-DFS −0.000 006 7(2) −0.000 006 7(2) −0.000 006 7(2) −0.000 006 7(3)

Nuclear recoil 0.000 000 1 0.000 000 1 0.000 000 1 0.000 000 1
One-loop QED:
SE, (1/Z)0 0.002 325 1 0.002 325 7 0.002 327 2 0.002 331 7
SE, (1/Z)1+ −0.000 000 4(1) −0.000 000 4(1) −0.000 000 5(1) −0.000 000 8(2)
VP*, (1/Z)0 −0.000 000 1 −0.000 000 1 −0.000 000 2 −0.000 000 8
VP*, (1/Z)1+ 0.000 000 0 0.000 000 0 0.000 000 0 0.000 000 1

Two-loop QED −0.000 003 5 −0.000 003 5 −0.000 003 5 −0.000 003 6(2)
Total theory 1.999 837 8(2) 1.999 202 2(2) 1.997 709 7(2) 1.993 819 0(4)
Theory, Ref. [60] 1.999 837 75(14) 1.999 202 24(17) 1.997 709 70(26) 1.993 819 14(46)
Theory, Ref. [59] 1.999 202 041(13)
Contribution 132Xe51+ 208Pb79+ 238U89+

Dirac value* 1.972 750 2 1.932 002 9 1.910 723
Finite nuclear size* 0.000 003 4 0.000 078 7(1) 0.000 242
Electron correlation:
one-photon exchange*, (1/Z)1 0.001 306 2 0.002 148 3 0.002 510
(1/Z)2+, CI-DFS −0.000 006 8(3) −0.000 007 6(4) −0.000 008(1)

Nuclear recoil 0.000 000 2 0.000 000 4 0.000 001
One-loop QED:
SE, (1/Z)0 0.002 358 1(1) 0.002 454 7 0.002 527
SE, (1/Z)1+ −0.000 001 6(5) −0.000 003 6(11) −0.000 005(1)
VP*, (1/Z)0 −0.000 006 3(1) −0.000 043 2(7) −0.000 081(1)
VP*, (1/Z)1+ 0.000 000 3(1) 0.000 001 6(1) 0.000 003(1)

Two-loop QED −0.000 003 6(2) −0.000 003 6(12) −0.000 004(2)
Total theory 1.976 400 1(6) 1.936 628 6(18) 1.915 908(3)
Theory, Ref. [60] 1.976 399 9(14) 1.936 625 3(35) 1.915 900 2(50)
Theory, Ref. [59] 1.936 627 2(6) 1.915 904 8(11)
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4. The g Factor of Lithium- and Boronlike Ions

Table 4.5.: Contributions to the bound-electron g factor of boron-like ions. The
uncertainties given in parentheses indicate the uncertainty of the last
digit(s). If no uncertainty is given, all digits of the quoted value are
significant. Contributions obtained within this thesis are marked by the
symbol *.

Contribution 40Ar13+ 40Ca15+ 52Cr19+ 74Ge27+

Dirac value* 0.663 775 5 0.663 092 7 0.661 504 7 0.657 419 0
Finite nuclear size* 0.000 000 0 0.000 000 0 0.000 000 0 0.000 000 0
Electron correlation:

one-photon exchange*, (1/Z)1 0.000 657 5 0.000 732 0 0.000 882 4 0.001 190 3
(1/Z)2+, CI-DFS −0.000 007 6(4) −0.000 007 7(4) −0.000 008 2(5) −0.000 011 2(7)

Nuclear recoil −0.000 009 1(2) −0.000 009 3(2) −0.000 007 3 −0.000 005 3
One-loop QED:

SE, (1/Z)0 −0.000 768 4 −0.000 766 8 −0.000 762 8 −0.000 751 1
SE, (1/Z)1+ −0.000 001 0(2) −0.000 001 1(2) −0.000 001 5(2) −0.000 002 5(3)
VP*, (1/Z)0 −0.000 000 0 −0.000 000 0 −0.000 000 0 −0.000 000 0
VP*, (1/Z)1+ 0.000 000 0 0.000 000 0 0.000 000 0 0.000 000 0

Two-loop QED 0.000 001 2(1) 0.000 001 2(1) 0.000 001 2(1) 0.000 001 2(1)
Total theory 0.663 648 1(5) 0.663 041 0(5) 0.661 608 5(5) 0.657 840 4(8)
Theory, Ref. [61] 0.663 648 8(12) 0.663 041 8(12)
Theory, Ref. [62] 0.663 647 7(7)
Theory, Ref. [63] 0.663 899(2) 0.663 325(56) 0.661 955(68) 0.658 314(93)
Theory, Ref. [64] 0.663 728 0.663 130 0.661 714
Contribution 132Xe49+ 208Pb77+ 238U87+

Dirac value* 0.639 416 9 0.598 669 6 0.577 389
Finite nuclear size* 0.000 000 1 0.000 006 8 0.000 029
Electron correlation:

one-photon exchange*, (1/Z)1 0.002 118 2 0.003 654 9 0.004 394
(1/Z)2+, CI-DFS −0.000 011 0(5) −0.000 019 9(7) −0.000 023

Nuclear recoil −0.000 003 0 −0.000 001 8 −0.000 001
One-loop QED:

SE, (1/Z)0 −0.000 683 3 −0.000 474 8 −0.000 345
SE, (1/Z)1+ −0.000 006 9(6) −0.000 016 6(15) −0.000 022(2)
VP*, (1/Z)0 −0.000 000 2(1) −0.000 005 5(5) −0.000 014(1)
VP*, (1/Z)1+ 0.000 000 2(1) 0.000 001 7(2) 0.000 003(1)

Two-loop QED 0.000 001 2(1) 0.000 001 2(3) 0.000 001(1)
Total theory 0.640 832 2(8) 0.601 815 6(18) 0.581 411(3)
Theory, Ref. [63] 0.641 61(18) 0.602 86(33) 0.582 48(40)
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4.4. Results and summary

contribution dominate over the other uncertainties. Also, vacuum-polarization ef-
fects become more visible and need to be taken into account. Accordingly, the results
for the g factors of B-like ions can be improved by calculating two-photon exchange
contributions (as has been done in Ref. [59] for Li-like ions) and by rigorously calcu-
lating the screened self-energy effects (as has been done in Refs. [59, 99] for Li-like
ions). Furthermore, for a significant increase of the theoretical precision in case of
the heaviest elements such as Pb77+ and U87+, which are relevant for an improved
determination of the fine-structure constant α, two-loop contributions need to be
calculated non-perturbatively in the nuclear-coupling strenght Zα. First milestones
have been achieved for the 1s ground state of hydrogen-like systems in Refs. [5, 49];
these calculations need to be extended to the 2p valence electron of B-like ions.
In summary, we performed a systematic calculation of interelectronic and radiative

effects on the one-loop level to the ground-state g factor of Li-like and B-like ions.
These calculations for B-like ions have been extended, for the first time, to heavy
elements. Within this thesis, the interelectronic interaction on the level of one-
photon exchange and the leading-order screening effect for VP corrections has been
calculated explicitly using perturbation theory. Estimated theoretical uncertainties
have been supplemented for each value.
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5. The Reduced g Factor of Hydrogenlike
Ions

The calculations of the ground-state g factor of Li- and B-like ions in Chapter 4 were
partly motivated by ideas to determine the fine-structure constant α using weighted
differences of H-like and Li- or B-like ions to suppress nuclear structure effects [51–
54]. However, besides an improvement of the theory of single-electron systems,
these methods require a significant development of the many-electron theory as well.
While important improvements have been achieved (see e.g. [1, 6, 20, 21, 106, 107]),
theoretical uncertainties need to be decreased by orders of magnitude, as our results
in Section 4.4 for B-like 40Ar13+ show. Therefore, it is preferable to avoid many-
electron effects and find ways of determining α using only observables of H-like
systems. In the following, we suggest and investigate such a scheme.
We consider in the following a weighted difference of the g factor and the bound-

electron energy in units of the electron mass of a H-like ion, given by

g̃ = g − x E
me

, (5.1)

where x denotes the weight. We call this weighted difference the reduced g factor.
The idea is then to choose the weight x such that a strong suppression of nuclear
structural effects is achieved. We show in this chapter that it follows from basic
properties of the electronic wave functions that [108]

x = 4
3(2γ + 1) , (5.2)

with γ =
√

1− (Zα)2 for this purpose.
The leading Dirac contribution to the ground-state bound-electron g factor in the

ground (1s) state H-like ions is

gD = −8
3

∫ ∞
0

dr rG(r)F (r) , (5.3)

where G and F denote the upper and lower radial components of the bound-electron
wave function given in Eq. (2.11), with n = 1 and κ = −1. For a point-like nucleus,
the integral in Eq. (5.3) can be evaluated analytically, with the result [25]

gD,pnt = 2
3(1 + 2γ) . (5.4)
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5. The Reduced g Factor of Hydrogenlike Ions

Eq. (5.4) together with the leading free-QED correction α/π has an uncertainty
δ(gD,pnt + α/π) which results only from the uncertainty δα of the fine-structure
constant and is given by

δ

(
gD,pnt + α

π

)
=
∣∣∣∣−4

3
Zα

γ
Z + 1

π

∣∣∣∣ δα . (5.5)

For an extended nucleus, we calculate the integral in Eq. (5.3) numerically, solving
the radial Dirac equation using the DKB approach [56] (see also Chapter 2) imple-
mented in quadruple precision. The result is denoted by gD,ext. The leading FNS
contribution to the bound-electron g factor is the difference

gD,fns = gD,ext − gD,pnt . (5.6)

We use first the two-parameter Fermi distribution as the nuclear charge distribution
and take RMS radii from Ref. [84]. There is an uncertainty δRMSgD,fns resulting
from the uncertainties of the RMS radii. Additionally, in order to estimate the
dependence δmodelgD,fns of the FNS effect on the nuclear model, we also calculate the
radial distribution of protons performing Hartree-Fock-Skyrme nuclear structural
calculations [109], and take the difference of the values obtained with the different
distributions. In Ref. [110] it was observed that nuclear charge distributions resulting
from Skyrme forces are in good agreement with distributions measured in electron
scattering experiments. The total uncertainty of the FNS contribution is then given
by

δgD,fns =
√

(δRMSgD,fns)2 + (δmodelgD,fns)2 . (5.7)

Fig. 5.1a compares the uncertainty of the g factor due to the current absolute
standard uncertainty of the fine-structure constant [111] δα given in Eq. (5.5) and
the uncertainty caused by the FNS effect given in Eq. (5.7). Already for low values
of Z, the uncertainties due to FNS are approximately an order of magnitude larger
than the uncertainty due to δα, and the discrepancy grows for heavier elements.
The leading contribution to the ground-state electron energy assuming a point-like

nucleus is given by
ED,pnt = meγ , (5.8)

and its uncertainty δED,pnt due to δα is

δED,pnt = Zα

γ
Zδα . (5.9)

For an extended nucleus, we again obtain the ground-state energy ED,ext from the
solution of the radial Dirac equation and the FNS contribution is given by

ED,fns = ED,ext − ED,pnt . (5.10)
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Figure 5.1.: Comparison of the uncertainties due to the uncertainty of the fine-
structure constant (blue) to the uncertainty of the finite nuclear size
effect (red). The comparisons are done for the ground-state g factor of
H-like ions g in (a), for the weighted dimensionless energy xE/me in
(b), and the reduced g factor g̃ in (c).

The calculation of ED,fns and the determination of its uncertainty δED,fns is per-
formed similarly as explained above for the g factor.
Using the Dirac equation and its radial counterpart, Eq. (5.3) for the relativistic

g factor may be rewritten as [108]

gD = 2
3

(
1 + 2∂ED

∂me

)
. (5.11)

To a good approximation, ED,fns ∼ me(2ZαmeR)2γ [112], whereR denotes a effective
nuclear radius. Therefore, the FNS effect of the g factor and the energy can be
related to each other with the formula [108]

gD,fns ≈
4
3(2γ + 1)ED,fns

me
. (5.12)

This motivates the choice of the weighted difference of the g factor and the energy
in units of electron mass in Eq. (5.1), since we expect that the FNS effect in g̃

cancels to a significant degree. Similarly to the previous figure, in Fig. 5.1b we
compare the uncertainties of the weighted energy value divided by me (assuming a
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5. The Reduced g Factor of Hydrogenlike Ions

fixed weight x) due to δα and due to the FNS effect. As expected from Eq. (5.12),
the FNS uncertainties are of comparable magnitude as the ones for the g factor.
Also, as in the case of the g factor, the FNS effect causes larger uncertainties than
δα in the (weighted) energy.
The relevant uncertainties of g̃ are depicted in Fig. 5.1c. The FNS uncertainties

are reduced by 2–3 orders of magnitude, and for Z . 50, these uncertainties are
smaller than the ones due to δα, rendering a broad range of elements ideal for an α
determination. Furthermore, as compared to the curve of the g factor, the sensitivity
due to δα is even improved, since

∂

∂α

(
g̃D,pnt + α

π

)∣∣∣∣
x=4(2γ+1)/3

= −2γ ∂gD,pnt
∂α

+ 1
π

(5.13)

contains an enhancement factor of the magnitude 2γ ≈ 2 for low Z. This favors
the reduced g factor scheme to those employing specific differences of g factors in
different charge states [51, 52], since in those cases the sensitivity to δα is slightly
reduced in the difference.
QED corrections to the electronic energy levels as well as the g factor arise from

one-loop self-energy and vacuum polarization diagrams. The FNS corrections to
these effects have been evaluated e.g. in Ref. [81] for the Lamb shift and in Ref. [95]
for the g factor. We use tabulated values from these papers to determine the un-
certainty of the QED-FNS effect of the reduced g factor as the square root of the
quadratic sum of the Lamb shift and the g factor uncertainties. We find that the
uncertainties of the QED-FNS effect only slightly raise the FNS correction to the
reduced g factor and the statements of the previous paragraph remain unchanged.

Additionally, the nuclear polarization effect was calculated by N. S. Oreshkina,
I. A. Valuev, and V. Debierre. It was found that the nuclear polarization effect
significantly cancels in the reduced g factor and that uncertainties due to nuclear
polarization are of the same magnitude as the FNS effect, thus posing no problem
for the determination of α.

In summary, a weighted difference of the bound-electron g factor and energy in
units of the electron mass of H-like ions is put forward. The weight is chosen such
that nuclear structural effects are surpressed. The surpression of the FNS uncer-
tainty and its radiative correction is investigated. We also find that this reduced
g factor features an enhanced sensitivity to α as compared to the regular g fac-
tor. This results in an efficient scheme for the determination of the fine-structure
constant from measurement of these quantities.
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Summary and Outlook

In this thesis we theoretically investigated QED effects in highly charged ions. In
particular, we have developed and applied analytical and numerical methods to
precisely calculate atomic properties, i.e. energies and g factors of atomic states,
which can be scrutinized with modern high-precision trapped-ion experiments.
In Chapter 1 we present the theoretical framework of atomic systems using the

derivations and results of Refs. [65, 67]. The inclusion of the nuclear potential into
the QED Lagrangian as a classical external field is justified considering limiting
forms of the electron-nucleus scattering amplitude [67]. The formalism of Ref. [65]
is used to relate Feynman diagram techniques to the calculation of energy shifts and
exemplary calculations are presented.
In Chapter 2 we present numerical methods used within this thesis to calculate

QED effects in atomic systems. Finite basis set approaches are by now well es-
tablished and widely used methods for these kinds of calculations. Besides their
efficiency, their main advantage is that there is a direct correspondence between the
spectrum generated by the finite basis set approach and perturbative expressions
involving spectral sums over the whole Dirac spectrum. This allows for the develop-
ment of computational methods that can be used in different types of bound-state
QED calculations. We have used these methods to calculate the self-energy effect
and a variety of contributions to the g factor of Li- and B-like ions. In this context,
we developed a code base for perturbative calculations in atomic systems.
In Chapter 3, we present our self-energy calculations. The self-energy contribu-

tion is split into three different parts using the derivations of Ref. [58]. These are
the zero-potential contribution, where the virtual, intermediate-state electron is a
free electron, the one-potential contribution, where the virtual free electron inter-
acts once with the nucleus, and the many-potential contribution, which contains
the remaining terms. Each of these terms is discussed and expressions for their
evaluation are presented. Numerical calculations of Fourier transforms of the wave
functions generated using the finite basis approach are necessary for the evaluation
of the zero-, and one-potential contributions and are discussed in detail. These are
performed using expansions of the numerical wave functions in terms of piecewise
polynomials and an iterative evaluation of spherical Bessel transforms. In evaluating
the many-potential term, we use the approach of Ref. [57] based on finite basis sets,
however we use the DKB approach of Ref. [56] to generate the basis functions and
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use the contour of integration in Ref. [58] in order to avoid subtractions of many
pole terms for self-energy calculations of excited hydrogenic states. Calculations of
the self-energy effect for valence electrons in many-electron systems are performed
using the screening potential approximation, where the core electrons generate a
potential that screens the nuclear potential. Our self-energy calculations are moti-
vated by the measurement of the binding energy of the valence electron in 131Xe17+

and the difference of the energies of the ground and metastable states of 187Re29+

by the PENTATRAP experiment [2, 4]. We find that the self-energy correction to
the binding energy in 131Xe17+ is approximately 21 meV, and that the difference
of the ground and metastable states of 187Re29+ is approximately −30 meV, both
of which are currently not visible within the experimental precision. However, such
effects will be clearly observable in higher ionization states, e.g. in planned exper-
iments with Na-like Xe ions. These studies will allow, for the first time, the test
of QED effects via mass measurements, highlighting the need for precise theoretical
predictions.
In Chapter 4, we present our calculations of the g factor of Li- and B-like ions. We

discuss systematically the calculation of various contributions to the bound-electron
g factor. Again, we use the finite basis set approach to perform these calcula-
tions. Interelectronic interacion corrections are treated perturbatively to the level
of one-photon exchange. Results for single-electron and first-order screened vacuum
polarization contributions are presented. We calculate both contributions resulting
from electric and magnetic loop effects. The electric loop contributions are separated
into an Uehling and Wichmann-Kroll part. The Wichmann-Kroll contribution is de-
termined numerically using the approach of Ref. [91] with a homogeneously charged
sphere as the nucleus. The propagator of the electron in the nuclear field is calculated
numerically using the approach of Refs. [96, 97] to solve the radial Dirac equation.
Magnetic loop contributions are included using the formulas of Refs. [42, 43]. We
compare our results to existing measurements and theoretical calculations. In the
case of Li-like ions, we find that our values agree at the level of precision we can
achieve in our calculations. In the case of B-like ions, we improve the uncertainty
of the g factor of B-like 40Ar13+. Further, we perform for the first time the calcula-
tion of interelectronic and radiative effects on the one-loop level to the ground-state
g factor of B-like ions for a broad range of elements, including B-like 208Pb77+ and
238U87+. In particular, the ground-state g factor of B-like 40Ar13+ has been recently
measured by the ALPHATRAP experiment [6] to be

gexp(40Ar13+) = 0.663 648 455 32 (93) .

Our calculations give for the same g factor the value

gtheo(40Ar13+) = 0.663 648 1(5) ,
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which, while agreeing with the experimental value, is far away from the experimental
level of precision, yet it is the most accurate theoretical value for the g factor of a
five-electron ion. This study constitutes an important step towards the projected
determination of the fine-structure constant from the g factor of highly charged ions.
In Chapter 5, we proposed a weighted difference of the bound-electron g factor

and the total energy of the bound electron in units of the electron rest energy of
H-like ions, calling it the reduced g factor, as a new approach of determining α.
Among the advantages of using H-like systems is the avoidance of many-electron
effects. Our investigation shows that for a particular choice of the weight, nuclear
structural effects, which constitute the largest obstacle in determining α using solely
H-like systems, are suppressed. This is explicitly demonstrated for the FNS effect
and radiative corrections to it. Further, we observe that the sensitivity of this
reduced g factor to the uncertainty of α is enhanced as compared to the regular
g factor. Therefore, we find that existing and projected experimental methods and
theoretical developments will allow improving the uncertainty of α by several orders
of magnitude in the foreseeable future.
Progress in experimental techniques and the prospect of accurately determining

fundamental constants will continue to challenge our understanding of QED effects
in highly charged ions while providing further motivation to perform theoretical
investigations. Our calculation of the self-energy effect in many-electron ions uses
the screening-potential approximation, effectively reducing the problem to the cal-
culation of the single-electron self-energy contribution of the valence electron. This
approach works, however, only for monovalent ions. For ions with many valence
electrons, a general scheme with reasonable accuracy needs to be developed.
Already as of today, experimental measurements are often ahead of theoretical

calculations as the calculation of the g factor of B-like 40Ar13+ in this thesis shows.
Currently, the main limitations result from higher-order interelectron-interaction
contributions, the screening of the self-energy contribution, and magnetic-loop con-
tributions to the vacuum-polarization effect. The developments of the theory of the
Lamb shift and the bound-electron g factor are to a certain extent intertwined: An
improvement in light-by-light scattering calculations will benefit both theories. The
high-precision non-perturbative evaluation of two-loop light-by-light scattering dia-
grams will be required to implement the plan of α determination with H-like ions
outlined in Chapter 5. To improve the QED theory of the g factor of Li- and B-like
ions, the complete calculation of two-electron light-by-light scattering effects is also
necessary.
From a more practical point of view and for an accurate treatment of higher-

order electron correlation effects, a fusion of numerical calculations of QED effects
and of relativistic atomic many-body methods appears to be necessary. In this
context, basis set methods based on B-splines can be extended to configuration
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interaction, relativistic many-body perturbation theory, or multiconfiguration Dirac-
Fock calculations. B-spline basis functions seem to be particularly well suited for
this task due to their flexibility, e.g. by the possibility of including the negative
Dirac spectrum, which is typically neglected in atomic structure calculations, yet it
was found to be crucial in g factor calculations. Basis set methods are also expected
to be a good common ground to unify relativistic atomic structure methods with
bound-state QED, potentially leading to a more precise evaluation of QED screening
effects.
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A. Feynman Rules

In the following, we list the Feynman rules for the calculation of the Fourier-
transformed Green’s function (see Eq. (1.60))

G((E′1,x′1), . . . , (E′N ,x′N ); (E1,x1), . . . , (EN ,xN )) .

The Feynman rules listed here are taken from Ref. [65].

x y

Figure A.1.: An electron in the field of the nucleus.

In Fig. A.1, an electronic line is depicted. We make the fermion flow explicit
here, despite leaving it implicit in the main part of the thesis. This component of a
Feynman diagram can be an external line, an internal line, or a disconnected line.
If it is an external line, we associate the term

i

2πS(ω,y,x)

with it, where S is the propagator of the electron in the field of the nucleus given in
Eq. (1.56). If it is an internal line, we additionally integrate over its virtual energy,
that is, we associate ∫

dω
i

2πS(ω,y,x) ,

where the integral over ω is performed in the final expression. If it is a disconnected
line, then we associate the term

i

2πS(ω,y,x)δ(ω′ − ω)

with it.
x y

Figure A.2.: The internal photon line.

In Fig. A.2, an internal photon line is depicted. We associate as usual a photon
propagator ∫

dω
i

2πDµν(ω,y − x)
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A. Feynman Rules

with it, where Dµν denotes here the photon propagator in the mixed energy-position
representation. The order of x and y does not matter since the photon propagator
is symmetric with respect to their exchange. In Feynman gauge, the propagator
reads

Dµν(ω,x) = −gµν
∫

d3q

(2π)3
1

ω2 − q2 + i0+ e
iq·x .

In Coulomb gauge, we have

D00(ω,x) = 1
4π|x| ,

Djk(ω,x) =
∫

d3q

(2π)3
1

ω2 − q2 + i0+

(
δjk −

qjqk
q2

)
eiq·x ,

for j, k = 1, 2, 3, where δjk is the usual Kronecker delta, and

D0j(ω,x) = 0 = Dj0(ω,x) ,

for j = 1, 2, 3.

ω1

ω2

ω3

z

Figure A.3.: The vertex diagram.

In Fig. A.3, the electron-photon vertex is depicted. Associated with it is the term

−2πieγµδ(ω1 − ω2 − ω3)
∫
d3z .

The delta function enforces energy conservation at each vertex. The integral over
the vertex position z is understood to be taken in the final expression.

ω ω′

z

Figure A.4.: The diagram of the mass renormalization counterterm.

In Fig. A.4, the diagram of the mass renormalization counterterm is depicted. We
associate with it the term

2πi δme δ(ω′ − ω)
∫
d3x ,
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ω ω′

z

Figure A.5.: The diagram of the potential insertion.

where, again, the integral over x is taken in the final expression.
In Fig. A.5, we depict the diagram of the potential insertion. This diagram arises

in calculations, if there is a static external potential term in the Lagrangian. An
example for this is the external magnetic field (in which case, we use a triangle
instead of a cross in the main text). If the external potential is denoted by V , then
the diagram corresponds to the term

−2πiγ0δ(ω′ − ω)
∫
d3xV (x) ,

where the integral over the vertex x is taken in the final expression.
There is a symmetry factor sign σ, where σ is the permutation of the final electron

coordinates with respect to the initial ones. There is also an additional factor of −1
for every closed electron loop.
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B. The Photon Interaction Matrix
Elements

We introduced the photon interaction operator in Eq. (1.90). It is essentially the
photon propagator contracted with the Dirac α matrices. The matrix elements of
this operator appear in calculations of self-energy as well as interelectronic effects.
The matrix elements of the operator with respect to electronic wave functions are
given by

〈ab| I(ω) |cd〉 = e2
∫
d3x

∫
d3y (ψ†a(x)αµψc(x))(ψ†b(y)ανψd(y))Dµν(ω,x− y) .

(B.1)
Using the fact that the angular and radial dependences are separated in the electronic
wave functions and the partial-wave expansion of the photon propagator, the angular
parts of the integrals in Eq. (B.1) can be done explicitly leaving only radial integrals
for numerical evaluation. The expression in Eq. (B.1) then takes the form [57, 71,
113]

〈ab| I(ω) |cd〉 = α
∞∑
L=0

JL(abcd)RL(ω; abcd) . (B.2)

The factor JL(abcd) depends only on the total angular momentum and magnetic
quantum numbers and reads [57, 71]

JL(abcd) =
+L∑

mL=−L
(−1)ja−ma+L−mL+jb−mb

(
ja L jc
−ma mL mc

)(
jb L jd
−mb −mL md

)
,

(B.3)
where (

j1 j2 j3
m1 m2 m3

)
(B.4)

denotes the Wigner 3j symbol [71]. The explicit expression for the factor RL(ω; abcd)
depends on the gauge choice. However, it can be expressed using the same set of
integrals for both the Coulomb gauge and the Feynman gauge. The function is
separated into two pieces as [57, 71]

RL(ω; abcd) = R1,L(ω; abcd) +R2,L(ω; abcd) , (B.5)

with
R1,L(ω; abcd) = (−1)L〈κa‖CL‖κc〉〈κb‖CL‖κd〉 IL(ω; abcd) , (B.6)
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B. The Photon Interaction Matrix Elements

and

R2,L(ω; abcd) = (−1)L+1〈−κa‖CL‖κc〉〈−κb‖CL‖κd〉
(κa + κc)(κb + κd)

L(L+ 1) JL(ω; abcd) .

(B.7)
In Eqs. (B.6) and (B.7), 〈κa‖CL‖κb〉 denotes a reduced matrix element. These
reduced matrix elements are given by [71]

〈κa‖CL‖κb〉 = (−1)ja+1/2
√

(2ja + 1)(2jb + 1)
(

ja jb L

−1/2 1/2 0

)
Π(`a + `b + L) ,

(B.8)
where

Π(`) =

1, if ` is even,
0, otherwise .

(B.9)

The expressions IL(ω; abcd) and JL(ω; abcd) contain the radial integrals.
In order to give explicit formulas for these two integrals, we introduce the following

radial functions

Uab(r) = −Ga(r)Fb(r) + Fa(r)Gb(r) , (B.10)
Vab(r) = −Ga(r)Fb(r)− Fa(r)Gb(r) , (B.11)
Wab(r) = Ga(r)Gb(r) + Fa(r)Fb(r) , (B.12)

and

PL,ab(r) = κb − κa
L

Vab(r) + Uab(r) , (B.13)

QL,ab(r) = κb − κa
L+ 1 Vab(r)− Uab(r) . (B.14)

The integral JL(ω; abcd) is the same for both the Coulomb and Feynman gauges
and reads [57, 71, 113]

JL(ω; abcd) = iω(2L+ 1)
∫ ∞

0
dr1

∫ ∞
0

dr2 jL(ωr<)h(1)
L (ωr>)Vac(r1)Vbd(r2) , (B.15)

where jL is the spherical Bessel function and h(1)
L is the spherical Hankel function of

first kind of order L, and r< and r> denote the smaller and the larger one of r1 and
r2, respectively. The expression for the integral IL(ω; abcd) depends on the choice
of gauge. In the Feynman gauge, it reads [57, 113]

IL(ω; abcd) = I1,L(ω; abcd) + L+ 1
2L+ 3I2,L(ω; abcd) + L

2L− 1I3,L(ω; abcd) , (B.16)
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where we have

I1,L(ω; abcd) = iω(2L+ 1)
∫ ∞

0
dr1

∫ ∞
0

dr2 jL(ωr<)h(1)
L (ωr>)Wac(r1)Wbd(r2) ,

(B.17)

I2,L(ω; abcd) = iω(2L+ 3)
∫ ∞

0
dr1

∫ ∞
0

dr2 jL+1(ωr<)h(1)
L+1(ωr>)QL,ac(r1)QL,bd(r2) ,

(B.18)

I3,L(ω; abcd) = iω(2L− 1)
∫ ∞

0
dr1

∫ ∞
0

dr2 jL−1(ωr<)h(1)
L−1(ωr>)PL,ac(r1)PL,bd(r2) .

(B.19)

In the Coulomb gauge, we have [71, 113]

IL(ω; abcd) = I1,L(0; abcd) + L(L+ 1)
2L+ 1

[ 1
2L+ 3I2,L(ω; abcd)

+ 1
2L− 1I3,L(ω; abcd)− I4,L(ω; abcd)− I4,L(ω; badc)

]
, (B.20)

where we have the additional integral

I4,L(ω; abcd)

=
∫ ∞

0
dr1

∫ r1

0
dr2

[
iωjL−1(ωr2)h(1)

L+1(ωr1)− 2L+ 1
ω2

rL−1
2
rL+2

1
QL,ac(r1)PL,bd(r2)

]

+ iω

∫ ∞
0

dr1

∫ ∞
r1

dr2 jL+1(ωr1)h(1)
L−1(ωr2)QL,ac(r1)PL,bd(r2) . (B.21)

The values or these integral functions for ω = 0 are obtained by using the limiting
behaviour of the spherical Bessel and Hankel functions. Namely, we have [76]

jL(x) ∼ xL

(2L+ 1)!! , (B.22)

h
(1)
L (x) ∼ (2L− 1)!!

xL+1 , (B.23)

as x→ 0, where n!! = n(n− 2) · · · 4 · 2 for even n and n!! = n(n− 2) · · · 3 · 1 for odd
n is the double factorial.
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