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FORMAL AFFINE DEMAZURE AND HECKE ALGEBRAS OF

KAC-MOODY ROOT SYSTEMS

BAPTISTE CALMÈS, KIRILL ZAINOULLINE, AND CHANGLONG ZHONG

Abstract. We define the formal affine Demazure algebra and formal affine
Hecke algebra associated to a Kac-Moody root systems. We prove the structure
theorems of these algebras, hence, extending several results and constructions
(presentation in terms of generators and relations, coproduct and product
structures, filtration by codimension of Bott-Samelson classes, root polyno-
mials and multiplication formulas) that were previously known for finite root
systems.

1. Introduction

The nil-Hecke algebra and 0-Hecke algebra were constructed by Kostant-Kumar
in [KK86, KK90] in the study of equivariant singular cohomology and equivari-
ant K-theory of Kac-Moody flag varieties. These algebras are generated by the
Demazure operators (also known as BGG operators or divided difference opera-
tors) satisfying braid relation; they act on their duals by the convolution action of
equivariant singular cohomology (resp. equivariant K-theory) on itself.

In [HMSZ, CZZ1, CZZ2, CZZ3] these constructions were extended to an ar-
bitrary algebraic oriented cohomology theory (corresponding to a one-dimensional
commutative formal group law F ) of a usual flag variety, i.e. for finite root systems.
The resulting algebra, called the formal affine Demazure and denoted DF , satisfies
a twisted braid relation instead of the usual one and its dual is isomorphic to the
respective oriented cohomology ring. In particular, the nil-Hecke algebra and the 0-
Hecke algebra of Kostant-Kumar correspond to the additive and the multiplicative
formal group law F respectively.

In the present paper, we extend the previous constructions to an arbitrary Kac-
Moody root system (determined by a generalized Cartan matrix), hence, completing
the picture. This was originally a question raised by Shrawan Kumar. Note that the
key result in this setup is the so-called structure theorem, which describes DF by
its polynomial representation. To prove it in the additive and multiplicative case,
Kostant-Kumar essentially relied on the study of zeros and poles of such polynomial
functions. For a general F , polynomials turn into formal power series, so we no
longer can look at zeros or poles. To overcome this difficulty and to prove the
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generalized version of the structure theorem (Theorem 4.1) we use the language of
prime ideals and some general position arguments (see Section 3).

Having the structure theorem in hands we extend most of the results and proper-
ties concerning DF following the same proofs as in the finite case. For instance, we
provide the presentation of DF in terms of generators and relations (Corollary 4.4),
hence, generalizing the result of [Le16]. We introduce the coproduct structure on
DF and, hence, the product on its dual D∗

F , hence, extending [CZZ1]. We define
filtrations on DF and on DF

∗, and show that the corresponding associated graded
rings are isomorphic to the nil-Hecke algebra and its dual, respectively (Proposi-
tion 5.2). In Section 6 we introduce and study the formal affine Hecke algebra HF ,
extending definitions of [HMSZ] and [ZZ17]. In the last section, we discuss for-
mal root polynomials and various multiplication formulas, hence, extending some
results of [LZ16].

2. Preliminaries

2.1. Generalized Cartan matrices and root data. We introduce notation and
list basic properties of the root datum associated to a generalized Cartan matrix
following [Ka90, Ku02]. We recall definition of the Demazure lattice due to [Le16].

Let A := (aij)1≤i,j≤n be a generalized Cartan matrix (i.e., aii = 2, −aij ∈ Z+

for all i 6= j, where Z+ is the set of nonnegative integers, and aij = 0 ⇔ aji = 0).
Choose a triple (h,Π,Π∨), unique up to isomorphism, where h is a complex vector
space of rank 2n− rankA,

Π = {α1, . . . , αn} ⊂ h∗, Π∨ = {α∨
1 , . . . , α

∨
n} ⊂ h

are linearly independent subsets of simple roots and simple coroots respectively,
satisfying aij = 〈αj , α∨

i 〉. Such a triple is called the root datum corresponding to
the matrix A.

Let W be the Weyl group of the root datum, that is, the group generated by
fundamental reflections

si : λ 7→ λ− 〈λ, α∨
i 〉αi, λ ∈ h∗.

It is a Coxeter group, and for i 6= j, the order mij of sisj is equal to 2, 3, 4, 6,∞
when aijaji is 0, 1, 2, 3,≥ 4, respectively. Let

Φ = {w(αi) | w ∈W, 1 ≤ i ≤ n}

denote the set of (real) roots. If α = w(αi), we define the reflection sα(λ) =
λ− 〈λ, α∨〉α where α∨ = w(α∨

i ). We then have sα = wsiw
−1.

Let Φ+ = Φ∩
∑

i Z+αi and Φ− = −Φ+ denote the sets of positive and negative
(real) roots respectively. We have Φ = Φ+ ∐ Φ−. For each w ∈ W , define

Φw = {α ∈ Φ+ | w−1(α) ∈ Φ−}.

The expression w = si1 . . . sil ∈ W is called reduced if l is minimal possible among
all representations of w ∈ W as a product of the si and in this case l = ℓ(w) is
called the length of w. We then have

(a) For each w ∈W , αi ∈ Π, we have

ℓ(siw) > ℓ(w) ⇔ w−1(αi) ∈ Φ+ and ℓ(siw) < ℓ(w) ⇔ w−1(αi) ∈ Φ−,
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(b) Φsi = {αi},
(c) For a reduced expression w = si1 . . . sil we have

Φw = {αi1 , si1αi2 , . . . , si1 · · · sil−1
αil}, in particular ℓ(w) = |Φw|.

Let Λr =
∑

i Zαi and Λ∨
r =

∑

i Zα
∨
i denote the root and coroot lattices, re-

spectively. Let Λ be a formal Demazure lattice of [Le16, Def. 3.1], i.e., a finitely
generated free abelian subgroup of h∗ such that 〈Λ,Λ∨

r 〉 ⊂ Z and every simple root
can be extended to a Z-basis of Λ, i.e., the coordinates of every simple root with
respect to some Z-basis of Λ form a unimodular vector.

Observe that all these lattices are invariant under the action by W . We refer to
[Le16, §3] for their basic properties and examples.

2.2. Formal Demazure operators. We define formal Demazure algebra and De-
mazure operators following [CPZ, HMSZ, CZZ1, Le16].

Let F be a one-dimensional commutative formal group law over a commutative
ring R. We sometimes write x +F y = F (x, y), and denote by −Fx ∈ R[[x]] the
formal inverse of x.

Examples of formal group laws include the additive formal group law Fa(x, y) =
x+ y, the multiplicative formal group laws Fm(x, y) = x+ y − βxy for β ∈ R, and
the universal formal group law Fu over the Lazard ring.

Let Λ be the Demazure lattice and let R[[Λ]]F = R[[xλ|λ ∈ Λ]]/J , where J is the
closure of the ideal generated by x0 and xλ+µ − F (xλ, xµ) with λ, µ ∈ Λ. R[[Λ]]F is
called the formal group algebra [CPZ].

Example 2.1. (a) If F = Fa, then R[[Λ]]F ∼= S∗
R(Λ)

∧ is the completion of the
symmetric algebra at the augmentation ideal.

(b) If F = Fm, then R[[Λ]]F ∼= R[Λ]∧ is the completion of the group ring.

Observe that the construction of R[[Λ]]F is functorial with respect to homomor-
phisms of rings R → R′, homomorphisms of lattices Λ → Λ′ and homomorphisms
of formal group laws F → F ′. Moreover, the action of W on Λ induces an action
of W on R[[Λ]]F by w(xλ) = xw(λ), λ ∈ Λ.

There is an augmentation map ǫ : R[[Λ]]F → R, xλ 7→ 0, and let IF denote the
kernel. We then have a filtration

R[[Λ]]F = I0
F ⊃ IF ⊃ I2

F ⊃ · · · ⊃ IiF ⊃ · · · ,

and define I−i
F = R[[Λ]]F for i > 0. The associated graded ring is denoted by

GrR[[Λ]]F =
⊕

i≥0

IiF /I
i+1
F .

By [CPZ, Lemma 4.2], we have GrR[[Λ]]F ∼= S∗
R(Λ). For each q ∈ IiF \I

i+1
F , we say

that deg q = i and denote by (q)i its image via the map

IiF /I
i+1
F →֒ GrR[[Λ]]F ∼= S∗

R(Λ).

We define (q)j = 0 for j < deg q.

Lemma 2.2. Assume that R has characteristic 0. Let α ∈ Φ+.

(1) xα is irreducible in R[[Λ]]F for all positive root α.
(2) If x ∈ R[[Λ]]F such that xα|xβx for some positive roots α 6= β, then xα|x.



4 BAPTISTE CALMÈS, KIRILL ZAINOULLINE, AND CHANGLONG ZHONG

Proof. (1) Applying W we may assume that α = αi is some simple root. Let
{ω1, . . . , ωm} be a basis of Λ extending αi. Then the coefficients aij in αi =
∑n
j=1 aijωj are coprime. Hence, the power series corresponding to xαi

is irreducible

in R[ω1, . . . , ωm].

(2) Again it suffices to assume that α is a simple root. Expressing β as a linear
combination of simple roots, we get that xβ is regular in S/(xα), so the conclusion
follows. �

For each v ∈ W , define cv =
∏

α∈Φv
xα ∈ R[[Λ]]F .

Lemma 2.3. If ℓ(sαv) < ℓ(v), then xα | cv and x2α ∤ cv.

Proof. If ℓ(sαv) < ℓ(v), then v−1(α) ∈ Φ− by [Ku02, Lemma 1.3.13], hence α ∈ Φv.
So xα | cv. The second part follows since xα ∤ xβ for any α 6= β ∈ Φ+. �

Following [CPZ, Corollary 3.4] we define R-linear operators R[[Λ]]F → R[[Λ]]F as

∆α(u) =
u− sα(u)

xα
, Cα(u) = καu−∆α(u) =

u

x−α
+
sα(u)

xα
,

where κα := 1
xα

+ 1
x−α

∈ R[[Λ]]F . The operator ∆α is called a formal Demazure

operator, and Cα is called a formal push-pull operator. They satisfy

∆α ◦∆α = κα∆α = ∆ακα, Cα ◦ Cα = καCα

∆α(uv) = ∆α(u)v + sα(u)∆α(v), u, v ∈ R[[Λ]]F .

Moreover, they are SWα-linear, where Wα is the subgroup of W generated by sα.

For simplicity, we set x±i = x±αi
, ∆i = ∆αi

and Ci = Cαi
. For a sequence

I = (i1, . . . , il) we set ∆I = ∆i1 ◦ · · · ◦ ∆il . If E ⊂ [l] = {1, . . . , l}, we denote by
I|E the sequence consisting of ij with j ∈ E. According to [CZZ1, Lemma 4.8] we
have

∆I(uv) =
∑

E1,E2⊆[l]

pIE1,E2
∆I|E1

(u)∆I|E2
(v), pIE1,E2

∈ I
|E1|+|E2|−l
F .

2.3. The formal affine Demazure algebra. We now recall the definition of the
formal affine Demazure algebra associated to a generalized Cartan matrix following
[Le16, §4].

Let S = R[[Λ]]F and let Q = S[ 1
xα

| α ∈ Φ+], be the localization of S at all

positive real roots. Define the twisted group algebra QW = Q ⋊ R[W ] to be the
left Q-module Q⊗R R[W ] with basis {δw}w∈W , and define the product

qδw · q′δw′ = qw(q′)δww′ , q, q′ ∈ Q, w,w′ ∈ W.

We set δα = δsα and 1 = δe. Define

Xα :=
1

xα
(1− δα) and Yα = κα −Xα =

1

x−α
+

1

xα
δα.
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The element Xα ∈ QW is called a formal Demazure element, and Yα is called a
formal push-pull element. We then have for any q ∈ Q, α ∈ Φ, w ∈W

Xαq = sα(q)Xα +∆α(q),

X2
α = καXα = Xακα, δwXαδw−1 = Xw(α),

Y 2
α = καYα, δwYαδw−1 = Yw(α).

For simplicity, we set δi = δsi , Xi = Xαi
and Yi = Yαi

. For a sequence I =
(i1, . . . , il) we set XI = Xi1 · · ·Xil ; set X∅ = 1.

Let Iv denote a reduced sequence of v ∈ W , i.e., Iv = (i1, . . . , il) for a reduced
expression v = si1 . . . sil . The proofs of the following two lemmas are the same as
of [CZZ1, Lemma 5.4] (see also [CZZ2, Lemma 3.2, 3.3])

Lemma 2.4. We have XIv =
∑

w≤v a
X
v,wδw for some aXv,w ∈ Q, aXv,v = (−1)ℓ(v) 1

cv
,

where the sum is taken over all w ≤ v with respect to the Bruhat order.

Moreover, we have δv =
∑

w≤v b
X
v,wXIw for some bXv,w ∈ S, bXv,e = 1 and bXv,v =

(−1)ℓ(v)cv.

Lemma 2.5. We have YIv =
∑

w≤v a
Y
v,wδw for some aYv,w ∈ Q and aYv,v =

1
cv
.

Moreover, we have δv =
∑

w≤v b
Y
v,wYIw for some bYv,w ∈ S and bYv,v = cv.

Corollary 2.6. The sets {XIw}w∈W and {YIw}w∈W form bases of QW as a left
Q-module.

Definition 2.7. Let DF be the R-subalgebra of QW generated by elements of S
and the Demazure elements {Xα}α∈Φ. We call DF the formal affine Demazure
algebra associated to the generalized Cartan matrix A and the Demazure lattice Λ.

Observe that DF is generated by elements of S and Xi, i ∈ [n]. Indeed, we have
δi = 1 − xiXi, so δw ∈ DF . Since any root α can be written as w(αi) for some
w ∈ W and a simple root αi, and Xw(αi) = δwXiδw−1 , the conclusion then follows.

By definition the algebras QW and DF are functorial with respect to morphisms
of rings R → R′, morphisms of formal group laws F → F ′, and morphisms of root
data, i.e., morphisms of lattices φ : Λ → Λ′ sending roots (resp. coroots) to roots
(resp. coroots), and such that φ∨(φ(α)∨) = α∨.

3. General position arguments and divisibility by positive roots

The purpose of the present section is to extend [KK86, Lemma 4.9] (additive case
F = Fa) and [KK90, Lemma 2.12] (multiplicative case F = Fm) to an arbitrary
formal group law F . This is done in Proposition 3.3 which will be used in the
proof of our main theorem (Theorem 4.1). Observe that in the additive (resp.
multiplicative) case the ring S is the ring of (resp. Laurent) polynomials (non-
complete version of Example 2.1), so it can be viewed as a ring of functions on the
lattice Λ. The respective proofs by Kostant-Kumar then deal with analyzing zeros
and poles of such functions. For a general F , the ring S becomes the ring of formal
power series, so we no longer have functions on Λ as well as zeros and poles. To
overcome this difficulty, we use the language of prime ideals instead.
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Suppose R is a domain of characteristic 0. Let K denote its field of fractions.
Recall that S = R[[Λ]]F . We set

SK = K[[Λ]]F , Sa,K = K[[Λ]]Fa
, S′ = S∗

K(Λ),

Z = Spec(S), ZK = Spec(SK), Za,K = Spec(Sa,K), Y = Spec(S′) ∼= AnK .

There are induced actions ofW on S, SK , Sa,K and S′, hence, on Z, ZK , Za,K and
Y . An element xλ in Sa,K (or in S′) will be simply denoted by λ.

There exists an isomorphism h : Fa → F of formal group laws over K, i.e.,
h(x) ∈ K[[x]] is such that h(x) +F h(y) = h(x+ y). It induces an isomorphism

H : SK → Sa,K , xαi
7→ h(αi).

Lemma 3.1. The following diagram commutes

Z

w·

��

ZK
φ

oo

w·

��

Za,K
H

oo
ψ

//

w·

��

Y

w·

��

Z ZK
φ

oo Za,K
H

oo
ψ

// Y

where w· is the action of w ∈ W on corresponding spectrum, φ is the map induced
by the embedding R →֒ K, and ψ is the map induced by the embedding S′ →֒ Sa,K
(observe that Sa,K is the completion of S′ along the augmentation ideal).

Proof. The commutativity of the left and right squares are obvious. Concerning
the middle square, we have

w(H(xλ)) = w(h(λ)) = h(w(λ)) = H(xw(λ)) = H(w(xλ)). �

We define the w-invariant subset Zw := {x ∈ Z | w(x) = x}, and similarly define
ZwK , Zwa,K , Y w. For a commutative ring R′ and an element r ∈ R′, we denote by

V (r) the set of prime ideals of R′ containing r. Then we have

φ−1(V (xα)) = V (xα), H(V (α)) = H(V (h(α))) = V (xα), ψ
−1(V (α)) = V (α),

φ−1(Zw) = ZwK , H(Zwa,K) = ZwK , ψ
−1(Y w) = Zwa,K .

The identity V (h(α)) = V (α) follows from the fact that h(x) can be written as
h(x) = xg(x) for some invertible g(x) ∈ K[[x]].

We will use the following general position-type result

Lemma 3.2. Suppose R is a domain of characteristic 0. For any root α ∈ Φ, the
set

Pα := V (xα)\
(
[∪β∈Φ, β 6=αV (xβ)] ∪ [∪w 6=e,sαZ

w]
)

is a dense subset of V (xα) ⊂ Z.

Proof. It suffices to prove that φ−1(Pα) = V (xα) ⊂ ZK . Indeed, since φ is

dominant, which means it maps dense subsets to dense subsets, φ(φ−1(Pα)) =

φ(V (xα)) = V (xα) ⊂ Z, and we know φ(φ−1(Pα)) ⊂ Pα, so Pα = V (xα).

The map H is an isomorphism, and ψ is flat, so the inverse image via ψ of a
dense subset is dense ([Mi80, Corollary I.2.8]). Therefore, it is enough to show that

P ′
α := V (α)\

(
[∪β 6=αV (β)] ∪ [∪w 6=e,sαY

w]
)
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is dense in V (α) ⊂ Y . We can assume that K = Q. By functoriality of formal
group algebras we may assume that Λ = Λr and α = α1 is a simple root. Then
V (β) is the hyperplane in Y = AnQ orthogonal to β.

Consider the positive half-hyperplane

V (α1)
+ := {ā = (0, a2, . . . , an) ∈ Y | ai > 0 for i ≥ 2} ⊂ V (α1).

We claim that P ′
α1

contains V (α1)
+ which would immediately imply that P ′

α1
is

dense in V (α1).

Indeed, since β = c1α1+ . . .+ cnαn where ci’s are either all positive or negative,
β(ā) = c2a2 + . . . + cnan 6= 0 unless c2 = . . . = cn = 0 (that is β = α1). Hence,
V (α1)

+ ∩ V (β) = ∅ for all β 6= α1. Finally, by [Ka90, Proposition 3.12.(a)] the
stabilizer Wā := {w ∈W | w(ā) = ā} is generated by simple reflections it contains,
so Wā = {e, s1}. Hence, V (α1)

+ ∩ Y w = ∅ for all w 6= e, s1. �

Consider an action of the twisted group algebra QW on Q via

qδw · q′ = qw(q′), q, q′ ∈ Q,w ∈W.

As before, let XIw denote the product of Demazure elements indexed by a reduced
expression for w ∈W . Recall that (see Corollary 2.6) XIw , w ∈W form a basis of
QW as a left Q-module.

We obtain the following generalization of [KK86, Lemma 4.10]

Proposition 3.3. Let z =
∑

w∈W, ℓ(w)≤k pwXIw , pw ∈ S and let α ∈ Φ+.

If z · S ⊆ xαS, then xα | pw for all w.

Proof. We may assume pw 6= 0 for some w with ℓ(w) = k. Set z+ = z + δαz and
z− = z − δαz so that 2z = z+ + z−. Since xα

x−α
is invertible in S, we have

(δαz) · S ⊆ δα · (xαS) = x−αS = xαS.

By Lemma 2.2 xα is irreducible, so xα | 2f ⇒ xα | f for any f ∈ S. Hence, it suffices
to prove the lemma for z+ and z−, i.e., we may assume δαz = ±z. Moreover, it is
enough to show that xα | 2pw for all w.

Expressing z in terms of the canonical basis {δw} we obtain

z =
∑

ℓ(w)≤k

pwXIw =
∑

ℓ(w)≤k

qwδw, qw ∈ Q.

Choose an element w0 of length k such that pw0 6= 0. By Lemma 2.4 qw0 = 1
cw0

pw0 .

Since δαz = ±z, we have ℓ(sαw0) < ℓ(w0), hence by Lemma 2.3, cw0 = xαc
′ where

c′ ∈ S is a product of some xβ with β ∈ Φ+\{α}. On the other hand, δαz = ±z
implies that qsαw0 = ±sα(qw0). Hence, we can write

z =
pw0

xαc′
δw0 ±

sα(pw0)

x−αsα(c′)δsαw0 + z′, where z′ :=
∑

ℓ(w)≤k, w 6=w0,sαw0

qwδw.

We claim that xα | 2pw0 . Indeed, it suffices to prove that for any p ∈ V (xα) (
Z = SpecS we have 2pw0 ∈ p. By Lemma 3.2, the set

Pα = V (xα)\
(
[∪β 6=αV (xβ)] ∪ [∪w 6=e,sαZ

w]
)

is dense in V (xα), so it suffices to prove that for any p ∈ Pα we have 2pw0 ∈ p.
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Let p ∈ Pα. By definition, w(p) 6= p for any w 6= e, sα. Hence, for any w 6=
w0, sαw0 we have w−1

0 (p) 6= w−1(p) and w−1
0 sα(p) 6= w−1(p) which implies that

w−1(p)\
(
w−1

0 (p) ∪ w−1
0 sα(p)

)
6= ∅. The latter means that for any w 6= w0, sαw0

there exists rw ∈ S such that w(rw) ∈ p, w0(rw) 6∈ p and sαw0(rw) 6∈ p. We define

r =
∏

qw 6=0 and w 6=w0,sαw0

rnw+1
w ,

where nw is the order of xα in the denominator of qw.

Let S̃ be the localization of S at all xβ with β ∈ Φ+\{α}, then Q = S̃[ 1
xα

].

Observe that 1
c′ ,

1
sα(c′) ∈ S̃. Since xβ 6∈ p for any such β, pS̃ := pS̃ is a proper

prime ideal of S̃. The assumption z · S ⊆ xαS implies that z · r ∈ (xα) ⊂ pS̃ .

(i) Suppose that δαz = −z. We obtain xαz · r = xα(z · r) ∈ pS̃, and

η := [
pw0

c′ δw0 −
xαsα(pw0 )

x−αsα(c′) δsαw0 ] · r =
pw0

c′ w0(r) −
xαsα(pw0 )

x−αsα(c′) sαw0(r) ∈ S̃.

Note that η = xαz ·r−xαz′ ·r, so xαz′ ·r ∈ S̃. By Lemma 3.4, we have xαz
′ ·r ∈ pS̃,

which implies that η ∈ pS̃.

Denote ζ :=
pw0w0(r)

c′ , then η = ζ− xα

x−α
sα(ζ) ∈ pS̃ . Note that

xα

x−α
+1 is divisible

by xα ∈ p, and sα(ζ) − ζ = −xα∆α(ζ) ∈ p, so 2ζ ∈ pS̃ . Since w0(r) 6∈ p, we get
2pw0 ∈ p.

(ii) Suppose that δαz = z. Similarly, we obtain z · (w−1
0 (xα)r) ∈ p. Moreover,

η′ := [
pw0

xαc′
δw0 +

sα(pw0 )

x−αsα(c′)δsαw0 ] · (w
−1
0 (xα)r) =

pw0

c′ w0(r) +
sα(pw0 )

sα(c′) sαw0(r) ∈ S̃.

Therefore, z′ · (w−1
0 (xα)r) = z ·w−1

0 (xα)r− η′ ∈ S̃. Similar to Lemma 3.4, we have

z′ · (w−1
0 (xα)r) ∈ pS̃ . Therefore, η

′ ∈ pS̃ ⇒
2pw0

c′ w0(r) ∈ pS̃ ⇒ 2pw0 ∈ p. �

Lemma 3.4. With the notation of the proof of Lemma 3.3, we have xαz
′ · r ∈ pS̃.

Proof. By definition, for w 6= w0, sαw0 we have

qwδw · r = qw
∏

v 6=w0,sαw0

w(rnv+1
v ).

If xα does not divide the denominator of qw, then qw ∈ S̃, so qwδw · r ∈ pS̃
since w(rw) ∈ p. If xα divides the denominator of qw, then by definition of r the
numerator of qwδw · r belongs to p ⊂ pS̃.

Since Q = S̃[ 1
xα

], we can rewrite xαz
′ · r ∈ S̃ as

xαz
′ · r =

m∑

j=0

q′j

xj
α

∈ S̃, q′j ∈ pS̃ for all j, and xα ∤ q′j for j > 0.

If m > 0, then reducing the expression to the common denominator xmα , we ob-
tain that xα |

∑m
j=0 q

′
jx
m−j
α , hence xα | q′m, a contradiction. So m = 0 and the

conclusion follows. �
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4. The formal affine Demazure algebra and its dual

In this section we prove the structure theorem (Theorem 4.1) which the key
result of this paper. It allows to extend most of the properties and facts concerning
the algebra DF and its dual D∗

F from the finite case to the case of an arbitary
generalized Cartan matrix.

As in the previous section, we consider the QW action on Q. It induces an action
of the formal affine Demazure algebra DF on S = R[[Λ]]F via

Xi · q =
1
xi
(1 − δi) · q = ∆i(q), q ∈ S,

so we have DF · S ⊆ S.

The following theorem generalizes [KK86, Theorem 4.6], [KK90, Theorem 2.9],
and [Le16, Proposition 4.13] to the context of an arbitrary formal group law and
an arbitrary Demazure lattice.

Theorem 4.1. Let R be a domain of characteristic 0. Let DF be the formal affine
Demazure algebra defined for a given generalized Cartan matrix, Demazure lattice
and a formal group law over R. Then

DF = {z ∈ QW | z · S ⊆ S}.

Proof. By definition we have DF ⊆ {z ∈ QW | z · S ⊆ S}. To prove the opposite
inclusion let z ∈ QW be such that z · S ⊆ S. Then by Lemma 2.4, {XIw}w∈W is a
basis of QW , so we can write z = 1

p

∑

ℓ(w)≤k pwXIw with pw ∈ S and p is a product

of (possibly repeated) xα, α ∈ Φ+. It suffices to assume that p is irreducible, and
by Lemma 2.2, we can assume that p = xα. Then Proposition 3.3 implies that
xα | pw for all w. Therefore, z ∈ DF . �

As an immediate consequence we obtain

Corollary 4.2. The set {XIw}w∈W forms a basis of DF as a left (or right) S-
module.

Proof. The set {XIw}w∈W spans DF as a left S-module. It follows from Corol-
lary 2.6 that this set is linearly independent. �

Based on Theorem 4.1, the following corollaries hold, whose proofs are exactly
the same as in the finite case.

First, we obtain a residue construction of the algebraDF for an arbitrary general-
ized Cartan matrix and a Demazure lattice. Such construction was first mentioned
in [GKV] for elliptic curves and then proved in the finite case in [ZZ17, §4].

Corollary 4.3. We have

DF = {
∑

w∈W

awδw ∈ QW | xαaw ∈ Qα and aw + asαw ∈ Qα, ∀α ∈ Φ+}

where Qα = S[ 1
xβ

| β ∈ Φ+, β 6= α] denotes the respective localization of S.

Next, we obtain a uniform description of all relations between generators in DF .
Observe that in the finite case explicit relations were given in [HMSZ, Proposition
6.8] and [CZZ1, Lemma 7.1]; for a hyperbolic formal group law and a generalized
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Cartan matrix it was given in [Le16, Example 4.12] based on the explicit presenta-
tion of [HMSZ].

Corollary 4.4. If Iw and I ′w are two reduced expressions of w, then

XIw −XI′w =
∑

v<w, ℓ(v)≤ℓ(w)−2

pw,IvXIv , pw,Iv ∈ S.

In particular, if (sisj)
mij = 1 and w = sisjsi · · ·

︸ ︷︷ ︸

mij times

, then

XiXjXi · · ·
︸ ︷︷ ︸

mij times

−XjXiXj · · ·
︸ ︷︷ ︸

mij times

=
∑

v<w, ℓ(v)≤ℓ(w)−2

pvXIv , pv ∈ S.

Observe that if F = Fa or Fm, then all pv vanish ([KK86, Proposition 4.2] and
[KK90, Proposition 2.4]) and we obtain the usual braid relation.

We then identify DF with a subring of R-linear operators on S, that is

Corollary 4.5. The map DF → EndR(S), Xi 7→ ∆i is injective.

Proof. Let z ∈ DF be in the kernel. Write z =
∑

ℓ(w)≤k pwXIw with pw ∈ S. If

z · S = 0, then z · S ⊆ xαS. So by Lemma 3.3, xα | pw for any α and any w. Then
z′ := 1

xα
z satisfies the same condition as z does, so xα | pwxα

. Recursively, we see
that pw = 0 for all w. �

Example 4.6. Consider the additive case, i.e. F = Fa. In this case, XIw does not
depend on the choice of the reduced decomposition Iw of w, so we denote it simply
by Xw. Let Qa = S∗

R(Λ)[
1
α |α ∈ Φ+] and Qa,W = Qa ⋊R[W ] with basis {δaw}w∈W .

The map S∗
R(Λ) → R[[Λ]]Fa

induces a map between twisted group algebras and,
hence, an embedding

N →֒ Da with xw 7→ (−1)ℓ(w)Xw,

where N is the nil (affine) Hecke algebra with basis {xw}w∈W of [KK86, §4] and
Da denotes DFa

. Moreover, we have

R[[Λ]]Fa
⊗S∗

R
(Λ) N ≃ Da as R[[Λ]]Fa

-modules.

Similar to Lemma 2.4, we obtain

xw =
∑

v≤w

aw,vδv, δw =
∑

v≤e

bw,vxv, with bw,v ∈ S∗
R(Λ), aw,v ∈ Qa.

The coefficient aw,v = (−1)ℓ(w)aXw,v corresponds to cw−1,v−1 in [KK86, (4.3)].

We now turn to the study of the dual of the algebra DF . As in [CZZ1] we,
first, introduce a coproduct structure on QW . We view QW ⊗Q QW as the tensor
product of left Q-modules, and define

△ : QW → QW ⊗Q QW , qδw 7→ qδw ⊗ δw.

The counit is ǫ : QW → Q, qδw 7→ q. We define a product structure on QW ⊗QQW
by

(z1 ⊗ z2) · (z
′
1 ⊗ z′2) = z1z

′
1 ⊗ z2z

′
2.

By [CZZ1, Proposition 8.10] △ is a ring homomorphism, so QW is a cocommutative
coalgebra in the category of left Q-modules.



FORMAL AFFINE DEMAZURE AND HECKE ALGEBRAS OF KAC-MOODY ROOT SYSTEMS11

Remark 4.7. We can also view the counit as ǫ : QW → Q, z 7→ z · 1 where · is
the action of QW on Q. In particular, it implies that ǫ(zq) = z · q for z ∈ QW and
q ∈ Q.

Let Q∗
W be the dual of QW , i.e., Q∗

W = HomQ(QW , Q). By definition, it is a
Q-module by

(qf)(z) = qf(z), q ∈ Q, z ∈ QW , f ∈ Q∗
W .

Indeed, Q∗
W is equal to the left Q-module Hom(W,Q), the set of maps (of sets)

from W to Q. Define {fv}v∈W ⊂ Q∗
W by fw(δv) = δv,w (the Kronecker symbol),

then each f ∈ Q∗
W can be written as f =

∑′
w∈W qwfw with qw = f(δw), where

∑′

denotes a possibly infinite (formal) sum. Since {XIw}w∈W is another basis of QW ,
we could define {X∗

Iw
}w∈W such that X∗

Iw
(XIv ) = δw,v. Then any f ∈ Q∗

W can be

written as f =
∑′
w∈W f(XIw)X

∗
Iw
.

Lemma 4.8. [CZZ1, Proposition 9.5] For any sequence I = (i1, ..., ik), we have

△(XI) =
∑

E1,E2⊆[k]

pIE1,E2
XIE1

⊗XIE2
, where pIE1,E2

∈ Q.

Lemma 4.9. [CZZ1, Theorem 9.2] The coproduct on QW induces a coproduct struc-
ture on DF , which makes it into a cocommutative coalgebra with counit ǫ : DF → S
induced by ǫ : QW → Q. Moreover, ǫ(XIw) = δe,w.

Consider the dual D∗
F = HomS(DF , S) where DF is considered as a left S-

module. Then the coproduct structure on DF makes D∗
F into a commutative ring

with unit 1 = ǫ ∈ D∗
F . The set of elements {X∗

Iw
}w∈W can also be viewed as in

D∗
F , and each f ∈ D∗

F can be uniquely written as f =
∑′

w∈W qwX
∗
Iw

with qw ∈ S.
Moreover, as in [CZZ2, Lemma 10.2], we have

Lemma 4.10. The algebra D∗
F can be identified with the subset

{f ∈ Q∗
W | f(DF ) ⊆ S}.

In particular, 1 = X∗
Ie

∈ D∗
F .

Proof. The first part follows as in the proof of [CZZ2, Lemma 9.2]. To prove the
second part, we have ǫ(XIw ) = XIw · 1 = δw,e ∈ S, so 1(X∗

Iw
) = δw,e. That is,

1 = X∗
Ie
. �

Remark 4.11. In the case F = Fa, if f , g ∈ Q∗
W are such that f(XIw ) = 0

and g(XIw) = 0 for all but finitely many w ∈ W , then fg(XIw) = 0 for all but
finitely many w ∈ W . This implies that the dual of the nil Hecke algebra N (see
Example 4.6) has a product structure.

For a general F it is unknown whether such finiteness condition holds. Con-
sequently, if one restricts to the S-submodule of D∗

F consisting of f such that
f(XIw) = 0 for all but finite many of w ∈W , then this submodule maybe not be a
ring. This is one of the reasons why the definition of Ψ in [KK90, Definition 2.19]
(the case F = Fm) does not include the finiteness condition.
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5. Filtrations on the Demazure algebra and its dual

In this section we introduce and study filtrations on DF and its dual D∗
F . The

filtration on D∗
F come from the filtration by the codimension of Schubert basis

and generalizes the one for N ∗ of [KK90, Definition 2.28]. Our main result (Theo-
rem 5.6) generalizes [KK90, Proposition 2.30].

Set D
(i)
F to be the R-submodule of DF generated by qXI where q ∈ S and

deg q − |I| ≥ i. It gives a filtration

· · ·D
(−i)
F ) · · · ) D

(0)
F ) · · · ) D

(i)
F ) · · · .

As in [CPZ, Proposition 3.6] we conclude that D
(i)
F · IjF ⊂ Ii+jF . Moreover, since

{XIw}w∈W is a basis of DF , the submodule D
(i)
F is spanned by qXIw with q ∈ S

and deg q − ℓ(w) ≥ i.

Lemma 5.1. (a) For any q ∈ S and a sequence I, we have

XIq =
∑

E⊆I

φI,E(q)XE ,

where φI,E(q) ∈ S has degree deg q − |I|+ |E|.

(b) For any i, j we have D
(i)
F ·D

(j)
F ⊆ D

(i+j)
F .

Proof. (a) The identity follows from [CZZ1, Lemma 9.3]. If I = (i), then

Xiq = si(q)Xi +∆i(q) with deg si(q) = deg q and deg∆i(q) = deg q − 1.

The formula for the degree then follows by induction on |I|.

(b) It suffices to show that pXIqXJ ∈ D
(i+j)
F if deg p−|I| ≥ i and deg q−|J | ≥ j.

By part (a) we have

XIq =
∑

E⊆I

φI,E(q)XE , where degφI,E(q) = deg q − |I|+ |E|.

So pXIqXJ =
∑

E⊆I pφI,E(q)XEXJ where

deg p+ deg φI,E(q)− |E| − |J | = deg p+ deg q − |I| − |J | ≥ i+ j.

Hence, pXIqXJ ∈ D
(i+j)
F . �

Let GrDF =
⊕

i∈Z D
(i/i+1)
F , where D

(i/i+1)
F = D

(i)
F /D

(i+1)
F , be the associated

graded module. By Lemma 5.1 it respects the product structure and, hence, defines
a ring. Consider a map

(5.1) ηi : D
(i)
F → N , qXIw 7→ (−1)ℓ(w)(q)i+ℓ(w)xw , q ∈ S,

where N is the nil affine Hecke algebra of [KK86] (cf. Example 4.6). By definition,

ηi(qXIw ) = 0 if deg q − ℓ(w) = i+ 1. So it factors through ηi : D
(i/i+1)
F → N .

Proposition 5.2. (cf. [CPZ, Proposition 4.8]) The map ⊕ηi : GrDF → N is an
isomorphism of GrR[[Λ]]F ∼= S∗

R(Λ)-modules, and it is also an isomorphism of rings.

Proof. It follows from Corollary 4.5 that DF is isomorphic to the subalgebra of
EndR(S) generated by S and by ∆i, 1 ≤ i ≤ l. As in the proof of [CPZ, Propo-
sition 4.8], we have an isomorphism GrDF ≃ N of GrR[[Λ]]F ≃ S∗

R(Λ)-modules.
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Similar to the [CPZ, Proposition 4.4], the action on GrR[[Λ]]F of the class of qXIw

in GrDF is the same as the action of (−1)ℓ(w)(q)i+ℓ(w)xw on S∗
R(Λ). In particular,

it shows that ηi preserves the product. Therefore, GrDF ≃ N as rings. �

We define a filtration on D∗
F as follows: for i ≥ 0 we set

(D∗
F )

(i) = {f ∈ D∗
F | f(δw) ∈ IiF for all w ∈W}.

Then
D∗
F = (D∗

F )
(0) ) · · · ) (D∗

F )
(i) ) (D∗

F )
(i+1) ) · · · ,

and since △(δw) = δw ⊗ δw, we have

(D∗
F )

(i)(D∗
F )

(i′) ⊆ (D∗
F )

(i+i′).

Let GrD∗
F =

⊕

i≥0(D
∗
F )

(i/i+1), where (D∗
F )

(i/i+1) = (D∗
F )

(i)/(D∗
F )

(i+1), be the
associated graded ring.

Lemma 5.3. (a) For any v = si1 . . . sik , express

δv = (1 − xi1Xi1) . . . (1− xikXik) =
∑

I⊂{i1,...,ik}

pIXI .

Then pI ∈ S and deg pI ≥ |I|.

(b) For any v, express δv =
∑

w≤v b
X
v,wXIw as in Lemma 2.4.

Then deg bXv,w ≥ ℓ(w). Moreover, (bXv,w)ℓ(w) = (−1)ℓ(w)bv,w ∈ S∗
R(Λ) where bv,w

was defined in Example 4.6.

Proof. (a) If k = 1, then δi1 = 1− xi1Xi1 , so the conclusion holds. Now suppose it
holds for k. Then δv =

∑
pIXI with deg pI ≥ |I|.

Consider w = sjv with ℓ(w) > ℓ(v). Then we obtain

δw = δsjv = δj
∑

pIXI =
∑

I

sj(pI)δjXI =
∑

I

sj(pI)(1 − xjXj)XI

=
∑

I

sj(pI)XI −
∑

I

sj(pI)xjX{j}∪I .

Since deg sj(pI) ≥ |I| and deg[sj(pI)xj ] ≥ |I|+ 1, the conclusion follows.

(b) From part (a) we can write δv =
∑

I pIXI with deg pI ≥ |I|. For each I, we
have XI =

∑

ℓ(w)≤|I| p
′
I,wXIw with p′I,w ∈ S. Therefore,

δv =
∑

w

∑

|I|≥ℓ(w)

pIp
′
I,wXIw ,

so bXv,w =
∑

|I|≥ℓ(w) pIp
′
I,w. Since

deg pIp
′
I,w ≥ deg pI ≥ |I| ≥ ℓ(w),

we have deg bXv,w ≥ ℓ(w).

To prove the last part, consider the map D
(0/−1)
F → N defined in (5.1), then δv =

∑

w≤v b
X
v,wXIw is mapped to δAv =

∑

w≤v(−1)ℓ(w)(bXv,w)ℓ(w)xw in N because this

map preserves product. Since δv =
∑

w≤v bv,wxw in the twisted group algebra of

[KK86] and the set {xw}w∈W is linearly independent, so bv,w = (−1)ℓ(w)(bXv,w)ℓ(w).
�
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Lemma 5.4. (a) The submodule (D∗
F )

(i) is (possibly infinitely) spanned by elements
qX∗

Iw
such that deg q + ℓ(w) ≥ i.

(b) The quotient (D∗
F )

(i/i+1) is finitely spanned by elements qX∗
Iw

such that
deg q + ℓ(w) = i.

Proof. It follows from Lemma 5.3.(2) that qX∗
Iw

∈ (D∗
F )

(deg q+ℓ(w)). Moreover, we
have

qX∗
Iw(δw) = qbXw,w = (−1)ℓ(w)qcw ∈ I

deg q+ℓ(w)
F \I

deg q+ℓ(w)+1
F .

So qX∗
Iw

6∈ (D∗
F )

(j) for j > deg q + ℓ(w). �

The following corollary shows that the filtration agrees with the one defined in
[CPZ, §7.4].

Corollary 5.5. We have (D∗
F )

(i) = {f ∈ D∗
F | f(D

(−i+1)
F ) ⊆ IF }.

Proof. By Lemma 5.4 (D∗
F )

(j) is spanned by elements qX∗
Iw

with deg q+ ℓ(w) ≥ j.

By definition, D
(−i+1)
F is spanned by pXIv with deg p − ℓ(v) ≥ −i + 1. We have

pX∗
Iw
(qXIv ) = pqδw,v. If w = v, then deg(pq) = deg p + deg ≥ j − i + 1. So

pX∗
Iw
(qXIv ) ∈ IF if and only if j ≥ i. �

Let Qa,W be the twisted group algebra in Example 4.6 with basis {δaw}, and
Q∗
a,W be its dual. Then the S∗

R(Λ)-dual N
∗ of N is contained in Q∗

a,W . Since

{xw}w∈W is a basis of N , it defines a dual basis {x∗w} in N ∗. We define a map of
rings

φi : (D
∗
F )

(i) → Q∗
a,W , φi(f)(δ

a
w) = (f(δw))i,

If f ∈ (D∗
F )

(i+1), then f(δw) ∈ Ii+1
F , so (f(δw))i = 0. Therefore, φi induces a

map

φ′i : (D
∗
F )

(i)/(D∗
F )

(i+1) → Q∗
a,W .

We now ready to state and to prove the main result of this section

Theorem 5.6. (cf. [KK90, Proposition 2.30]) The map φ := ⊕i≥0φ
′
i is a ring

isomorphism GrD∗
F
∼= N ∗.

Proof. First, we show that φ is a ring homomorphism. Suppose f ∈ (D∗
F )

(i)/(D∗
F )

(i+1)

and g ∈ (D∗
F )

(j)/(D∗
F )

(j+1), then

φ(fg)(δaw) = (fg(δw))i+j = (f(δw))i(g(δw))j

= φ(f)(δaw) · φ(g)(δ
a
w) = [φ(f)φ(g)](δaw).

So φ(fg) = φ(f)φ(g).

Let f =
∑′

w∈W qwX
∗
Iw

∈ (D∗
F )

(i)/(D∗
F )

(i+1) with qw ∈ S. Then by Lemma 5.4,
we know that ℓ(w) = i−deg qw ≤ i, so it is a finite sum. Therefore, it suffices to show
that φ′i(qX

∗
Iw
) = (−1)ℓ(w)(q)deg qx

∗
w for any q ∈ S such that deg q+ℓ(w) = i. Recall

from Example 4.6 that in N , we have xv =
∑

u av,uδ
a
u such that

∑

u av,ubu,w =



FORMAL AFFINE DEMAZURE AND HECKE ALGEBRAS OF KAC-MOODY ROOT SYSTEMS15

δv,w. In DF , by Lemma 5.3 we have δu =
∑

w′ bXu,w′XIw′
such that (bXu,w′)ℓ(w′) =

(−1)ℓ(w
′)bu,w′ . So

φ′i(qX
∗
Iw )(xv) = φ′i(qX

∗
Iw )(

∑

u

av,uδ
a
u) =

∑

u

av,uφi(qX
∗
Iw )(δ

a
u)

=
∑

u

av,w(qX
∗
Iw (δu))i =

∑

u

av,u(qX
∗
Iw (

∑

w′

bXu,w′XIw′
))i

=
∑

u

av,u(qb
X
u,w)i =

∑

u

(q)deg qav,u(−1)ℓ(w)bu,w

= (−1)ℓ(w)(q)deg qδv,w.

Therefore, φ′i(qX
∗
Iw
) = (−1)ℓ(w)(q)deg qx

∗
w and ⊕i≥0φ

′
i : GrD∗

F → N ∗ is an isomor-
phism. �

6. Formal affine Hecke algebras

In this section we define the formal affine Hecke algebra for a generalized Cartan
matrix and a Demazure lattice following [HMSZ] and [ZZ17]. We state the structure
theorem, whose proof is similar to the one for the formal affine Demazure algebra.

Fix a free abelian group Γ of rank 1 generated by γ, and let (SF )′ := R[[Γ⊕Λ]]F .
Define (QF )′ = (SF )′[ 1

xα
| α ∈ Φ], and let (QFW )′ be the respective twisted formal

group algebra defined over R, i.e., (QFW )′ = (QF )′⋊RR[W ]. For each root α, define
the element

TFα := xγXα + δα ∈ (QFW )′.

If the formal group law F is clear from the context, we will write S′ = (SF )′, Q′ =
(QF )′, Q′

W = (QFW )′ and Ti = TFαi
for simplicity. We have δwTαi

δw−1 = Tw(αi).

For a sequence I = (i1, ..., il) in [n], we denote

TI = Ti1...il = Ti1 · ... · Til .

For each w, we choose a reduced sequence Iw . Then TIw depends on the choice of
Iw unless F is additive or multiplicative. It is straightforward to show that

T 2
i = xγκiTi + 1− xγκi, Tiq − si(q)Ti = xγ∆i(q), q ∈ Q.

Definition 6.1. Define the formal affine Hecke algebra HF to be the R-subalgebra
of Q′

W generated by elements of S and Ti, i ∈ [n].

Note that the definition of HF depends on the choice of simple roots, since
δi 6∈ HF and Tw(αi) := δwTiδw−1 may not belong to HF .

Lemma 6.2. For any reduced sequence Iw we have

TIw =
∑

v≤w

qIw,vδv with qv ∈ Q′, and qw =
∏

α∈Φw

xα − xγ
xα

.

Proof. Note that Tα =
xγ

xα
+
xα−xγ

xα
δα, so the conclusion follows similar to the proof

of [CZZ1, Lemma 5.4]. �

Lemma 6.3. Assume that R is a domain of characteristic 0. Let z =
∑

ℓ(w)≤k pwTIw ,

pw ∈ S′, be such that z · S′ ⊆ xαS
′. Then xα|pw for all w.
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Proof. The proof is similar to that of Lemma 3.3. The only difference is that, if we
write

z =
∑

ℓ(w)≤k

pwTIw =
∑

ℓ(w)≤k

qwδw, qw ∈ Q′,

then qw = pwdw
cw

in the case ℓ(w) = k, where dw :=
∏

w∈Φw
(xα − xγ). For any

root α and w ∈ W , we have V (xα) 6⊂ V (dw), where V (q) denotes set of prime
ideals of S′ containing q. So in the proof of Lemma 3.3, we may assume that
p ∈ V (xα)\ ∪w∈W V (dw). �

We then obtain the following analogue of the structure theorem

Theorem 6.4. Assume that R is a domain of characteristic 0. Then we have

HF = {z =
∑

w

qwTw ∈ QW | qw ∈ Q′ and z · S′ ⊂ S′}.

Moreover, HF is a free S′-module with basis {TIw}w∈W .

Proof. It follows from [HMSZ, Proposition 6.8] that each element of HF can be
written as a linear combination z =

∑

w∈W qwTIw with qw ∈ (QF )′. Moreover,
since Ti · S

′ ⊆ S′, so HF · S′ ⊆ S′. Therefore,

HF ⊆ {z =
∑

w∈W

qwTIw | qw ∈ Q′, z · S′ ⊆ S′}.

To prove the opposite inclusion, we replace S by S′ and XIw by TIw in the proof
of Theorem 4.1, and use Lemma 6.3.

Finally, similar to Lemma 2.4, we show that {TIw}w∈W are linearly independent.
Moreover, Lemma 6.3 also shows that if z =

∑

w qwTIw ∈ HF , then qw ∈ S′. So
{TIw} is a S′-basis of HF . �

The proof of the following corollary is similar to the finite case proven in [Zh15].

Corollary 6.5. The ring homomorphism HF → EndRF
(S′) is injective, and the

centre of HF is (S′)W .

7. Formal root polynomials and the Pieri-type formula

In the present section we generalize the notion of a formal root polynomial
introduced in [LZ16] and discuss the multiplication rule in D∗

F .

Let Λ be a Demazure lattice and let S and Q be the associated formal group
algebra and its localization. Following [LZ16, §2] consider the ring QW [[Λ]] :=
S ⊗R QW , where the elements of S on the left (denoted by y’s) commute with the
elements of QW . Given w ∈W and a reduced word Iw = si1 . . . sil we set

RX
Iw :=

l∏

k=1

hXik(si1 . . . sik−1
(αik)), where hXi (λ) = 1− y−λXi, and

RY
Iw :=

l∏

k=1

hYik(si1 . . . sik−1
(αik)), where h

Y
i (λ) = 1− yλYi.
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Consider the evaluation map ev : QW [[Λ]] → QW induced by yλ 7→ x−λ. Then
by the same proof as of [LZ16, Lemma 3.3]) we obtain

ev(RX
Iw ) = δw and ev(RY

Iw ) = θwδw,

where

θw =
∏

α∈Σw

θ(α), θ(λ) = −x−λ

xλ
.

Moreover, by the same arguments as in [LZ16, §3.2] we obtain that RIw is inde-
pendent of a choice of the reduced word Iw iff the formal group law F is hyperbolic
(i.e., F (x, y) = x+y−µ1xy

1+µ2xy
and R = Z[µ1, µ2]) and 2 is regular in R.

Indeed, if the Coxeter exponent mij = 2, 3, 4, 6, we apply the same arguments as
in [LZ16, Prop 3.2]. If mij is not from that list, then there is no relation between
si and sj which does not affect RIw . The elements RX

w = RX
Iw

and RY
w = RY

Iw
of

QW [[Λ]] will be called formal root polynomials.

As in [LZ16, §4] the coefficients KX(Iv, w) (resp. K
Y (Iv , w)) in the expansions

RY
w =

∑

v≤w

KY (Iv, w)YIw , RX
w =

∑

v≤w

KX(Iv , w)XIw

satisfy the following

Lemma 7.1. (cf. [LZ16, Thm. 4.4]) Suppose that F is a hyperbolic formal group
law. We have

bYw,Iv = τ(θwev(K
Y (Iv, w))) and bXw,Iv = τ(ev(KX(Iv, w))),

where τ is an involution xλ 7→ x−λ and bw,Iv are coefficients in the expansion:

δw =
∑

v≤w

bYw,IvYIv =
∑

v≤w

bXw,IvXIv .

Similar to [LZ16, Prop. 4.7] we obtain the following formula for the multiplica-
tion:

Lemma 7.2. We have in D∗
F

Y ∗
Iu · Y ∗

Iv =
∑

w≥u,v

pIwIu,IvY
∗
Iw ,

where the coefficients pIwIu,Iv satisfy

(7.1) pIwIu,Iv = 1
bY
w,Iw

(bYw,Iub
Y
w,Iv −

∑

u,v≤t<w

pItIu,Ivb
Y
w,It).

Indeed, pIwIu,Iv = 0 if either u is not a subword of w or v is not a subword of
w. Therefore, we can compute all the coefficients recursively starting with w = u
(for v ≤ u, puIu,Iv = bYu,Iv) and going up in length of w. Moreover, by Lemma 7.1

one can find the coefficients bYu,Iv by expanding the formal root polynomial in the
hyperbolic case.

Observe that the same recurrent formula holds with Y ’s replaced by X ’s.
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Remark 7.3. For an additive F there is a closed formula for bYu,v given by Billey
[Bi99, Theorem 4] (see also [LZ16, (47)])

bYu,v =
∑

1≤j1<...<jk≤l

βj1 . . . βjk ,

where Iu = (i1, . . . , il), βj = si1 . . . sij−1 (αij ), k = ℓ(v) and the summation ranges
over the integer sequences for which the subword (ij1 , . . . , ijk) is a reduce word for
v. For a multiplicative F there are closed formulas given by Graham-Willems (see
[LZ16, §5.2]).

Example 7.4. Let F be the hyperbolic formal group law. Using the formula (7.1)
we find pee,e = 1, psisi,e = bYsi,e =

−xi

x−i
, psisi,si = bYsi,si = xi and

psie,e =
1
xi

(
(−xi

x−i
)2 − −xi

x−i

)
= xi

x−i
κi ∈ S, where κi =

1
xi

+ 1
x−i

.

Combining we obtain

Y ∗
e · Y ∗

e = Y ∗
e +

∑

i

( xi

x−i
κi)Y

∗
i +

∑

ℓ(w)≥2

pwe,eY
∗
Iw and

Y ∗
i · Y ∗

e = (−xi

x−i
)Y ∗
i +

∑

w>si

pwsi,eY
∗
Iw .

Observe that for a general formal group law Y ∗
e 6= 1 in D∗

F . In the finite case, Y ∗
e

is the class of the Bott-Samelson resolution of G/B corresponding to some reduced
expression of the element of maximal length (it does not necessarily coincides with
the fundamental class). For the usual cohomology (in the finite case) Y ∗

Iw
are the

Poincaré duals to the usual Schubert classes. In particular, Y ∗
i corresponds to the

class of a divisor.

Example 7.5. Consider sjsi with j 6= i. Set xj(i) := xsj(αi). Then b
Y
w,w = xjxj(i),

bYw,si = −
xjxj(i)

x−j
, bYw,sj = −

xjxj(i)

x−j(i)
and bYw,e =

xjxj(i)

x−jx−j(i)
. Using the formula (7.1) we

obtain

psjsisi,si =
1

bYw,w

(
(bYw,si)

2 − bYsi,sib
Y
w,si

)
= 1

x−j
(
xjxj(i)

x−j
+ xi),

psjsisi,sj = psjsisj ,si =
1

bYw,w
bYw,sib

Y
w,sj =

xjxj(i)

x−jx−j(i)
,

psjsisj ,sj = 1
bYw,w

(
(bYw,sj )

2 − bYsj ,sjb
Y
w,sj

)
= 1

x−j(i)
(
xjxj(i)

x−j(i)
+ xj).

Therefore, we obtain in D∗
F

Y ∗
i · Y ∗

i = xiY
∗
i +

∑

sisj=sjsi

xi
xj

x−j
κjY

∗
sjsi

+
∑

sisj 6=sjsi

[xi
xi(j)

x−i(j)
κi(j)Y

∗
sisj +

1
x−j

(
xjxj(i)

x−j
+ xi)Y

∗
sjsi ]

+
∑

ℓ(w)≥3

pwsi,siY
∗
Iw .

In particular, for an additive F we obtain in N ∗

Y ∗
i · Y ∗

i = αiY
∗
i +

∑

sisj 6=sjsi

(−α∨
j (αi))Y

∗
sjsi .

Observe that the general formula for a multiplication by Y ∗
i in the additive case

was obtained in [KK86, (4.30)].
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