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Traveling Nanoscale Structures in Reactive Adsorbates with Attractive Lateral Interactions

M. Hildebrand, A. S. Mikhailov, and G. Ertl
Fritz-Haber-Institut der Max-Planck-Gesellschaft, Faradayweg 4-6, D-14195 Berlin, Germany

(Received 25 March 1998; revised manuscript received 22 July 1998)

A novel type of traveling structures in surface chemical reactions is presented. These structures,
resulting from the competition between reactions, diffusion, and the phase transition caused by attractive
lateral interactions between adsorbed particles, are predicted to exist on submicrometer and nanometer
scales. We show that internal fluctuations lead to a complex dynamics of interacting wave fragments
in this system. [S0031-9007(98)07180-4]

PACS numbers: 82.20.Wt, 05.45.+b, 47.54.+r, 82.65.Jv
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The formation of stationary microstructures is ofte
found in systems with potential interactions between pa
ticles. At equilibrium, such structures typically result from
the competition between short-range attractive and lon
range repulsive interactions [1]. Transient microstructur
phases spontaneously develop in systems undergoing s
odal decomposition [2,3]. They can be stabilized by intr
ducing nonequilibrium reactions, as has been seen in mo
simulations of phase-separating reactive binary mixtur
[4] and in experiments with polymer blends [5].

A special property of systems far from thermal equilib
rium is that, besides stationary structures, they may sh
oscillations, turbulence, and various wave patterns [
Much attention has been paid to studies of traveling wav
in various excitable media, including surface chem
cal reactions [7]. Traveling waves can also softly bran
from the homogeneous stationary state through a Hopf
furcation with a broken translational symmetry (we call
the “wave bifurcation”). Wave bifurcations have alread
been found in various problems, such as binary-fluid co
vection [8] or electrically driven nematic liquid crystals
[9]. The detailed mathematical analysis of pattern s
lection and modulational instabilities in the postbifurca
tion regimes has been performed [10–12], and the role
noises in these regimes has been discussed [13].

Interactions between adsorbed atoms and molecules
metal surfaces are often mediated through the substr
and their range can extend from several angstroms
several nanometers [14]. As has been observed in rec
scanning tunneling microscopy experiments [15], su
attractive interactions may be strong enough to indu
nanoscale phase separation. Earlier we developed a m
scopic theoretical approach for the description of reacti
adsorbates with potential interactions between partic
involving nonlinear nonlocal Langevin evolution equa
tions for fluctuating adsorbate coverages [16,17] (see a
[18]). This mesoscopic approach has been applied by u
study the motion of interfaces and spontaneous nucleat
in nonreactive adsorbates undergoing a first-order ph
transition [17]. It has also been used to investigate t
formation of stationary microstructures of different mor
phologies in adsorbates with chemical reactions [19].
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In the present paper we show that a wave bifurcat
can lead to the formation of traveling submicrometer a
nanoscale structures in surface chemical reactions w
sufficiently strong attractive lateral interactions betwe
adsorbed particles. We consider a hypothetical model s
tem with two adsorbed species (U andV ) that participate
in the nonequilibrium annihilation reactionU 1 V ! 0.
The reaction product immediately escapes the surfa
leaving two free surface sites. The particlesU and V
occupy different sets of adsorption sites. Both species
continuously supplied by adsorption from the gas pha
The particlesV are so strongly chemisorbed that the
do not desorb thermally and cannot laterally move acr
the surface. On the other hand, the particlesU are only
weakly bound to the substrate; they are highly mobile a
can desorb. An essential property of the model is tha
includes potential interactions between the particles.
assume that particlesU are strongly attracting each othe
and, in the absence of the other speciesV , this adsorbate
would undergo a first-order phase transition. The p
ticles of the second speciesV are attracted to particlesU
but do not interact among themselves. Assuming lin
transition rates, the following mesoscopic evolution equ
tions for the fluctuating coveragesu and y are obtained
(cf. [17]) for this system:

≠u
≠t

 ku
adpus1 2 ud 2 ku

dessW du 2 kruy 1 D=2u

1 =

"
D

kBT
us1 2 ud=Wsrd

#
1 jusr, td , (1)

≠y

≠t
 ky

adpys1 2 yd 2 kruy 1 jysr, td .

Here ku
ad and ky

ad are the sticking coefficients of the
speciesU and V , pu and py are their constant partia
pressures in the gas phase,kr is the reaction rate con
stant,D is the diffusion constant of the mobile specie
U, andT is the temperature. The desorption rate coe
cient ku

dessWd for the particles of typeU depends on the
local potentialWsrd as ku

dessW d  ku
des expfWsrdykBTg.

This potential acting on adsorbed particlesU results
from attractive pairwise interactions with surroundin
© 1998 The American Physical Society
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molecules of the speciesU andV and is given byWsrd 
2

R
wuusr 2 r0dusr0d dr0 2

R
wuysr 2 r0dysr0d dr0. For

simplicity we assume that both binary interactions ha
the same radiusr0, although their strengths are differ
ent. The interactions are therefore described by fun
tions wuusrd  sw0

uuypr2
0 d exps2r2yr2

0 d, and wyysrd 
sw0

yyypr2
0 d exps2r2yr2

0 d. We note that, besides the dif
fusion term, the evolution equation for the mobile speci
ve
-
c-

-
es

U also contains a term describing a drift of this adsorb
species in the gradient of the local potential.

The internal noisesjusr, td and jysr, td in the meso-
scopic equations (1) take into account fluctuations
adsorption, desorption, reaction, and diffusion proces
which are defined as discrete stochastic processes on
underlying lattice and are described by the respect
microscopic master equation for joint probability distribu
tions (see [17]),
jusr, td  Z21y2
p

ku
ads1 2 ud fadsr, td 1 Z21y2

p
ku

desu expfWsrdykBT g fdessr, td

1 Z21y2
p

kruy qreactsr, td 1 Z21y2=f
p

Dus1 2 ud fsr, tdg , (2)

jysr, td  Z21y2
p

ky
ads1 2 ud gadsr, td 1 Z21y2

p
kruy qreactsr, td .
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All these noises are proportional toZ21y2, whereZ is the
lattice density, i.e., the number of lattice sites per un
surface area of the metal substrate. Hence,l0  1y

p
Z is

the atomic lattice length representing an important micr
scopic parameter of the problem. Note that the mesosco
evolution equations are derived through coarse grain
of the microscopic master equation over area eleme
containing a large number of lattice sites but still small
compared with the interaction radiusr0. It is therefore
applicable only if the conditionr0 ¿ l0 is satisfied [17].
The random forcesf, fad, fdes, gad, andqreact in Eqs. (2)
represent independent white noises of unit intensity; i.
we have k fadsr, tdfadsr0, t0dl  k fdessr, tdfdessr0, t0dl 
kqreactsr, tdqreactsr0, t0dl  k fxsr, tdfxsr0, t0dl  k fysr, td 3

fysr0, t0dl  kgadsr, tdgadsr0, t0dl  dsr 2 r0ddst 2 t0d, and
k fxsr, tdfysr0, t0dl  0. The reaction-related noises in
the equations for the coveragesu and y are identical
because each annihilation event simultaneously chan
the numbers of particles of both species.

To simplify the analysis, we measure time in units o
the mean surface residence timesku

desd21 of particlesU.
The surface coordinates are measured in units of the ch
acteristic diffusion lengthLd,u ;

p
Dyku

des of particles
U with respect to their desorption. The studied syste
is then characterized by several dimensionless para
ters a  ku

adpuyku
des, k  kryku

adpu, b  ky
adpyykr ,

´  w0
uuykBT , ´0  w0

uyykBT , andr0  r0yLd,u.
We consider first the phenomena described by Eqs.

in the deterministic limit, neglecting fluctuations. Th
stationary uniform statesu  u0 and y  y0 of this
system are obtained in terms of the dimensionless para
ters by solving the equationaf1 2 u 2 kuy0sudg 2

u expf2´u 2 ´0y0sudg  0, where y  y0sud  by
sb 1 ud. Inside the cusp region shown by the solid curv
in Fig. 1, the system has a dense and a dilute unifo
phase. Outside that region, it has only one uniform pha

The stability of these uniform states is tested by addi
small plane-wave perturbations with wave numberk and
linearizing Eqs. (1). At the instability boundary, th
growth rate of these perturbations, i.e., the largest r
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part of the eigenvalueslk of the corresponding Jacobian
becomes positive for a mode with a certain wave numb
k0. Figure 2 shows the largest real part and the respec
imaginary part oflk near the instability point. We see tha
in contrast to the standard Turing bifurcation, the first u
stable mode has a finite oscillation frequency. This is t
characteristic property of the wave bifurcation (see [11]

In the limit r0 ! 0 the instability boundary of the
uniform phases is determined by the conditionu0  uD ,
where uD ; s1 2

p
1 2 4y´ dy2. As the reaction rate

constant is increased, the instability first develops in
small region close to the critical cusp point in the parame
plane s´, ad. Subsequently, the instability region grow
and spreads over a large part of this parameter pla
As an example, Fig. 1 shows the instability boundaries
the limit r0 ! 0 in this case. When the dimensionles
interaction radiusr0 is sufficiently small, the wave numbe
k0 of the first unstable mode is approximately given in th

FIG. 1. Bifurcation diagram in the parameter planes´, ad for
´0  3, b  3, andk  1. Two uniform states of the system
are found inside the cusp shown by the solid curve. The das
line corresponds to the wave bifurcation in the limitr0 ! 0.
In region I the system has a single uniform phase, in II a sing
type of traveling wave train is found, in III one uniform low-
density state coexists with wave trains, and in IV two differe
types of traveling wave trains coexist.
2603
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FIG. 2. Dispersion relation foŕ  5, ´0  3, b  3, k  1,
a  0.01, and r0  0.01Ldiff. The bold solid line shows
Reslkd, and the dashed line displays the imaginary part Imslkd
as functions of the wave numberk.

nonrescaled units by

k0  21y2s´uDyD 1 b 1 uDd1y4sr0Ldiffd21y2, (3)

where the characteristic diffusion length of the reactio
Ldiff 

p
Dykr and the notationyD  bysb 1 uDd are

introduced.
The analysis of the bifurcation diagrams shows that

minimum reaction rate and a small enough interaction r
dius are necessary in order to observe the considered in
bility. Furthermore, when the characteristic intensity´0 of
the cross-species interactions is decreased, a codimens
2 bifurcation is found at́ 0

crit. For sufficiently small
r0 this critical value is approximately given by
´

0
crit  2´sb2y

23
D 1 uDdL22

diffsk2
0 1 k2

t d21, where kt 
21y2fyDys1 2 uDd 2 uDy

2
Dybg1y4sr0Ldiffd21y2 is the

critical wave number at the Turing bifurcation. At weake
cross interactions between the two species, the instabi
leading to stationary microstructures is first taking plac
Indeed, in the limit whenb ! ` and ´0  0, the con-
sidered system reduces to the previously studied mo
where only stationary microstructures were possible [19

We have performed numerical simulations of the dete
ministic system in the unstable region for´0 . ´

0
crit using

periodic boundary conditions. Our one-dimensional sim
lations reveal, in this case, the development of period
wave trains traveling at a constant velocity. Figure 3 di
plays the results of a typical two-dimensional simulatio
in the absence of fluctuations, starting with small rando
perturbations added to the unstable homogeneous ph
Three snapshots [Figs. 3(a), 3(b), and 3(c)] show the co
erage distribution of the speciesU at different selected
time moments in the entire system. To characterize t
dynamic behavior of the patterns, Fig. 3(d) presents t
temporal evolution along the cross section shown
the dashed lines in these three snapshots.

It can be seen that, at the early stage of evolution fro
the unstable uniform state, irregular patterns of distort
2604
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FIG. 3. Formation of coherent traveling wave patterns
´  5, ´0  3, k  1, b  3, a  0.5, and r0  0.07Ldiff.
Snapshots (a), (b), and (c) correspond to time momen
(a) t  18yku

des; (b) t  45yku
des; (c) t  72yku

des. The tem-
poral evolution in (d) is displayed during the time interva
18yku

des , t , 85yku
des in the one-dimensional cross section in

dicated by the vertical dashed lines in the snapshots. The t
size of the system isL  4.2Ldiff. The local surface coverage
of the speciesU is shown in gray scale, with darker areas co
responding to higher coverages.

standing waves are formed [Fig. 3(a)]. Later, howev
the standing waves evolve into planar wave trains travel
at a constant velocity. These wave trains tend to form
periodic pattern containing pointlike defects. Note that t
characteristic scales of this wave pattern can be very sm
In this simulation the interaction radius isr0  0.07Ldiff,
and the resulting characteristic wavelength of the wa
train is about0.75Ldiff, i.e., shorter than the diffusion
length of the system. It can be made even much sho
by further decreasing the interaction radius [cf. Eq. (3)]

Generally, selection and stability of patterns above t
wave bifurcation can be studied by means of coup
dynamical equations for the amplitudes of interacti
unstable modes representing left- and right-propagat
waves [10–12]. Depending on the coefficients of the
equations, the system forms either standing or travel
waves. Moreover, the patterns may also be unstable w
respect to a modulational instability. We have deriv
in the one-dimensional case the amplitude equations
the considered system when thermal desorption of
speciesU is absent and have analytically determine
the coefficients of these equations. This analysis sho
that there are large regions in the parameter space w
the bifurcation is supercritical. In these regions th
interaction between the modes leads to the selection
traveling waves which are stable with respect to spa
modulations of their amplitudes. Thus, the results of th
preliminary study support our numerical findings.

The traveling patterns can be much smaller than
characteristic diffusion length which itself may be o
the submicrometer scale. In such a situation only
relatively small number of adsorbed particles contribu
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FIG. 4. Fluctuating traveling wave fragments:Z  s1.07 3

105dL22
diff, a  0.08, L  1.7Ldiff, and r0  0.028Ldiff; the

other parameters are the same as in Fig. 3. The tw
dimensional snapshots (a), (b), and (c) are separated
equal intervalsDt  0.89yku

des. The temporal evolution in
the one-dimensional cross section (d) is shown during tim
t  44.6yku

des.

to the formation of a specific pattern, and, hence, intern
fluctuations have to be taken into account. Figure 4 sho
the fluctuating coverage distributions in the asymptot
statistical regime obtained by numerical integration o
Eqs. (1) including the noise terms given by Eqs. (2). He
the interaction radiusr0 is equal to only nine atomic
lattice lengthsl0; the total size of the system isL  555l0,
and the characteristic diffusion length isLdiff  327l0.
Clearly, at these small scales the internal noises of t
diffusion, adsorption, desorption, and reaction process
exhibit strong influence on the patterns. The individu
traveling stripes are now broken into many short fragmen
that form irregular spatial patterns seen in the snapsh
[Figs. 4(a), 4(b), and 4(c)]. Nonetheless, examining th
time evolution in the central cross section [Fig. 4(d)], w
recognize that these fragments do not just fluctuate. The
microstructurestravel across the surfacewhile undergoing
irregular variations of their shapes. The directions of th
translational motion of different fragments are random
and the fragments often collide. Merging of travelin
fragments, as well as splitting events, is observed in th
process. Remarkably, the magnitude of the propagati
velocity of different fragments does not significantly differ

Thus, we have shown within the framework of a
hypothetical model that the presence of strong attracti
lateral interactions in reacting adsorbates can lead to
spontaneous formation of traveling wave fragments o
submicrometer and nanometer scales. The experimen
observation of such traveling microstructures can be
interesting problem for the next generation of high
resolution photoelectron emission microscopes.

The analogies between adsorbates and phase-separa
polymer blends or Langmuir-Blodgett layers [20] sugge
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that similar mechanisms may produce traveling nanosca
structures in other soft matter far from equilibrium. Suc
extremely small traveling structures would fit perfectly into
the characteristic dimensions of a single biological ce
and may therefore play an important functional role b
providing additional possibilities for information transfer
and intracellular transport of particles (see also [21,22]).

The authors thank D. Walgraef for a discussion o
mathematical aspects of the wave bifurcation. We a
grateful to M. Scheffler for providing access to CRAY-
T3E in Garching.
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