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Recent advances in cavity-optomechanics [1]
have now made it possible to use light not just
as a passive measuring device of mechanical mo-
tion [2], but also to manipulate the motion of
mechanical objects down to the level of indi-
vidual quanta of vibrations (phonons). At the
same time, microfabrication techniques have en-
abled small-scale optomechanical circuits capa-
ble of on-chip manipulation of mechanical and
optical signals [3–12]. Building on these devel-
opments, theoretical proposals have shown that
larger scale optomechanical arrays can be used
to modify the propagation of phonons, realizing
a form of topologically protected phonon trans-
port [12–16]. Here, we report the observation
of topological phonon transport within a multi-
scale optomechanical crystal structure consisting
of an array of over 800 cavity-optomechanical ele-
ments. Using sensitive, spatially resolved optical
read-out [17, 18] we detect thermal phonons in
a 0.325 − 0.34 GHz band traveling along a topo-
logical edge channel, with substantial reduction
in backscattering. This represents an impor-
tant step from the pioneering macroscopic me-
chanical systems work [19–23] towards topologi-
cal phononic systems at the nanoscale, where hy-
personic frequency (& GHz) acoustic wave cir-
cuits consisting of robust delay lines [24] and non-
reciprocal elements [25–27] may be implemented.
Owing to the broadband character of the topo-
logical channels, the control of the flow of heat-
carrying phonons, albeit at cryogenic tempera-
tures, may also be envisioned.

Topology deals with features invariant to smooth de-
formations. The band structure for waves in a periodic
medium may display such topological features, and this
can have immediate consequences for transport along
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boundaries, e.g. producing protected edge states [28].
In recent years, these conceptual insights, first acquired
for electrons, were quickly expanded to cover arbitrary
waves [29]. This includes, in particular, mechanical vi-
brations [13, 19–23, 25, 26, 30, 31], with their poten-
tial for far-reaching applications in signal processing and
other domains when implemented in compact chip-scale
acoustic devices. A very promising approach to lower the
footprint for excitation and read-out, and to boost the
sensitivity to high-frequency vibrations, is to use radia-
tion pressure forces in so-called optomechanical crystals
(OMCs) [32–35]. OMCs are patterned structures that
can be engineered to yield large radiation-pressure cou-
pling between cavity photons and phonons.

Here, we demonstrate the optomechanical detection of
topological phonon transport in a multiscale OMC fabri-
cated into the surface of a silicon microchip. In contrast
to standard single-scale devices, the multiscale OMC con-
sists of a superlattice structure, superimposing two pat-
terns with very different but commensurate lattice spac-
ings. This multiscale approach adds an extra degree of
flexibility, decoupling the engineering of photonic and
phononic modes. In our design, at the larger scale is
a phononic crystal. Embedded within each unit cell of
the phononic crystal is a smaller scale photonic crystal,
which hosts a high-Q optical nanocavity for optical read-
out of phonons. Local changes within the OMC lattice
of the phononic crystal unit cell are used to create topo-
logically distinct mechanical domains, the boundary of
which host phononic helical edge states based on the Val-
ley Hall effect [36, 37]. The optomechanical arrays in this
work consist of over 800 phononic unit cells, each with
a corresponding optical mode for single-site resolution of
phonon transport.

Images of a fabricated multiscale OMC structure are
shown in Figs. 1a,b. In our design, a triangular lattice of
snowflake-shaped holes with lattice spacing am = 16.02
µm is superimposed onto another triangular lattice of
cylindrical holes with a much smaller spacing ao =
450 nm. This hole pattern has been etched into the thin
(220 nm thickness) silicon device layer of a silicon-on-
insulator (SOI) microchip. After releasing the underlying
buried oxide layer, this produces an array of connected
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FIG. 1. Design of the multiscale optomechanical crystal for topological phononics. a, Optical microscope image
showing the snowflake triangular lattice (unit cell dashed) with parameters (d, r, w, am) = (0.22, 5.77, 2.34, 16.02) µm. The axes
are aligned with the silicon crystal. b, Focused Ion Beam (FIB) image of unit cell geometry with the simulated photonic-crystal
cavity mode profile (E[100] component of the electric field; red/blue indicates sign). c and d, Simulated phononic band structures
with My mirror symmetry intact and broken (design in b), respectively. Inset: Sketches of the Dirac cones. e,f, Snapshots of

the mechanical mode deformation (colours indicate the local volume change, ~∇ · ~u; red corresponding to expansion and blue
compression). The arrows in the associated pictograms indicate the dynamics of the motion. g and h, Optical microscope
images and simulated mechanical mode profiles for two strip configurations, each comprising two topologically distinct domains
(domain 1 as in a,b). The domain wall (dashed) has slope 0◦ (horizontal, g) or 240◦ (slanted, h) relative to the [100] axis. i,
1-D band structures calculated for the horizontal and slanted configurations. The red lines indicate the topological edge state
dispersion, the grey lines are the additional edge state modes localized at the top and bottom boundaries of the geometry (away
from the domain wall), the blue parts are bulk modes. The color shading inside the bulk band gap identifies different transport
regimes in systems where the two types of domain walls are connected.

triangular silicon membranes forming the phononic crys-
tal, each hosting a photonic crystal defined by the smaller
holes (see Fig. 1b and inset). The snowflake pattern
is adopted from a well-known single-scale OMC design
[34, 35] and has also been proposed theoretically as a
platform for topological phononics [14, 15]. In this work
we have increased the snowflake lattice spacing by a fac-
tor of ∼ 30, enabling every triangular membrane to har-
bor an optical nanocavity consisting of a localized de-
fect in the triangular photonic crystal hole pattern. The
purpose of using a cavity is to boost the optomechan-
ical interaction (see App. E). In Fig. 1a and b, such
a cavity is present only in the downward-pointing tri-
angular membranes, with the upward-pointing triangu-
lar membranes having an unperturbed photonic crystal
pattern. Although the two lattices (phononic and pho-
tonic) are at vastly different scales, the patterning of the
photonic crystal within each triangular membrane does

(weakly) influence the phononic properties, providing an
extra knob to trim the mechanical properties.

We employ these tuning knobs of the multiscale de-
sign to realize a structure supporting robust helical edge
states based on the Valley Hall effect [36]. The Valley
Hall effect is relevant for a wide range of systems that
support Dirac cones, including electronic [36, 37], pho-
tonic [38], and mechanical systems [21, 22]. In this con-
text, valley refers to the quasi-momentum region around
a Dirac cone. In a time-reversal-symmetric system, the
Dirac cones, and thus the corresponding valleys, come in
pairs mapped onto each other by the operation of time re-
versal. Thus, the valley can be viewed as a binary degree
of freedom akin to the spin. In the Valley Hall effect,
valley-polarized edge excitations propagate in opposite
directions, analogous to spin-polarized edge states in the
Spin Hall effect.

As we are pursuing an optomechanical approach to the
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detection of mechanical edge excitations, we focus here
on the vibrational modes that couple to light, the in-
plane modes which are even under the mirror operator
Mz (z 7→ −z). For these modes, the snowflake phononic
crystal supports a pair of Dirac cones well-isolated from
the remaining bands [14, 15]. In our experiment, the
Dirac cones have a center frequency of approximately
0.3 GHz, with linear Dirac-like dispersion across a band-
width of 70 MHz (see Fig. 1c). These cones are protected
by a symmetry under My (see App. F). We open the bulk
band gap that will host the helical edge states by break-
ing this symmetry. Decreasing the size of the photonic-
crystal holes in the upward-pointing triangles by a factor
of 0.78 produces a band gap of width 18 MHz (see Fig 1d).
The underlying vibrational Bloch waves, calculated using
finite-element method (FEM) simulations (see App. C),
are shown in Fig. 1e-f. A comparatively large unit-cell
vacuum optomechanical coupling (g0 = 2π × 33.7kHz) is
produced for the higher-frequency mode in Fig. 1f be-
cause it displays breathing motion around the optical
cavity. A detailed discussion of the optomechanical cou-
pling is provided in App. E.

In the Valley Hall effect, the topological transport
takes place through counter-propagating valley-polarized
edge states which exist at the domain walls separat-
ing two topologically distinct domains of opposite so-
called valley Chern number. By applying the mir-
ror operation My, we construct from the deliberately
mirror-symmetry-broken design described above, a sec-
ond domain with opposite valley Chern numbers (see
Fig. 1g,h). The key feature leading to robust transport
is that edge excitations can navigate a path with arbi-
trarily sharp angles while still remaining confined within
the same valley region of quasi-momentum space. On
the other hand, backscattering would require large quasi-
momentum transfer to reach a different valley, and is thus
strongly suppressed. Our fit to the Dirac Hamiltonian
describing our anisotropic structure (see App. A) shows
both a dependence of the band structure on the domain
wall orientation and some deviations from the idealized
theoretical limiting case. For a horizontal domain wall,
this leads to in-gap edge states that extend only through
part of the full band gap (see Fig. 1i). Below we show
that the transmission around sharp corners remains ro-
bust nevertheless, with this imperfection only reducing
the relevant bandwidth.

We have fabricated several devices where an internal
domain of type 2 is surrounded by an external domain
of type 1. The ensuing closed domain wall produces a
topological mechanical cavity. In a topological cavity,
counter-propagating running waves remain decoupled in
spite of sharp turns and/or disorder. This give rise to
a characteristic spectrum formed by a series of doublets.
These doublets are degenerate, with any slight lifting of
the degeneracy due to residual inter-valley scattering.

The first topological cavity structure that we study is
shown in Fig. 2a and Fig. 2b, consisting of an equilat-
eral triangle of 28 snowflake unit cells along each side.

A schematic of our optical setup used to measure the
phononic properties of the topological cavity structure is
shown in Fig. 2c. A tunable external cavity diode laser
coupled to an optical fiber taper is used to optically ex-
cite individual optical nanocavities within the multiscale
OMC array. The out-coupled laser light, which contains
the local mechanical motion of the structure imprinted
as intensity modulations, is detected on a photodiode
and analyzed on an electronic spectrum analyzer. Ow-
ing to the thermal nature of the measured mechanical
motion in this work, the measured electronic spectrum
analyzer signal represents a local mechanical noise power
spectral density (NPSD). By moving the taper position
we are able to address any unit cell of the larger-scale
phononic lattice, obtaining a site-resolved spectrum of
the thermally populated phonon modes (see App. B for
further details). As an example, we show in the top plot
of Fig. 2d the resulting optically-transduced local me-
chanical spectrum for an optical fiber taper position at
site (d) in Fig. 2a, which is in the bulk region of domain 1.
The measured spectrum is seen to be in close agreement
with our theoretical predictions based on FEM simula-
tions (bottom plot of Fig. 2d), both of which show a
bulk band gap which covers an interval from 316 MHz
to 338 MHz. We note that the amplitude of the ther-
mal motion transduced in these measurements is only on
order 10 fm, highlighting the sensitivity of our optical
read-out scheme.

We now focus on the domain wall region. Exploiting
our single-site resolution capability, we have measured
the mechanical NPSD as a function of read-out position,
as shown in Fig. 2e. This reveals two dramatically differ-
ent transport regimes. For the mechanical cavity modes
at lower frequencies (321 MHz - 327 MHz), we observe
a strong modulation versus site position in each of the
mechanical mode peaks. These fringe-like features indi-
cate that thermal phonon excitations are reflected and
form standing waves. This is due to the absence of topo-
logical edge modes inside the horizontal domain wall at
these frequencies, resulting in standing waves inside the
slanted domain wall portions of the mechanical cavity
path. By contrast, we observe no such fringes in the
higher-frequency regime (327 MHz - 337 MHz). This
indicates backscattering-immune running waves, provid-
ing a direct visual signature of the formation of a topo-
logical mechanical cavity. Below, we refer to this fre-
quency range as the topological bandwidth. In between
these regimes, there is a crossover region (light grey in
Figs. 2f-g), where the horizontal edge already supports
edge states but backscattering is still possible because
very small quasi-momentum transfers are sufficient to
flip right-moving into left-moving horizontal edge states
due to their proximity to the Brillouin zone boundary of
the horizontal edge structure (see bandstructure plot in
Fig. 1i).

We further substantiate the absence of backscattering
in the topological bandwidth by comparing the frequency
dependence of the measured NPSD with theory predic-
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FIG. 2. Characterization of topological edge states using optomechanical read-out. a, Optical microscope image
of triangular topological mechanical cavity (Domain wall: dashed line. Read-out cavities for the measurements in d, f, and
g: yellow dots). b, Zoom-in of the topological cavity corner (green box in a). c, Experimental setup. Mechanical side-bands
are imprinted on a laser beam transmitted through an optical cavity, detecting the NPSD of the mechanical waves. Acronyms:
optical wave meter (λ meter), variable optical attenuator (VOA), fiber polarization controller (FPC), optical switch (SW),
erbium-doped fiber amplifier (EDFA), photodetector (PD). d, f, and g Measured (top) and numerically estimated (bottom)
NPSD, respectively, in the bulk of domain 1, on a slanted edge, and on a horizontal edge. Insets in f, and g: Sketches showing
read-out positions and the expected local density of states. e Measured NPSD as a function of frequency and read-out position
on a slanted edge (highlighted in black in the sketch). Red dashed line corresponds to the spectrum in f. The low-frequency
region (dark grey in f and g) harbors modes only inside the slanted edges (cf. Fig. 1i). Data calibration is required to compare
measurements from different read-out cavities (see App. J). h, Optomechanical coupling for edge states in slanted (top) and
horizontal (bottom) domain walls (see App. I).

tions that assume perfect transmission at the corners.
They are based on scattering matrix calculations that
take FEM simulations as input (see App. I). The theo-
retical spectra are in good agreement with measurement
results both on the slanted and the horizontal edges, as
shown in Figs. 2f and 2g, respectively. Even the be-
haviour of the peak heights, distinctly different for both
types of edges, is captured very well by including both the
group velocity dispersion and the frequency-dependent

vacuum optomechanical coupling g
(1D)
0 (see Fig. 2h) in

our analysis.

While the triangle geometry is the simplest closed-loop
geometry, already producing a topological mechanical
cavity, we also sought to test the robustness and immu-

nity to waveguide imperfections in more complex cavity
structure where we could independently vary the length
of waveguide segments in between sharp corners. The
effects of such variations should be most pronounced in a
geometry with appreciable backscattering at the corners,
eventually producing separate standing wave patterns in
the segments whose free spectral range would depend on
the segment length. By contrast, the ideal case of robust
topological transport should only be sensitive to the over-
all length of the domain wall circumference. Producing
samples with different local geometrical details, but the
same circumference, allows us to test these ideas by com-
paring their spectra.

To this end, we designed and fabricated two tree-
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FIG. 3. Robustness against backscattering. a and b,
Optical microscope image of two different tree-shaped topo-
logical mechanical cavities. c, Comparison of measurement
results for the two tree-shaped topological cavities. d, Theo-
retical prediction for three backscattering strengths. Darker
(lighter) spectra correspond to the tree-shaped topological
cavities in a (b). In c, the cross-over region where backscat-
tering can occur without requiring large quasi-momentum
transfer is highlighted in light grey. e, Measurements for a
trivial waveguide mechanical cavity (see App. L). Transduced
NPSD measured at a slanted (dark blue) and a horizontal
(light blue) edge, revealing strong backscattering.

shaped topological cavity structures. Each of these has a
total domain wall circumference of 96 unit cells and in-
cludes seven 60◦ corners, but individual segment lengths
differ. Figure. 3c shows the mechanical spectra measured
near the horizontal edge of both tree geometries, super-
imposed onto each other. The most important observa-
tion is that, outside of the grey region, the two spectra
agree almost perfectly, despite the different geometries.

This is a clear and direct experimental signature of the
near-perfect absence of backscattering, as predicted for
the topological edge states. The grey region is close to
the band gap for the horizontal edge, where no suppres-
sion of backscattering is expected (see above).

In order to estimate the sensitivity of the spectra
to backscattering, we performed calculations assuming
varying levels of backscattering for both tree-shaped
topological cavity geometries (Fig. 3d), where |t|2 (1 −
|t|2) is the transmission (reflection) probability at each
corner. These results show that even a small reflec-
tion probability of the order of 5% is enough to produce
clearly visible differences between the spectra, including a
splitting of the peaks. Both the direct measurements and
the comparison with theory confirm that the phononic
topological edge states robustly transmit through sharp
corners.

For further comparison, we also designed and fabri-
cated a tree-shaped trivial cavity. It is created by pulling
a bulk band into the bulk band gap along a line defect em-
bedded into an otherwise uniform domain 1 (see App. L
for details). In this case, the mechanical spectra mea-
sured at two different locations (on a slanted and a hor-
izontal edge) show signatures of backscattering from the
sharp corners (see Fig. 3e), with irregular peak spacing
and different peak locations for the two spectra.

In conclusion, we have demonstrated a multiscale op-
tomechanical crystal and observed topological transport
of thermal phonons in the 0.3 GHz band over a band-
width of 15 MHz. This novel design opens the door to
implementing on-chip phononic circuits [13, 15, 16, 39]
with robust topological waveguides that have access to
the full toolbox of optomechanics. Beyond cooling, me-
chanical lasing, sensitive read-out, and optical genera-
tion of nonclassical quantum states, this would also in-
clude the active optical control of topological circuits via
local manipulation of mechanical modes (e.g., switch-
ing links between edge states). Another very promis-
ing avenue for applications consists in pushing towards
even higher frequencies in the hypersonic regime up to
100 GHz should be possible with advanced lithographic
methods inverting the scale hierarchy between photon-
ics and phononics. This would allow one to manipulate
thermal phonons in myriad of new ways, including broad-
band cooling of entire microscale objects, not just indi-
vidual mechanical modes. Unidirectional edge channels
like those found in a Chern insulator would allow one
to implement thermal diodes, and, when supplemented
by an energy pump, topologically protected phonon am-
plification and lasing [38, 40–42]. An exciting long-term
perspective is to use topological phononic circuits as the
basis of a new platform to explore quantum acoustody-
namics for quantum information processing and storage,
with coupling to dopants or superconducting qubits.
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Course on Topological Insulators: Band Structure and
Edge States in One and Two Dimensions, Lecture Notes
in Physics (Springer International Publishing, 2016).

[47] COMSOL Multiphysics 5.3a, http://www.comsol.com/.
[48] H. Sekoguchi, Y. Takahashi, T. Asano, and S. Noda,

Opt. Express 22, 916 (2014).
[49] S. G. Johnson, P. R. Villeneuve, S. Fan, and J. D.

Joannopoulos, Physical Review B 62, 8212 (2000).
[50] A. Chutinan and S. Noda, Physical review B 62, 4488

(2000).
[51] H. Huang, S. Zhou, and W. Duan, Phys. Rev. B 94,

121117 (2016).
[52] M. A. Hopcroft, W. D. Nix, and T. W. Kenny, Journal

of Microelectromechanical Systems 19, 229 (2010).
[53] A. H. Safavi-Naeini and O. Painter, in Cavity Optome-

chanics, Quantum Science and Technology, edited by
M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt
(Springer Berlin Heidelberg, 2014) pp. 195–231.

Acknowledgements
The authors would like to thank Sameer Sonar and Utku
Hatipoglu for the help with nanofabrication and mea-
surement. This work was supported by the Gordon and
Betty Moore Foundation (award #7435) and the Kavli

http://dx.doi.org/10.1103/PhysRevLett.115.163902
http://dx.doi.org/10.1103/PhysRevLett.115.163902
http://dx.doi.org/ 10.1126/sciadv.aav0582
http://dx.doi.org/10.1038/s41565-019-0630-8
http://dx.doi.org/10.1038/s41565-019-0630-8
http://dx.doi.org/10.1103/PhysRevB.101.085108
http://dx.doi.org/10.1103/PhysRevB.101.085108
http://dx.doi.org/10.1126/science.aab0239
http://dx.doi.org/ 10.1103/PhysRevX.8.031074
http://dx.doi.org/10.1038/s41467-018-05461-5
http://dx.doi.org/10.1038/s41467-018-05461-5
http://arxiv.org/abs/2004.03067
http://dx.doi.org/https://doi.org/10.1016/j.crhy.2018.03.002
http://dx.doi.org/10.1038/ncomms9682
http://dx.doi.org/10.1038/ncomms9682
http://dx.doi.org/ 10.1038/nature08524
http://dx.doi.org/ 10.1103/PhysRevLett.112.153603
http://dx.doi.org/ 10.1103/PhysRevLett.112.153603
http://dx.doi.org/ 10.1038/nature14364
http://dx.doi.org/10.1038/s41586-020-1981-x
http://dx.doi.org/10.1103/PhysRevX.6.041026
http://dx.doi.org/10.1073/pnas.1308853110
http://dx.doi.org/10.1073/pnas.1308853110
http://dx.doi.org/ 10.1038/nphys4304
http://dx.doi.org/ 10.1038/nphys4304
http://dx.doi.org/ 10.1038/natrevmats.2016.55
http://dx.doi.org/ 10.1038/natrevmats.2016.55
http://dx.doi.org/10.1007/978-3-319-25607-8
http://dx.doi.org/10.1007/978-3-319-25607-8
http://dx.doi.org/10.1007/978-3-319-25607-8
http://www.comsol.com/
http://dx.doi.org/ 10.1103/PhysRevB.94.121117
http://dx.doi.org/ 10.1103/PhysRevB.94.121117
http://dx.doi.org/10.1007/978-3-642-55312-7_10
http://dx.doi.org/10.1007/978-3-642-55312-7_10


7

Nanoscience Institute at Caltech. H.R. was supported by
the National Science Scholarship from A*STAR, Singa-
pore. T.S. and F.M. acknowledge support from the Euro-
pean Unions Horizon 2020 research and innovation pro-
gramme under the Marie Sklodowska-Curie grant agree-
ment No. 722923 (OMT). V.P. acknowledges support by
the Julian Schwinger Foundation (Grant No. JSF-16-03-
0000). F.M. acknowledges support from the European
Unions Horizon 2020 Research and Innovation program
under Grant No. 732894, Future and Emerging Tech-
nologies (FET)-Proactive Hybrid Optomechanical Tech-
nologies (HOT).



8

Appendix A: Valley Hall Effect: Theoretical Model with Anisotropy

In the Valley Hall effect, the relevant topological invariant is the so-called valley Chern number Cv [36, 43]. The
valley Chern number is defined within one valley in the framework of an effective two-band description and assumes
two possible half-integer values, Cv = ±1/2. Interfaces between regions with opposite valley Chern numbers support
in-gap valley-polarized edge states. Since the two valleys are mapped into each other by time-reversal, their edge
states are counter-propagating.

We note that due to both our elongated cavity design and the anisotropic silicon crystal (see App. G), our system
is not invariant under C3-rotations. This is a notable difference compared to previous larger-scale implementations of
the valley Hall effect [21, 22, 37, 38, 44, 45]. Taking into account the residual bulk symmetry TMx, we find that our
system is approximated by the effective two-band Dirac Hamiltonian (see App. F)

ĤD = Ω̄ + (v0 + vxσ̂x)p̂x + vyσ̂yp̂y + {Θ(r̂), (m+m′p̂x)}σ̂z. (A1)

Here, we set ~ = 1, σ̂x,y,z are the Pauli matrices, {,} denotes the anti-commutator, and Θ(r) = 1/2 (Θ(r) = −1/2)
inside domain 1 (domain 2). Moreover, p = (px, py) is the quasi-momentum counted from a point on the kx-axis
where the Bloch waves are mapped into each other via My, see Fig. 1e,f. The most obvious difference to C3-symmetric
systems is that the speed of the edge state now depends on the domain wall orientation. The solutions for slanted
and horizontal domain walls and other surprising features are discussed in the App. F.

We now focus on the valley close to the ~K point. Fixing the gauge by choosing σz = 1 for the Bloch wave
(f) (as shown in Fig. 1), a fit yields m = 2π × 10.8MHz, m′/am = −2π × 5.4MHz, vx/am = 2π × 12.5MHz, and
vy/am = 2π × 14.9MHz. The valley Chern number for the lowest band is Cv = −sign(Θ(r)mvxvy)/2, see App. F.
Thus, we find Cv = −1/2 (Cv = 1/2) for domain 1 (domain 2). According to the bulk-boundary correspondence, the
edge state will be a right-mover if one crosses the domain wall from domain 1 to domain 2 [46]. This is consistent
with our strip FEM simulations, see Fig. 1i. The expansion leading to Eq. (A1) is valid if m/am � vy, (v

2
x +m′2)1/2

(see App. F). This condition is not strictly fulfilled in our experiment, which leads to the deviations from the ideal
case remarked upon in the Main Text.

Appendix B: Measuring the mechanical thermal fluctuations

The thermal mechanical motion of phonons within the multiscale OMCs of this work are measured by driving the
system with the laser locked to a blue detuning of 340 MHz from the optical nanocavity resonance. This frequency
offset is chosen to align with the center frequency of the mechanical Dirac cones, increasing the sensitivity of the
optical read-out for phonons propagating in the topological edge states. An optical fiber taper with a localized dimple
region couples light evanescently into and out of an individual optical cavity with high efficiency. By moving the
taper, we can address any unit cell of the larger-scale phononic lattice. Mechanical motion is imprinted on the phase
of the laser light inside the optical nanocavity, which when extracted via the optical fiber taper maps the mechanical
motion into intensity modulations in the transmitted laser light. The transmitted laser signal in the optical fiber is
sent through an erbium-doped fiber amplifier (EDFA) to amplify the optical intensity modulations, and then onto a
high-speed photoreceiver. The RF voltage from the photoreceiver is sent into a spectrum analyzer to determine the
noise power spectral density (NPSD). The NPSD of the photocurrent contains a component proportional to the sum
of the mechanical NPSD Smech,n of the mechanical normal modes of the structure, weighted by the square of the local
optomechanical coupling Gn(j), where n labels the mechanical mode and j labels the (unit cell of the) read-out cavity
(see App. H). Since only the vibrations within a single unit cell contribute to the optomechanical coupling Gn(j), the
transduced mechanical NPSD can be viewed as a (coarse-grained) mechanical local density of states.

Appendix C: Finite Element Simulations

In Fig.1 of Main Text, we show the phononic band structures and the photonic crystal cavity modes. The mechanical
normal modes are obtained by numerically solving the eigenvalue equation,

div
[
C :

[
grad Qn(r) + (grad Qn(r))

T
]]

= −2Ω2
nρ(r)Qn(r). (C1)

Here and throughout the Appendix, Qn(r) (Qk,n(r)) denotes the three-dimensional mechanical displacement
Qn(r, t) = Re

[
Qn(r) · e−iΩnt

]
for a normal mode (Bloch wave) with eigenfrequency Ωn. Moreover, C is the elasticity

tensor, ρ the mass density, and : is a symbol for the tensor product, where [C : gradψ]ij = Cijkl∂lψk.
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Optically, our structure is described by the Maxwell’s equations, which in the absence of a source, takes the form
of the following eigenvalue equation

c2curl

[
1

ε(r)
curl Hn(r)

]
= ω2

nHn(r). (C2)

where Hn(r) denotes the magnetic field Hn(r, t) = Re
[
Hn(r) · e−iωnt

]
for the photonic crystal cavity mode with

eigenfrequency ωn. c is the speed of light in vacuum, and ε(r) is the relative permittivity of the medium. Both of
these equations are solved with the finite-element method (FEM) solver [47].

Appendix D: Device fabrication

The devices were fabricated from a silicon-on-insulator (SOI) wafer (SEH, 220 nm silicon device layer, 3 µm buried-
oxide layer) using electron-beam lithography followed by inductively coupled plasma reactive ion etching (ICP/RIE).
The devices were then cleaned by an oxygen plasma treatment before a final released in vapor-HF to remove buried-
oxide layer. Note that the mechanical frequencies are different in the tree versus triangle cavity geometries, because
parameters of the snowflake structures (am, r and w) in the tree geometries have been scaled by an overall factor of
1.02 with respect to the triangle cavity samples (the photonic crystal properties were kept identical).

Appendix E: Optical cavity design and characterization
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FIG. 4. Optical cavity design and characterization. a, Design of optical cavity, local lattice constant is increased
smoothly from a1 = 450nm to a4 = 470nm. b, Optimum position of optical cavity in order to simultaneously achieve a large g0
and optical quality factor. c, Snapshots of the mechanical deformation at the degeneracy breaking point for upper band. The
colours represent the change of volume (~∇· ~u), with red (blue) corresponding to expansion (compression). d, Optical spectrum
of a optical cavity measured using a swept laser scan.

The device in this work is designed around the silicon-on-insulator (SOI) materials platform, which naturally
provides a thin Si device layer with typical widths of a few hundred nanometers. In our multiscale optomechanical
crystal design, photonic crystal optical cavities are embedded inside the triangular membranes forming the larger scale
snowflake phononic crystal. The role of the optical cavities is to amplify the radiation pressure force of the laser light.
The radiation pressure force is given by ~G|a|2, where G is the optomechanical frequency shift per displacement and
|a|2 = nc is the number of intra-cavity photons.

Our optical cavity has been engineered starting from an existing design [48]. A cavity based on this design has
displayed the highest observed optical quality factor reported in the literature (Q ∼ 107). Here, we have modified the
original design to achieve a stronger coupling of the cavity resonance to the Dirac cone mechanical normal modes while
maintaining the high optical quality factor. The underlying basic design is a triangular lattice of cylindrical holes.
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An effective means of forming resonant cavities in such 2D slab photonic crystal structures is to weakly modulate the
properties of a line-defect waveguide (W1 waveguide) [49, 50]. Leaky optical resonances are localized inside the slab
and yet have wave vector components which radiate energy into the surrounding cladding, which is a major source of
optical loss in real fabricated structures, causing light scattering out of the plane of the slab. A line-defect waveguide
in a triangular lattice of cylindrical holes can be designed to have no leaky mode bands crossing the localized cavity
mode frequency. In order to form a localized cavity resonance, the local lattice constant is increased smoothly from a
nominal value of a1 = 450 nm to a value of a4 = 470 nm in the center of the cavity (see Fig. 4a), such that a localized
resonance is created from shifting the higher frequency waveguide band into the bandgap.

The Dirac cone mechanical modes are in-plane modes with a breathing motion about the centre of the triangle. The
change of volume (∇·−→u ) of such a mechanical breathing mode, simulated using FEM calculations, is shown in Fig. 4c.
The mechanical breathing modes have naturally large optomechanical couplings, since breathing modes can efficiently
interact with the optical cavity by moving the dielectric boundaries near the optical cavity as well as produce strain
which overlaps with the electrical field of the optical resonance. In order to boost both the “moving-boundary” and
the “photo-elastic” type of optomechanical coupling even further, we have added elliptical holes in the center of the
W1 waveguide defect. Moreover, we have optimized the position of the center of the optical cavity along the y-axis in
order to increase the optical quality factor (Qopt) within the limited triangular membrane region. This modification
contributes as well to an increase of the optomechanical coupling.

The optical properties of the resonances of the optical cavities are determined by scanning the tunable laser across
the λ = 1520 − 1570 nm wavelength band, and measuring the transmitted optical power on a photodetector (PD1,
cf. Main Text Fig. 2a). From the normalized transmission spectrum, the wavelength of the optical resonance, the
total optical cavity decay rate, and the external coupling rate to the fiber taper waveguide for a device being tested
can be determined. An example of the transmission spectrum is shown in Fig. 4d, where the optical cavity decay rate
and external coupling rate are fitted to be κ/2π ≈ 1.5 GHz and κe/2π ≈ 0.47 GHz, respectively, corresponding to a
loaded (extrinsic) optical Qopt factor of ≈ 129k (Qopt,e of ≈ 410k).

Finally, the unit-cell single-photon optomechanical coupling strengths between the localized optical resonance and
the two gapped Dirac cone modes in the unit cell geometry are calculated to be g0/2π = 5.5kHz (lower band) and
33.7kHz (upper band).

Appendix F: Theoretical description of the edge states using the Dirac equation

Here, we derive the Dirac Hamiltonian of the Main Text and solve for its eigenstates and eigenvalues.

Derivation of the massless Dirac Hamiltonian

We first consider the special case in which Dirac cones are gapless. For our discussion only the in-plane symmetries
are important. The general framework is a system with Wallpaper group cmm (point group C2ν) with a pair of Dirac
cones on the kx-axis. Since the two valleys are mapped one onto the other by the time-reversal symmetry it is entirely
sufficient to discuss the dynamics for just one valley. Most of the discussion will be general but, when concreteness
requires it, we focus on the valley whose degeneracy point lies on the positive kx-axis in the first Brillouin zone (BZ).

For the cmm scenario, the point group includes the mirror symmetry My (with the mirror plane zx, flipping
y 7→ −y). Since My does not change the quasi-momentum on the kx axis, the Bloch waves can be chosen to be its
eigenstates there. In other words, the bands on the kx-axis can be labelled by their parity (odd or even) under My.
Two bands with different parity are immune to level repulsion and they, thus, can cross leading to Dirac cones. The
cones are robust because a perturbation that does not break My will slightly displace the crossing point but can not
eliminate it. In the following we denote as Q+(r) (even) and Q−(r) (odd) the Bloch waves at the degeneracy point.
By definition, we have

MyQ±(r) = ±Q±(r). (F1)

We note that My is the only unitary symmetry that maps one valley onto itself. The remaining unitary symmetries
Mx and MxMy (a π-rotation about the z-axis) map the two partner valleys one onto the other and, thus, do not
directly constrain the form of the Dirac Hamiltonian for a fixed valley. However, they do it indirectly when combined
with the time-reversal symmetry T to form the corresponding anti-unitary valley-preserving symmetries TMx and
TMxMy. In the following, we can choose to focus on TMx because a Hamiltonian that is invariant under My and
TMx will automatically be invariant under TMxMy. With the goal of constraining the form of the Dirac Hamiltonian
as much as possible, we fix (at least partially) the complex phase of Q±(x) by requiring that

TMxQ±(x) = Q±(x). (F2)
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We note that the above definition still allows to change the sign of Q+(x) and/or Q−(x). In view of performing a
two band approximation we define the basis,

QA/B,p(r) = eip·rQA/B(r), QA/B(r) =
1√
2

(Q+(r)±Q−(r)). (F3)

where p is the quasi-momentum counted off from the degeneracy point. Note that by changing the sign of Q+ or Q−
(but not both signs at the same time) will swap the labels A and B. We mention in passing that the Bloch waves QA,p
and QB,p transform under the cmm group symmetries in the same way as plane waves on each of the two sublattices
of graphene. This should facilitate the reading to readers familiar with the Dirac equation in this more well known
context.

In view of finding the form of the local Hamiltonian, one needs preliminarily to derive how the basis QA/B,p(r)

transforms under the symmetry transformations My and TMx. From Eqs. (F1,F2,F3), we find

MyQA,(px,py)(r) = QB,(px,−py)(r).

TMxQA/B,(px,py)(r) = QA/B,(px,−py)(r). (F4)

Next, we introduce a set of Pauli matrices σ̂i=x,y,z such that σ̂z is diagonal on the A/B basis and σz = 1 (σz = −1)
for QA,p(r) (QB,p(r)). From Eqs. (F4) one, thus, see

Myσ̂xMy = σ̂x, Myσ̂y/zMy = −σ̂y/z, TMxσ̂x/zTMx = σ̂x/z, TMxσ̂yTMx = −σ̂y. (F5)

while at the same time changing the quasi-momentum: under both My and TMx we have

(px, py)→ (px,−py). (F6)

Thus, for example the interaction pxσ̂y will transform to −pxσ̂y under the mirror symmetry My because σy changes
sign, cf. F5, while px remains invariant, cf. Eqs. F6. Using Eqs. (F5) and (F6) we can easily determine the form
of the Dirac equation. We are interested in a (small) region about the degeneracy point and, thus, we can restrict
ourselves to linear terms in the quasi-momentum. Considering all possible linear terms and keeping only those that
are invariant under both My and TMx, we arrive at the massless Dirac Hamiltonian

HD = Ω̄ + (v0 + vxσ̂x)px + vyσ̂ypy. (F7)

This gives rise to gapless cones described by the band structure

Ωe/g = Ω̄ + v0px ±
√

(vxpx)2 + (vypy)2. (F8)

Compared to the standard setting with C3 symmetry, here, the speed depends on the direction (because vx 6= vy).
Moreover, in the same direction the speed is different for the ground and excited band (because v0 6= 0). Above the
critical value of |v0|, |v0| = |vx|, the band structure become qualitatively different leading to so-called type II Dirac
cones [51]. For type II cones there is a direction where the speed is zero for one of the two bands. In the following,
we do not discuss further this scenario as our experiment is in the regime where |v0| < |vx|.

Derivation of the full Dirac Hamiltonian within one domain

Next, we consider the case where the mirror symmetry My is broken but Mx is still a symmetry. Thus, the relevant
Wallpaper group is now cm (point group Cν). Using Eqs. (F5) and (F6) to find all possible terms that preserves the
symmetry TMx, we arrive at the Dirac Hamiltonian

HD = Ω̄ + (v0 + vxσ̂x)p̂x + vyσ̂yp̂y + (m+m′p̂x)σz. (F9)

This give rise to the band structure

Ωe/g = Ω̄ + v0px ±
√

(m+m′px)2 + (vxpx)2 + (vypy)2. (F10)

We note that within the expansion in p that underlies the Dirac Hamiltonian, we must assume |m′px| � |m|. Moreover,
when the design with broken My-symmetry is obtained by modifying a design with conserved My symmetry (as in
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our case) all the parameters in Eq. (F7) are renormalized, including the point on the kx-axis from which the quasi-
momentum is counted. We also note that for px = py = 0 in Eq. (F9) the Bloch waves are eigenstates of σz. Since
σz is by definition diagonal in the A/B basis from Eq. (F4) it follows that for this particular quasi-momentum the
Bloch waves are mirror-symmetric partners of each other. This feature can serve as a definition of the origin px = 0.
This implies that the Bloch waves shown in Fig. 1(e-f) of the Main Text, which look very much like mirror-symmetric
partners in the xz plane, have displaced quasi-momentum p very close to the origin. Once the point where px = 0
is known, we use Eq. (F10) to fit the parameters in the Dirac Hamiltonian (the fitted values are given in the Main
Text). We note that this way of fitting does not allow to fix the sign of vx, vy, and m. In particular, the sign of
mvxvy is still unknown. As we discuss below this sign fixes the value of the valley Chern number and to be able to
determine it, it is not enough to examine the band structure alone but one rather needs to have information regarding
the Bloch waves, see below.

Berry curvature and Valley Chern numbers

It is convenient to introduce the set of rotated Pauli matrices

τx =
vx√

v2
x +m′2

σx +
m′√

v2
x +m′2

σz, τy = σy, τz =
vx√

v2
x +m′2

σz −
m′√

v2
x +m′2

σx. (F11)

In terms of the new set of Pauli matrices, the Dirac Hamiltonian Eq. (F9) takes the simpler form

HD = Ω̄ + (v0 + Vxτ̂x)(p̂x − p(0)
x ) + Vy τ̂yp̂y +Mτz, (F12)

Vx = (v2
x +m′2)1/2, Vy = vy, M =

mvx
Vx

, p(0)
x = −mm

′

V 2
x

. (F13)

The band structure in terms of the rescaled parameters reads

Ωe/g = Ω̄ + v0px ±
√
M2 + V 2

x (px − p(0)
x )2 + (Vypy)2. (F14)

Thus, p
(0)
x is the bottom of the valley where the band splitting is minimum (when counted off from the quasi-momentum

where the two Bloch waves are one the mirror symmetry of the other in the zx-plane) and M is the bulk band gap.
The Berry curvature for the lowest band of the Dirac Hamiltonian is (see [46] for the first equality)

B(p) = −2Im
〈g,p|∇pxHD(p)|e,p〉〈e,p|∇pyHD(p)|g,p〉

(Ωe(p)− Ωg(p))2
=

MVxVy

2
(
M2 + V 2

x (px − p(0)
x )2 + (Vypy)2

)3/2
, (F15)

where|g,p〉 and |e,p〉 are the ground and excited Bloch waves, respectively. As usual, the Chern number is defined
as an integral of the Berry curvature [46]. For the valley Chern number, the integral over the BZ is replaced by an
integral over the 2D plane,

Cv = − 1

2π

ˆ
d2pB(p) = −1

2
sgn(mvxvy). (F16)

Limits of validity of the Dirac approach

The valley Chern numbers are well defined if the Berry curvature of the real bands is strongly peaked in an isolated
region surrounded by a small Berry curvature region. In fact, it makes sense to identify each valley exactly with such
isolated large Berry curvature region. The Berry curvature as calculated using the Dirac Hamiltonian is peaked in

an ellipse-shaped region with axes M/Vx and M/Vy about p = (p
(0)
x , 0), cf. Eq. (F15). We have to require that this

region remains within the quasi-momentum region where the linear expansion leading to the Dirac equation is valid.
The typical size of this region is ∼ 1/am. We, thus, arrive to the condition,

M/am � Vx, Vy. (F17)
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Identifying the valley Chern numbers from FEM simulations

Next, we want to determine the valley Chern number for our particular structure. We aim to use the formula
Cv = − 1

2 sgn(mvxvy) and use some limited input from our FEM simulations to identify the sign of mvxvy. As
discussed above our definitions Eqs. (F1,F2,F3) have the disadvantage of not completely fixing the gauge in the Dirac
equation: we have the freedom to identify either of the Bloch waves in Fig. 1(e,f) with QA. Swapping the two states
will have the effect of changing the sign of both m and vy but will not change the gauge invariant quantity, Cv. Ideally
we would like an alternative definition that completely fix the gauge. Such definition would, thus, determine which
state should be identified with QA. In this scenario, the sign of vxvy will be fixed by the gauge choice while the sign
of m could be read out directly from the band structure and the symmetry of the Bloch waves for p = 0.

We can achieve exactly this if we view our system with space group cm (for the gapped cones) and cmm (for the
gapless cones) as derived by the C3 symmetry breaking in a system with space group p3m1 (gapped cones) and p6m
(gapless cones). In our particular case, the symmetry breaking comes from the silicon anisotropy and the elongated
shape of the optical cavities. For the C3 symmetric case, we will use the C3 symmetry to fix the gauge and identify
a robust feature to identify the normal mode QA. Afterwards, in the symmetry broken case, we will appeal to a
continuity argument to find the valley Chern number, see below.

The scenario with C3 symmetry is discussed in detail in [14]. In this case, we recover Eq. (F9) with v = vx = vy
and m′, v0 = 0 if: (i) The quasi-momentum is counted off from the high-symmetry point K. (ii) We identify the Bloch
waves QA/B(r) with eigenstates of the C3 rotations with quasi-angular momentum mc about the C6 rotocenter of the

original C6ν symmetric design (the center of the snowflakes), mc = −σz. (iii) We fix their phases to fulfill Eq. (F4)
[14]. By requiring mc = −σz we have fixed the sign of vxvy to be positive, thereby, there is no further ambiguity in
the sign of m which now determines the valley Chern number, Cv = −sign(m)/2. For our particular geometry it is
useful to keep in mind that the p3m1 has three rotocenters. In our geometry, the two additional rotocenters lie at
the centers of the upward and downward-pointing triangles. The Bloch waves QA/B(r) are simultaneous eigenstates
of all rotations about any of the three rotocenters. The quasi-angular momentum md/u for the rotations about the
center of the downward/upward-pointing triangles is [14]

md/u = (mc ± 1 + 1)mod3− 1. (F18)

For the Bloch wave QA(r) we have md = 0, which means that it displays a breathing motion in the downward-pointing
triangles. Likewise, the mode QB(r) displays a breathing motion in the upper triangle.

Once the perturbation breaking the C3 symmetry is introduced the Bloch waves QA/B(r) are not anymore exact

eigenstates of the C3 rotations, nevertheless, the breathing motion is still clearly visible, cf. Fig. 1 (e-f). This allows
us to identify the Bloch wave in Fig 1(f) (breathing motion in the downward-pointing triangles) with QA(r) with the
expectation that the product vxvy will be positive (the velocities should remain similar as in the C3 symmetric limit,
vx, vy ∼ v). Moreover, from the band structure Fig. 1(d) we see that the mass m is positive. We can conclude that
the valley Chern number is Cv = −1/2 for domain 1, cf. Eq. (F16).

Derivation of the Dirac equation in a system combining domain 1 and domain 2

If the parameters of Eq. (F9) for domain 1 are known one can easily find the parameters for domain 2 (which is
the mirror image of domain 1 in the zx plane) by transforming Eq. (F9) under the mirror symmetry My. Using Eqs.
(F5) and (F6), we see that v0, vx, and vy remain the same in the two domains while m and m′ change sign. Thus,
the valley Chern number, cf. Eq. (F16), changes sign in domain 2, Cv = 1/2.

In a system combining both domain 1 and domain 2 we assume that a normal mode Qn(r) can be obtained by
multiplying the Bloch waves Eq. (F3) for p = 0 by a smooth envelope,

Qn(r) = ψn,A(r)QA(r) + ψn,B(r)QB(r). (F19)

This leads to the time-independent Schroedinger equation

Ωnψn(r) = ĤDψn(r), (F20)

where ψn(r) groups the smooth envelopes in a vector, ψn(r) = (ψn,A(r), ψn,B(r)), and ĤD is the Dirac Hamiltonian
Eq. (1) of the Main Text

ĤD = Ω̄ + (v0 + vxσ̂x)p̂x + vyσ̂yp̂y + {Θ(r̂), (m+m′p̂x)}σ̂z. (F21)

Here Θ(r) = 1/2 (Θ(r) = −1/2) in domain 1 (2). We note that, here, position and quasi-momentum are non-
commuting operators, thus, requiring the introduction of the anti-commutator {, } to make sure that the Hamiltonian
is hermitian.
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Solution of the Dirac equation for a strip configuration

Next, we look for gapless eigenstates of Hamiltonian Eq. (F21) in the presence of translationally invariant domain
walls. In this scenario, the quasi-momentum in the translationally invariant direction is a conserved quantity and the
smooth envelope depends only on the coordinate transverse to the domain wall.

Edge states for a horizontal strip.

For a horizontal strip, the displacement field for smooth envelope Bloch waves takes the form

Qpx(r) = ψA,px(y)eipxxQA(r) + ψB,px(y)eipxxQB(r). (F22)

This results in a Hamiltonian of the form

ĤD = Ω̄ + (v0 + vxσ̂x)px − ivyσ̂y
d

dy
+ 2Θ(y) (m+m′px) σ̂z. (F23)

We are interested in the same configuration as in Fig 1(g) of the Main Text where domain 1 (domain 2) is in the
lower-half (upper-half) plane. This choice corresponds to Θ(y) = 1/2 for y < 0, and Θ(y) = −1/2 otherwise. Until
now we have assumed m > 0. We note that if we keep Θ(y) fixed, and changing the sign of both m and m′ describes
a scenario where the two domains are swapped. In the following, we want to compare these two scenarios. For this
purpose, we look for gapless edge eigenstates of the Hamiltonian Eq. (F23) without committing on the sign of m and
m′. We find

ψpx(y) = e−|(m+m′px)y/vy|
(

1
sign(vym)

)
, Ωpx = Ω̄ + (sign(vym)vx + v0)px. (F24)

This solution is valid for |m| > |m′px| (within the limit of validity of the linear expansion that underlies the Dirac
equation). In the following, we also assume that |vx| > |v0| (in the scenario where this condition is violated the Dirac
cones are of type II and the mass term does not lead to a global band gap.) From Eq. (F24) we see that, as expected,
the propagation direction changes when the domains are swapped according to the bulk boundary correspondence
[46]. More precisely, the edge state is a right mover if domain 1 is in the lower-half plane (for m > 0, vxvy > 0).
Vice versa, it is a left mover if domain 1 is in the upper-half plane (for m < 0, vxvy > 0). This is consistent with
the bulk-boundary correspondence because the valley Chern number Cv is −1/2 in domain 1 and 1/2 in domain 2
and, thus, the edge state is a right (left) mover if the Chern number increases (decreases) by one across the domain
wall. This is also in agreement with our FEM simulations, cf. Fig1(i, left panel) of the Main Text where the Dirac

cone close to the ~K-point which has positive quasi-momentum kx in the first Brillouin zone of the bulk has negative
quasi-momentum in the first Brillouin zone of a horizontal strip.

Until now, we have discussed general features of the Valley Hall effect that are not unique to our setting with
broken C3 symmetry. Eq. (F24) predicts also other more surprising features that are unique to our setting. Most
remarkably, the speed |vx + sign(m)v0| changes if the two domains are swapped (changing the sign of m.) Moreover,
the localization length of the edge state depends on the longitudinal quasi-momentum px. Both these features are
confirmed in FEM simulations of a strip with a horizontal domain wall.

Edge states for a slanted strip.

Next, we calculate the solution when the domain wall is along the line ỹ = −y/2 +
√

3x/2 = 0 (240◦ strip).
In this scenario, it is convenient to change to a rotated frame with coordinates ỹ (transverse to the domain wall)

and x̃ = −x/2−
√

3y/2 (longitudinal to the domain wall). In this case, the conserved quasi-momentum is px̃ (in the
direction x̃) and the envelope is a function of ỹ, ψpx̃(ỹ). The Dirac Hamiltonian in terms of the rotated quasi-momenta
and Pauli matrices,

px = −px̃/2 +
√

3pỹ/2, py = −pỹ/2−
√

3px̃/2,

σx =− σx̃/2 +
√

3σỹ/2, σy = −σỹ/2−
√

3σx̃/2,

reads

ĤD = −i∂ỹ
(
h′0 + h′x̃σx̃ + h′ỹσỹ

)
+ {−i∂ỹ,Θ(ỹ)}h′zσ̂z + h0 + hx̃σx̃ + hỹσỹ + 2Θ(ỹ)hzσz (F25)
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where

h′0 =

√
3

2
v0, h′x̃ =

√
3

4
(vy − vx), h′ỹ =

1

4
(vy + 3vx), h′z =

√
3

2
m′

h0 = Ω̄− v0

2
px̃, hx̃ =

1

4
(vx + 3vy) px̃, hỹ =

√
3

4
(vy − vx)px̃, hz = m− 1

2
m′px̃.

In this case, to solve the Dirac equation (F20) with the Dirac Hamiltonian in the more general form Eq. (F25) we
have to use the ansatz,

ψpx̃(ỹ) = (1 + iεΘ(ỹ))e−|ỹ|/ξ+iΞỹ
(

1
b

)
. (F26)

Compared to Eq. (F24) this more general ansatz allows for oscillations of the wave function with period 2π/Ξ. By
plugging the anstaz Eq. (F26) into the Dirac equation (F20), we find three types of terms: (i) terms containing a
delta function, (ii) terms in the form MiΘ(ỹ)ψpx̃(ỹ) where Mi are matrices independent of ỹ, and (iii) terms that
depends on ỹ only via the wave function ψpx̃(ỹ). By isolating the terms proportional to δ(ỹ) and requiring their sum
to be zero, we find the equation [

ih′zσz + ε
(
h′0 + h′x̃σx̃ + h′ỹσỹ

)](1
b

)
= 0. (F27)

It has a solution if

det
[
ih′zσz + ε

(
h′0 + h′x̃σx̃ + h′ỹσỹ

)]
= 0. (F28)

One immediately finds two possible solutions

ε± = ± h′z√
h′2x̃ + h′2ỹ − h′20

. (F29)

The corresponding b is

b± = −
h′0h

′
x̃ ∓

√
h′2x̃ + h′2ỹ − h′20 h′ỹ + i(h′0h

′
ỹ ±

√
h′2x̃ + h′2ỹ − h′20 h′x̃)

h′2x̃ + h′2ỹ
. (F30)

Note that |b±| = 1 and, thus, the vectors (1, b±)T lie on the equator of the Bloch sphere. Next, we require that the
sum of the terms in the form ∝ Θ(ỹ)ψpx̃(ỹ) is zero. We find the equation

[
ξ(hz + h′zΞ)σz + i

(
h′0 + h′x̃σx̃ + h′ỹσỹ

)](1
b

)
. (F31)

where b should be equal either to b+ or b−. By requiring that the determinant is zero we find

ξ =
1

|hz + h′zΞ|
(
h′2x̃ + h′2ỹ − h′20

)1/2
. (F32)

By solving for b we find b = b+ (b = b−) if hz + h′zΞ < 0 (hz + h′zΞ > 0) independent of Ξ. Next, we need to require
that the sum of the terms in the form ∝ ψpx̃(ỹ) is zero. We find the equation(

ih̃zσz + h̃x̃σx̃ + h̃ỹσỹ + h̃0

)(
1
b

)
= 0, (F33)

where

h̃x̃ = hx̃ + Ξh′x̃, h̃ỹ = hỹ + Ξh′ỹ, h̃z =
|hz + h′zΞ|(

h′2x̃ + h′2ỹ − h′20
)1/2

h′z, h̃0 = h0 + Ξh′0 − Ωpx̃ . (F34)

To solve this it is convenient to define

φ̃ = argb, σ̃x̃ = cosφσx̃ + sin φ̃σỹ, σ̃ỹ = cos φ̃σỹ − sin φ̃σx̃. (F35)
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and rewrite the equation in terms of the Pauli matrices σ̃x̃ and σ̃ỹ,

(
ih̃zσz + (cos φ̃h̃x̃ + sin φ̃h̃ỹ)σ̃x̃ + (cos φ̃h̃ỹ − sin φ̃h̃x̃)σ̃ỹ + h̃0

)(
1
b

)
= 0. (F36)

From Eq. (F30), we can read out

cos φ̃ = −
h′0h

′
x̃ ±

√
h′2x̃ + h′2ỹ − h′20 h′ỹ
h′2x̃ + h′2ỹ

, sin φ̃ = −
h′0h

′
ỹ ∓

√
h′2x̃ + h′2ỹ − h′20 h′x̃
h′2x̃ + h′2ỹ

. (F37)

We note that φ̃ is independent of Ξ and px and that by construction

σ̃x̃

(
1
b

)
=

(
1
b

)
, σz

(
1
b

)
= iσ̃ỹ

(
1
b

)
=

(
1
−b

)
. (F38)

Plugging the above relations into Eq. (F36), we immediately find

h̃z − h̃ỹ cos φ̃+ h̃x̃ sin φ̃ = 0, h̃x̃ cos φ̃+ h̃ỹ sin φ̃+ h̃0 = 0. (F39)

From the second equation we find

Ωpx̃ = h0 + Ξh′0 + (hx̃ + Ξh′x̃) cos φ̃+ (hỹ + Ξh′ỹ) sin φ̃ (F40)

where Ξ is obtained by solving the first equation (which is a simple linear equation). The full expression for Ξ and Ω̄
is very cumbersome and does not give much physical insight and, thus, we omit it here. Instead, it is interesting to
comment on its leading order expansion in m′/v̄, v0/v̄, δv/v̄ (v̄ = (vx + vy)/2, δv = vx − vy),

Ξ ≈
√

3m

2v̄

m′

v̄
+

√
3

2

(
−sign(mv̄)

v0

v̄
+
δv

v̄

)
px, (F41)

Ωpx̃ ≈ Ω̄ + v̄

(
sign(mv̄)− v0

2v̄
− sign(mv̄)

δv

4v̄

)
px. (F42)

From this expression we see that again the edge state (for the valley close to the ~K point) is a right mover if the
domain 1 is in the lower ỹ-plane (for m > 0). Also in this case (as for the horizontal domain wall) the speed changes
if the two domains are exchanged. Compared to the horizontal domain wall, the edge state amplitude does not only
decay away from the domain wall but it also displays oscillations with period 2π/Ξ.

Appendix G: Effect of Anisotropic Material Properties of Silicon

The Silicon crystal structure has a cubic primitive lattice, which leads to anisotropic material properties, and thus,
the phononic band structures of our phononic crystal devices depend on the orientation of alignment during fabrication
with respect to the Silicon crystal. The surface plane of the silicon wafer we used is parallel to the (001) crystal plane
of Silicon. The alignment co-ordinate axes (x’,y’,z’) during fabrication are oriented to the axes ([100], [010], [001])
of the Silicon wafer, cf. Fig 5c. Our FEM simulations take fully into account the anisotropy using an appropriate
anisotropic elastic tensor [52]. In the presence of discrete translational symmetry, we may express the solutions to the
acoustic wave equation as Bloch modes and numerically solve for the phononic band structure with an FEM solver
[47]. Periodic boundary conditions are used to solve for the desired number of bands at any desired point within the
Brillouin zone (BZ). The simulated phononic band structures for the two-dimensional snowflake unit cell are shown
in Fig. 5f and g. We investigate the role of anisotropic material properties on the Dirac band dispersion. This is done
by comparing the two-dimensional snowflake unit cell phononic band structure without (see Fig 5d) and with (see
Fig 5e) circular photonic crystal holes for the two cases of isotropic (red solid lines) and anisotropic (blue solid lines)
Silicon elasticity tensors. We notice that the Dirac bands for snowflakes without optical cavity holes (see Fig 5f) are
significantly distorted for the anisotropic silicon elasticity tensor. Therefore, the small circular photonic crystal holes
counter the distortion of Dirac bands by the anisotropic silicon (see Fig 5g).
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Effect of Silicon anisotropy on phononic band structure. (a) Silicon crystal structure consisting two interpenetrating face-centered cubic primitive lattices. 
The top view indicates the height of the atom above cube’s base as a fraction of unit cell dimension. (b) Silicon anisotropy breaks the C3 symmetry of the 
lattice. This results in the shifting of Dirac cones from the high symmetry K point of Brillouin zone. (c) and (d) Phononic band structure of snowflake 
crystal with (d) and without (c) optical cavity holes. The Dirac cones are significantly distorted for snowflake without cavity optical holes (c) in comparison 
to the one with optical cavity holes (d).
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FIG. 5. Effect of symmetries and anisotropic material properties of Silicon on the Dirac band dispersion.
a, Effects of different symmetries on the Dirac cones. Dirac cones are displaced from the K point when the D6v symmetry
(60-degree rotations and mirror symmetry) is broken. The degenerate cones split up when the D2v symmetry is also broken.
b, Comparison of the dispersion for the gapped Dirac cones, calculated from FEM simulations and the Dirac equation. c,
The (x’,y’,z’) axes of the fabricated devices are oriented with the [100], [010] and [001] planes of the Silicon cubic crystal,
respectively. d and e, Unit cell geometry of the snowflake crystal in the presence or absence of the circular photonic crystal
holes. f and g, the simulated phononic band structure with isotropic Silicon material properties and anisotropic Silicon
material properties,respectively. The arrows indicate the Dirac cone frequencies. The Dirac cones are significantly distorted
for the snowflake crystals without photonic crystal holes (d and f), compared to the one with photonic crystal holes (e and g).

Appendix H: Optical readout of the thermal mechanical power spectrum

We measure the local thermal power spectrum of the mechanical modes in the bulk and domain wall regions.
Readout of the mechanics is performed by observing the transduced sidebands in the optical cavity spectrum. We
strongly drive an optical cavity at a blue-detuning of Ω̄, corresponding to the middle of the mechanical bulk band gap.
In the frame rotating with the laser frequency ωL, the optical cavity (annihilation operator a) interacting with the
mechanical normal modes (annihilation operator bn for the n-th mode) is described by the set of coupled Langevin
equations,

ȧ =
(
i∆− κt

2

)
a+ i

∑
n

g0na
(
bn + b†n

)
+

√
κe
2
ain (H1)

ḃn =

(
−iΩn −

Γn
2

)
bn + ig0na

†a+
√

Γnbin,n

Here, ∆ = ωL−ωcav = Ω̄ is the detuning and κt = κi+κe is the total optical decay rate. (We have a double-sided fiber
taper coupling, because of which we observe only 50% of the output photons from the cavity.) The input phonon noise
annihilation operator bin,n represents the interaction of the mechanical system with the thermal bath. The optical
noise is negligible. The mechanical decay rates Γn are almost constant, Γn ≈ 200kHz, and we do not seek to model
them. On the other hand, we determine the mechanical eigenfrequencies Ωn and the single-photon optomechanical
coupling rates g0n combining FEM simulation of a strip configuration to scattering matrix calculations, see App. I.

We linearize the equations of motion about the static equilibrium [1], and set a = α+ δaeiθ, where α = |α|eiθ (|α|2
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is the number of intra-cavity photons), and bn = βn + δbn, with

βn =
ig0n|α|2

iΩn + Γn/2
≈
g0n|α|2

Ωn
(H2)

α =
−
√
κe/2ain

i∆− κt/2 + i
∑
n g0n(βn + β∗n)

≈
−
√
κe/2ain

i∆− κt/2 + 2i|α|2∑n g
2
0n/Ωn

≈
−
√
κe/2ain

i∆− κt/2
(H3)

Here, we have used Ωj � Γj and κt � |α|2
∑
n g

2
0n/Ωn. Ignoring the nonlinear interaction, the resulting equation of

motion is

δȧ =
(
i∆̄− κt

2

)
δa+ i

∑
n

g0n|α|
(
δbn + δb†n

)
(H4)

δḃn =

(
−iΩn −

Γn
2

)
δbn + ig0n|α|

(
δa+ δa†

)
+
√

Γnbin,n (H5)

Here, ∆̄ = ∆ +
∑
n g0n (βn + β∗n). For the frequency domain operators defined by O[ω] = 1

2π

´ +∞
−∞ dωeiωtO(t) and

O†[ω] = 1
2π

´ +∞
−∞ dωeiωtO†(t) = [O[−ω]]

†
, the above equation can be recasted to the following linear system of algebraic

equations

δa[ω] = i|α|χopt[ω]
∑
n

g0n

(
δbn[ω] + δb†n[ω]

)
(H6)

χ−1
n [ω]δbn[ω] =

√
Γnbin,n[ω]− i|α|2g0n

(
χopt[ω]− χ∗opt[−ω]

)∑
n′

g0n′

(
δbn′ [ω] + δb†n′ [ω]

)
(H7)

(
χ−1
n [−ω]

)∗
δb†n[ω] =

√
Γnb

†
in,n[ω]− i|α|2g0n

(
χopt[ω]− χ∗opt[−ω]

)∑
n′

g0n′

(
δbn′ [ω] + δb†n′ [ω]

)
(H8)

where χn[ω] = [Γn/2− i (ω − Ωn)]
−1

and χopt[ω] =
[
κt/2− i

(
ω + ∆̄

)]−1
are the mechanical and optical susceptibili-

ties, respectively, in the absence of optomechanical coupling. We can ignore the optical backaction on the mechanics
because our experiment is in a regime of small optomechanical cooperativity. Thus,

δa[ω] = i|α|χopt[ω]
∑
n

g0n

√
Γn

(
χn[ω]bin,n[ω] + (χn[−ω])

∗
b†in,n[ω]

)
(H9)

The output from the cavity is obtained via the input-output relations as

aout[ω] = ain −
√
κe
2

(
α+ δa[ω]eiθ

)
(H10)

= ain
i∆− κi/2
i∆− κt/2

+ ain
κe/2

i∆− κt/2
iχopt[ω]

∑
n

g0n

√
Γn

(
χn[ω]bin,n[ω] + (χn[−ω])

∗
b†in,n[ω]

)
= āout + δaout[ω]

(H11)

In our detection scheme, the strong laser beats with the optical sidebands. This generates photo-current proportional

to the cavity output amplitude quadrature I(t) = δaout(t) + δa†out(t). The cavity output power spectrum density is
given by

SII[ω] =

ˆ ∞
−∞

dteiωt 〈I(t)I(0)〉 = 2π

ˆ ∞
−∞

dω′ 〈I[ω]I[ω′]〉 (H12)

For a thermal bath of average phonon occupancy nb, the correlation of the noise operators are
〈
b†in,n[ω]bin,k[ω′]

〉
=

nb/(2π)δ(ω + ω′)δn,k and
〈
bin,n[ω]b†in,k[ω′]

〉
= (nb + 1)/(2π)δ(ω + ω′)δn,k. At room temperature T = 300K and

Ωn = 330MHz, nb ≈ kBT/~Ωn ≈ 18940 phonons. The boson occupancy is practically identical for all the standing
wave mechanical normal modes, and we also assume nb + 1 ≈ nb for simplicity. For ω ≈ Ω̄ and Ωn � Γn, we find

SII[ω] =
κe
2

∣∣αχopt[ω]− α∗χ∗opt[−ω]
∣∣2∑

n

g2
0nnbΓn

(ω − Ωn)
2

+ (Γn/2)
2 =

κe
2

∣∣αχopt[ω]− α∗χ∗opt[−ω]
∣∣2∑

n

G2
nSmech,n[ω]

(H13)

Gn =
g0n

xzpf,n
, Smech,n[ω] =

x2
zpf,nnbΓn

(ω − Ωn)
2

+ (Γn/2)
2 , (H14)
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FIG. 6. Schematic for the one-dimensional scattering matrix model. a, Wave transport from the horizontal to the

slanted waveguide through the corner is modelled with the transfer matrix T
(corner)
sl,ho . b (c), Modelling wave transport on the

triangular (tree) topological mechanical cavities with different transfer matrices.

where xzpf,n are the zero point fluctuations of the n-th mode.
So far the discussion has been generic and could refer to any cavity coupled to multiple mechanical modes. Next, we

discuss the particular features that arise in the position resolved noise spectrum of our topological mechanical cavity
because of the underlying topology. As discussed in the Main Text, the spectrum Ωj in the topological region is
formed by a series of quasidegenerate doublets because of the suppression of backscattering (see the derivation below
based on the scattering matrix approach). Each of these modes is a standing wave mode leading to a dependence of
the optomechanical coupling on the optical cavity via its position (alternatively, as long as they are quasi-degenerate,
they can be treated as running waves that are counterpropagating, leading to the same final result displayed below).
Away from a corner, the domain wall hosting the topological mechanical cavity can be approximated as a 1D strip, and
we expect the coupling to display a sinusoidal dependence on the cavity position, Gn(j) ∝ cos(kl(Ωj)jam +φj) where
am is the length of strip unit cell, jam is the position of the j-th cavity and kl(Ωn) is the quasi-momentum (which
depends on the direction of the domain wall l), see below for derivation. For quasidegenerate levels (Ωn ≈ Ωn+1), the
couplings Gn(j) and Gn+1(j) will then be sinusoidal waves with the same period but a phase delay φn+1−φn ≈ π/2.
From Eq. (H13) we see that two quasidegenerate levels with a splitting Ωn−Ωn+1, much smaller than the mechanical
decay rate Γn, give rise to a single mechanical noise spectrum peak with a height proportional to the sum of the
squares of their respective optomechanical couplings,

SII[Ωn] ∝ G2
n +G2

n+1 ≈ cos2(kl(Ωn)jam + φn) + sin2(kl(Ωn)jam + φn) ≈ const. (H15)

Thus, we find that the peak height is the same for all cavities that are localized along the same edge of the polygonal-
shaped domain wall and away from the corners. This feature is visible in the measured position resolved spectrum
shown in Fig. 2(d) of the Main Text.

Appendix I: Semi-analytical calculation of the spectra and optomechanical coupling for the mechanical
topological cavity

Here, we discuss how we calculate the mechanical eigenfrequencies Ωj and optomechanical couplings g0j used for
the theoretical estimation of the power spectra of the mechanical topological cavity. A full FEM simulation of our
device is not feasible due to the multiscale nature of our optomechanical crystal and the large system size. Instead,
we adopt a hybrid approach where the spectra and optomechanical couplings are obtained from a scattering matrix
calculation that uses the band structure and optomechanical couplings of strip configurations (with the two relevant
orientations of the domain wall) obtained using FEM simulation as input.

Scattering matrix calculation of the spectrum Ωn

We model the topological mechanical cavity as a closed sequence of edge channels connected by scattering centers.
We assume that away from the corners the mechanical waves propagate unimpeded as if they were flowing in an
infinitely long edge channel. On the other hand, we describe the transmission across the corners phenomenologically
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using the standard scattering-matrix approach. In the following, we assume that the domain 1 region has a polygonal
form with sides in the horizontal direction (along the x-axis) or two different slanted directions (120◦ or 240◦ from
the x-axis). This general scenario applies to all the devices we have built.

We introduce the coordinate s that follows the domain wall length and denote as j	(s) and j�(s) the mechanical
edge current amplitudes circulating clockwise and anti-clockwise about domain 2, respectively (thus, |j	(s)|2 and
|j�(s)|2 are the corresponding mechanical energy fluxes).

Away from a corner, we assume that the mechanical wave propagates as in an infinitely long strip,(
j	(s+ nam)
j�(s+ nam)

)
= T

(edge)
namkl(Ω)

(
j	(s)
j�(s)

)
, T

(edge)
θ =

(
e−iθ 0

0 eiθ.

)
(I1)

Here, n is an integer, am is the length of the strip unit cell, kl(Ω) is the quasi-momentum at frequency Ω in the
positive branch, kl(Ω) > 0, for an infinite strip. We note that the dispersion relation kl(Ω) depends on the domain
wall orientation at s, horizontal (l = ho) or slanted (l = sl). The two slanted directions are equivalent because
of the mirror symmetry about the yz plane. We note that j	 describes a wave propagating anticlockwise because
dkl(Ω)/dΩ < 0 in the positive quasi-momentum branch, cf. Main Text Fig. 1.

Next, we denote as si the coordinate of a corner. The domain wall has different orientations l and r for s = si + 0−
(immediately before the corner) and s = si+0+ (immediately after the corner), respectively. We connect the solutions
at the two opposite sides of the corner using the appropriate transfer matrix,(

j	(si + 0+)
j�(si + 0+)

)
= T

(corner)
r,l

(
j	(si + 0−)
j�(si + 0−)

)
, T

(corner)
r,l (r, t) =

1

trl

( trl
t∗rl

−r∗rl trlt∗rl
−rrl 1

)
. (I2)

Here, rrl and trl are the complex reflection and transmission coefficients, respectively, and, thus, |rlr|2 + |tlr|2 = 1.
The form of the T-matrix above reflects the symmetry under time-reversal and the conservation of the energy flux.
By applying the mirror symmetry about the yz plane to Eq. (I2), one finds

T
(corner)
l,r =

1

trl

(
trl
t∗rl

rrl

r∗rl
trl
t∗rl

1

)
. (I3)

For the special case r = l = sl, combining the above equation with Eq. (I2) gives the constraint r∗sl sltsl sl +t
∗
sl slrsl sl = 0.

Thus, we are left with five independent transfer matrix parameters: tho,sl, rho,sl (two independent phases and one
independent amplitude) and tsl,sl (independent amplitude and phase.)

Using the building blocks Eqs. (I1,I2) and the symmetry constraint Eq. (I3) we can build a transfer matrix Tloop

that evolves the current amplitude from a point s on a closed loop around the whole domain wall length. For example,
for the triangle of side L we find the loop T-matrix

Tloop = T
(corner)
ho,sl T

(edge)
Lksl

T
(corner)
sl,sl T

(edge)
Lksl

T
(corner)
sl,ho T

(edge)
Lkho

(I4)

The loop T-matrix allows to impose the appropriate periodic boundary conditions, requiring

det (Tloop − 11) = 0. (I5)

This equations can then be solved to give the spectrum Ωn in terms of the transfer matrix parameters. Vice versa, when
the spectrum is known, one can use the same equation to extract information about the transfer matrix parameters.

Analytical calculation of the spectrum Ωj in the absence of backscattering

We note that in the limit of zero backscattering (corresponding to the special case rsl,sl = rho,sl = 0) the matrix
Tloop is diagonal and as a consequence the spectrum is formed by degenerate doublets that solve the simple equation

Lslksl(Ω) + Lhokho(Ω) +Nsl,sl arg(tsl,sl) +Nsl,ho arg(tsl,ho) = n2π. (I6)

Here, Lsl (Lho) is the total length along slanted sides, and Nsl,sl (Nsl,ho) is the number of corners connecting two
slanted sides (a slanted and a horizontal side). Importantly, according to this formula (that assumes no backscattering)
we expect the same spectrum for the two different tree-shaped cavity geometries. This is the tell-tale signature for
the absence of backscattering (as a consequence of the topological nature of the transport) that we will be looking for
in the experiment.
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By deriving Eq. (I6) with respect to the frequency we find a simple expression for the free spectral range between
two doublets

Ωj+2 − Ωj ≈
2πvslvho

Lslvho + Lhovsl
. (I7)

where vsl = dΩ/dksl (vho = dΩ/dkho) is the group velocity on a slanted (horizontal) side. Here, we have assumed
that the transmission amplitudes tsl,sl and tsl,ho are frequency independent. We note that the assumption of constant
scattering parameters clearly breaks down at the crossover region between the topological and trivial region (about
the edge of the horizontal strip bandwidth) where the transmission across the slanted-horizontal corners tsl,ho must
go to zero. This is the reason for the mismatch between the measured and theoretical noise spectra in that region.
We do not seek to model the crossover region.

Calculation of the vacuum OM couplings g0n

In this section we show how to estimate the vacuum optomechanical couplings {g0n} for the normal modes {Qn(r)}
of the topological mechanical cavity. By definition, this is the cavity shift by a displacement field with amplitude
equal to the zero-point fluctuations. By requiring that the energy stored in the vibrations Ω2

j

´
V
|Qn(r)|2ρ(r)d3r is

equal to the zero point energy ~Ωj/2 we find the normalization condition

ˆ
V

|Qn(r)|2ρ(r)d3r =
~

2Ωn
. (I8)

The cavity shift g0j is then given by the standard perturbative formulas g0n = g
(PE)
0n +g

(Bnd)
0n with the moving boundary

contributions and photoelastic contributions

g
(Bnd)
0n = −ω0

2

´
A

(Qn(r) · n)
(
(ε(r)− ε0)|e‖(r)|2 − (ε(r)− ε0)−1|d⊥(r)|2

)
dA´

V
|e(r)|2ε(r)d3r

(I9)

g
(PE)
0n = −ω0

2

´
V

e(r) · δε(r) · e(r)´
V
|e(r)|2ε(r)d3r

(I10)

where e(r) and d(r) are the electric and the electric displacement fields in the cavity mode, respectively. Moreover,
ε(r) is the permittivity, and the tensor δε(r) is the local change of permittivity due to the strain. For the purpose
of our discussion it is only important that the mapping between the displacement field Qn(r) and the tensor δε(r)
(via the strain tensor) is linear, see Ref. [53] for more details. Since the electric and the displacement fields are
exponentially localized within a single triangular membrane, we can approximate the displacement field as

Qn(r) ≈ An,ieikl(Ω)sun,l,Ωn(r) +A∗n,i(s)e
−ikl(Ω)su∗n,l,Ωn

(r), (I11)

where exp[ikl(Ω)s]un,l,Ωn
(r) are the edge state Bloch waves for an infinite strip with the appropriate orientation. Thus,

un,l,Ωn
(r) is a periodic function in the domain wall direction, e.g. it is periodic in x for l = ho, and is exponentially

localized about the domain wall in the transverse direction. The complex amplitude An,i is assumed to be constant
in the region of the cavity but its value, to be calculated using the scattering matrix approach and imposing the
normalization condition Eq. (I8), may depend on the side of the polygon-shaped domain wall labeled by the second
index i, see below.

Next, we define the vacuum 1D optomechanical coupling (per unit cell) g
(1D)
0,l (Ω) (the quantity plotted in Fig. 2 of

the Main Text) as the cavity shift in the presence of a 1D Bloch wave un,l,Ω(r) of amplitude set by the normalization
condition ˆ

U

|un,l,Ωn
(r)|2ρ(r)d3r =

~
2Ωn

, (I12)

where U indicates the unit cell of the strip. This definition has the merit to be independent of the size of the system
(length of the strip) and is, thus, suitable to be computed using finite element simulations. We note that we can fix

the phase of un,l,Ω(r) by requiring that g
(1D)
0,l (Ω) is real. Using this definition and substituting Eq. (I11) into Eq.

(I9), we find

g0n(s) = g
(1D)
0,l (Ωn)2|An,i| cos(kl(Ω)s+ arg(An,i)) (I13)
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where s is the position of the cavity. Thus, the task of calculating the optomechanical coupling reduces to the task
of calculating the amplitude An,i. This is done by noting that using Eq. (I11), we can identify the amplitude of the
clockwise and anti-clockwise mechanical energy fluxes with

j�(s) =

(
vl
~Ωn
2am

)1/2

An,ie
ikl(Ω)s, j	(s) =

(
vl
~Ωn
2am

)1/2

An,ie
−ikl(Ω)s, (I14)

respectively. Thus, we can calculate An,i from Eq. (I5) modulus a normalization factor (the global phase of the
solution of Eq. (I5) does not have a physical meaning and is fixed by requiring that j�(s) = j∗	(s). This is always
possible because of the time-reversal symmetry). The normalization factor is fixed by Eq. (I8). Using Eq. (I11) and
Eq. (I12), the latter constraint can be rewritten as

1 =
∑
i

2|An,i|2Ni, (I15)

where Ni is the length of the side i (in number of unit cells).
For the case of zero backscattering the flux |j�(s)| is constant, cf. Eq. (I5). Thus, from Eq. (I14) and Eq. (I15) we

find

|An,ho| =
(

amvsl

2(Lhovsl + Lslvho)

)1/2

, |An,sl| =
(
vho

vsl

)1/2

|An,ho|. (I16)

where |An,ho| (|An,sl|) is the amplitude on all horizontal (slanted) sides. We note that for a pair of degenerate
solutions have the same amplitudes, |An,l| = |An+1,l|, while | arg(An,l/An+1,l)| = π/2 to ensure that the two solutions
are orthogonal.

It is interesting to estimate the typical amplitude of the zero-point and the thermal fluctuations in our topological
cavity. For the zero point fluctuations we have [53]

xzpf,n = Max[Qn(r)]V ≈ |An,ho|Max[un,l,Ωn(r)]U ≈ N−1/2Max[un,l,Ωn(r)]U (I17)

We calculate the quantity Max[un,l,Ωn
(r)]U using FEM simulations. It turns out that Max[un,l,Ωn

(r)]U ∼ 1fm. Taking
into account that for our devices N ∼ 100 we find

xzpf,n ∼ 0.1fm. (I18)

We can then readily find the typical amplitude of the thermal vibrations in our experiment to be

xth ∼
√
kBT

~Ω̄
xzpf,n ∼ 10fm. (I19)

Fitting parameters

In calculating the spectrum Ωn and the corresponding optomechanical couplings g0n, we have made the simplifying
assumption that the propagation along the domain wall is similar as the propagation in an infinitely long domain
wall and abruptly switch to the propagation in a domain wall with a different orientation after turning a sharp angle.
This allows for a simple theoretical description but is not entirely realistic in the region close to the corners. A more
realistic point of view is that Eq. (I1) is valid only away from the corners and Eq.(I2) describes the propagation across
a finite region about the corners. In view of this physical interpretation, we replace in our calculation of the noise
spectrum the lengths of the sides of the polygon-shaped domain wall with effective lengths that are determined using
the total length of the domain wall as a fitting parameter and rescaling accordingly the single side lengths.

For the plots where we have assumed perfect transmission we take also the overall phase acquired by crossing the
three corners (for the triangle arg(tsl,sl + 2tsl,ho)) as a fitting parameter.

In addition we have used a uniform shift of the band structure as a fitting parameter. This is justified because,
within the topological bandwidth of our devices, the main effect of a rescaling of the whole band structure by as
little as ∼ 1% would be a uniform shift of the order of the free spectral range. This could be caused by any residual
mismatch between the fabrication and the nominal parameters used for our FEM simulations. Indeed, we have
observed a uniform shift of the band structure even post fabrication comparing measurement taken on the same
device in different days. We attribute this drift, that tends to saturate after some time, to oxidation of the device
surface.
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FIG. 7. Signatures of backscattering on the spectrum. a, Theoretically predicted spectra on all the sites of the triangular
topological mechanical cavity (shown in the form of a density plot). For non-vanishing backscattering |t|2 = 0.9, the spectra
become position-dependent, i.e. they are no longer identical for all the sites on the slanted or the horizontal waveguide. b (d),
Local spectrum for triangular (tree) topological mechanical cavity at the middle of the long slanted waveguide, in the absence
and presence of small backscattering. The orange dashed lines indicate the eigenvalues. In the presence of small backscattering,
the degenerate peaks are split and the amplitudes of the peaks are modulated. c, Intensity mode profile (displayed in terms of
optomechanical cooperativity) of the two split modes of the 6th doublet peak for the triangular topological mechanical cavity.
Resulting spectrum around this peak at different sites for small, intermediate and large values of mechanical damping Γ. e,
Comparison of the mean splitting for the triangular and tree topological mechanical cavities. The splitting is larger for the tree
cavity because it has more corners than the triangular cavity.

Effect of finite backscattering on the spectrum

Here, we study the effect of backscattering on the NPSD. As discussed above in order to calculate the NSPD we
first have to calculate the eigenfrequencies Ωn and the optomechanical couplings g0n in the transfer matrix approach
using Eqs. (I5,I15,I13). Then, we can plug these quantities into the general expression Eq. H13. For simplicity we
always assume tsl,sl = tsl,ho = t.

Fig. 7(a) shows the triangle NPSD for |t|2 = 0.9 (right). For comparison, we also show the results calculated
assuming perfect transmission, |t|2 = 1 (left).

In the presence of backscattering
(
|r|2 6= 0

)
, the underlying doublets Ωn and Ωn+1 (indicated by orange lines in Fig

7 (b) and (d)) are split. The splitting averaged over all doublets as a function of |r| is plot in Fig. 7 (e). We note that
the average splitting is always larger for the tree-shaped topological cavity than for the triangular cavity. This should
be expected because of the larger number of corners acting as scattering centers for the tree geometry. The splitting
of the underlying doublets changes the lineshape of the NPSD. The position dependence of the lineshape is governed
by the ratio of the splitting and the decay rate and is studied for the 6-th peak in 7 (c). We note that for splittings ∆
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similar to the decay rate Γ (top and center panel), we see either one or two peaks in the spectrum, depending on the
position dependence of the intensity profiles of the two modes (via the position dependent optomechanical couplings,
cf. Eq. (I13)) at the measurement location. On the other hand, in the regime of our experiment where the splitting
∆ is smaller than the decay rate Γ, there is always a single peak. In this regime the residual small splitting ∆ is
revealed by what looks like a position dependent drift of the peak location.

Appendix J: Calibration of frequency drift and normalization of NPSD spectra of the mechanical topological
cavity
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FIG. 8. Calibration of frequency drift and normalization of NPSD spectra of the mechanical topological cavity
a, Density plot of the measured NPSD before frequency drift calibration amplitude normalization, as a function of frequency
and read-out position along a slanted edge. b, Density plot of the same measured NPSD after frequency drift calibration and
amplitude normalization. c, Normalized peak amplitudes verses measurement locations for 3 peaks, corresponding frequencies
are indicated with dashed lines in b. Error bars correspond to the standard deviation of the 5 peak amplitudes used for the
amplitudes normalization.

We have observed a uniform shift of the band structure during measurements comparing spectra taken on the same
device on different days. We attribute this drift, that tends to saturate after some time, to surface oxidation of the
silicon device. In addition, the total optical loss κ, external coupling efficiency κe/κ, as well as the total optical
optical power delivered to each optical cavity during measurements are different, hence the amplitude of the optically
transduced mechanical NPSD received on spectrum analyzer are different for each site. Therefore, we have applied
spectra normalization, as discussed below, for the Main Text figures Fig.2 and Fig.3.

The frequency drift is calibrated using the two peaks between 323 MHz and 325 MHz. The frequency spectra of
all the sites are shifted such that these two peaks align as well as possible with the corresponding two peaks at the
(arbitrarily selected) reference site #26. To illustrate this procedure, the raw spectra are plotted in Fig. 8a; it can
be seen that there is a drift in mechanical frequency to lower frequencies from site #26 to site #2. In Fig. 8b, the
frequency drifts have been removed by the calibration.

The amplitudes of the measured spectra are also normalized. Essentially, there are differences in the intensities
between measurements at different sites due to these sites being measured individually in succession, with different κ,
κe/κ, and total optical optical power delivered to the optical cavity during measurements. These spurious differences
(that are not connected to the intrinsic physics of the device) are removed by calibration in the following manner.
The five highest peaks in the grey low-frequency region (cf. Main Text Fig. 1i) are averaged, and the mean value is
used to normalize each spectrum. The theoretical expectations for the NPSD as a function of frequency and read-out
position on a slanted edge are plotted in Fig. 7a. Figure 8 shows the normalized peak amplitudes versus measurement
location for 3 peaks. It can be seen that the normalized NPSD near the center of the slanted side of the triangle
mechanical topological cavity are constant within error.

We remark briefly on why we have chosen our calibration procedure in this way. Our aim in this site-resolved
measurement was to test experimentally whether the high-frequency region indeed harbors running wave modes that
have little to no backscattering, as expected from the topological nature of the edge channels. Such modes would
then show up with an intensity that is independent of position (in the idealized absence of changes of coupling
strength between the measurements at different sites). In order to test this hypothesis without bias, we decided
against normalizing the overall intensity based on peaks in this high-frequency region (because this could be viewed
as enforcing at least an average tendency towards location-independent intensities). We rather took peaks in the
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low-frequency region as a reference for the normalization. Since in that region we expect standing waves (due to
backscattering at the ends of the edge), each individual frequency peak is already strongly location-dependent in its
intensity. To avoid hampering the overall normalization by this fact, we averaged over the five highest peaks.

Appendix K: Calibration of the optomechanical coupling rate

The optomechanical coupling of the between localized optical resonance and mechanical resonance can be estimated
using two different methods. The first method, the increase in the mechanical linewidth of each mechanical mode can
be fitted as a function of optical power to find the optomechanical coupling for each mode. However, the increased
mechanical linewidth of our devices is on the order of few hundred Hz (γOM < 1 kHz), even with large number of
cavity photons (nc ≈ 10000), which is small compared to the intrinsic mechanical linewidth (γi ≈ 200 kHz). The
second method involves calibration of the optical powers and electronic detection system, and uses the fact that the
transduced thermal Brownian motion of the mechanical resonator is proportional to g2

0n.
To calibrate the detection efficiency of the setup we first measure the efficiency of transmission from laser to the

input power of the dimpled fiber taper. These values are measured once when the optical components are connected
and do not change. To measure the efficiency of dimpled fiber taper, the laser is tuned off-resonance from the optical
mode (where the device optical transmission should be flat) and a continuous-wave signal of input power Pin is sent
into input port of the dimpled fiber taper. The optical losses incurred in the path input port of taper to the device-
under-test are accumulated into an efficiency factor ηtaper. These losses are incurred twice in transmission to the
output of the taper (loss in the input side of taper is assumed to be the same as output side), so a power of η2

taperPin

propagates out of output port of the taper. This signal is sent to a power meter (PM), and thus the coupling efficiency

of taper is determined as ηtaper =
√
PPM/Pin = 51% .

To calibrate the overall detection efficiency (ηdet), we must also determine the efficiency of the rest of the detection
path and detector. This is accomplished by using the amplitude modulator to create optical sidebands detuned from
the signal by the mechanical frequency while the laser is tuned off-resonance from the optical mode. The power Pcal

in this sideband is calculated using Vπ of EOM and ηtaper. The photocurrent NPSD (Spc[ω]) as transduced on the
spectrum analyser is given by

Spc[ω] = Sdark +
G2

e

RL
S2

SN

(
1 +

ηdetScal[ω]

~ωo

)
, (K1)

where Sdark[ω] is the electronic NPSD of the detector, SSN =
√

2~ωoPdrive is the optical shot-noise NPSD arising
from driving optical power at optical frequency ωl, which lies an order of magnitude above the electronic noise, and
Scal is the NPSD of the signal, where

´∞
−∞ Scal[ω]dω2π = η2

taperPcal. The gain factor Ge represents the conversion
from optical power to voltage while RL is the input impedance of the spectrum analyser. The total noise floor

Snoise =
G2

e

RL
S2

SN + Sdark is measured with the EOM drive turned off (no optical sidebands), while Sdark is measured

independently with both signal and drive laser beams blocked (laser is blocked at BOA). The calibration tone (with
NPSD Scal[ω]) picks up losses in the optical setup (fibers, fiber unions), fast optical detector, and microwave cable,
which are parametrized into ηdet. The efficiency of the thermal vibration NPSD detection path is extracted as

ηdet =
~ωo

η2
taperPcal

ˆ ∞
−∞

Spc[ω]− Snoise

Snoise − Sdark

dω

2π
= 9.7%. (K2)

In order to calibrate g0n, the fiber taper is parked on the device-under-test, which is one of the center sites of slanted
edge of a tree-shaped cavity geometry in this calibration. The optical drive laser is locked to a blue detuning (from
the optical cavity resonance) of 340 MHz, and the optical drive power is tuned such that the same amount of power
is received on the photodetector. With

Spc[ω] = Sdark +
G2

e

RL
S2

SN

(
1 +

ηdetSII[ω]

~ωo

)
, (K3)

where SII is the NPSD of optomechanically generated photons, given by Eq. H13. For the tree-shaped topological
cavity, we get calibrated g0n/2π = 2.56 kHz for one peak (328.21 MHz) within topological bandwidth, which is in
good agreement with the theoretically predicted value (Eq. I13) for the same peak, g0n/2π = 2.25 kHz. We note
that this agreement implies that we are indeed observing thermal motion (SII in Eq. H13 is calculated for the room
temperature 300 K).
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Appendix L: Trivial waveguide design

Domain 1

Domain 1

18am

6am7am

b

A.U.

To
ta

l e
ne

rg
y 

de
ns

ity
10-4

10-2

100

D
om

ai
n 

1
D

om
ai

n 
1

240° strip

am

0° strip

[100]

 

y
y = 0

Bulk band gap

D
ira

c 
C

on
e 

ne
ar

 K
 p

oi
nt

a

c d

e

Domain 1 Domain 1

(c) (c)
(d)

am

[010]

[010]

[100]

FIG. 9. Trivial waveguide a, Optical microscope images and simulated mechanical mode profiles of the strip unit cell for
0◦ (horizontal) or 240◦ (slanted) vs. the silicon [100] crystal orientation. A defect trivial waveguide is built by modifying
the radius of the holes in the upward-pointing triangles near the center three snowflakes. b, Optical microscope image of the
tree-shaped trivial mechanical cavity. The dimensions are similar to that of topological mechanical cavity in Fig. 3(b) of Main
Text. The center of trivial waveguide is indicated by dashed lines. Mechanical NPSD is measured at the horizontal and slanted
edges of tree geometry as indicated by the yellow dots. c, Unit cell in domain 1. d, Unit cell of the center three snowflakes. e,
The Dirac cone bands of center three snowflakes are tuned into the bulk band gap by changing the size of the circular holes in
the upward-pointing triangles.

In this section, we describe the design of the trivial waveguide, which is used in Fig. 3 of Main Text to show the
effects of backscattering at the sharp corners. The strip unit cell is built by locally tuning the upper band of the
gapped Dirac cone of the central region to be inside of the bulk bandgap of the two-dimensional snowflake phononic
crystal (see Fig. 9 (a) and (e)). Note that there is no band inversion in this strip unit cell at its center. Trivial
waveguide is formed in the center three snowflakes by the upper band of the gapped Dirac cone, corresponding optical
microscope images and simulated mechanical mode profiles of 0◦ and 240◦ of the strip unit cells vs. Silicon [100] are
shown in Fig. 9(a). In the center three snowflake unit cells, the circular holes in the upward-pointing triangles (light
red) are scaled smaller by a factor of 0.92 in comparison to the downward-pointing triangles (see Fig 9(d)). While
in domain 1, circular holes in the upward-pointing triangles are scaled smaller by a factor of 0.78 (see Fig. 9(c)).
Larger circular holes shifts the gapped Dirac cones lower in energy because of the decreasing stiffness (see Fig 9(e)).
An optical microscope image of the tree geometry is also shown in Fig 9(b). The modes of the tree shaped trivial
mechanical cavity are optically readout at the horizontal and slanted edges of the tree geometry as indicated by yellow
dots.
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