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Understanding how and why language subsystems differ in their
evolutionary dynamics is a fundamental question for historical and
comparative linguistics. One key dynamic is the rate of language
change. While it is commonly thought that the rapid rate of change
hampers the reconstruction of deep language relationships beyond
6,000–10,000 y, there are suggestions that grammatical structures
might retainmore signal over time than other subsystems, such as basic
vocabulary. In this study, we use a Dirichlet process mixture model to
infer the rates of change in lexical and grammatical data from 81 Aus-
tronesian languages. We show that, on average, most grammatical
features actually change faster than items of basic vocabulary. The
grammatical data show less schismogenesis, higher rates of homoplasy,
and more bursts of contact-induced change than the basic vocabulary
data. However, there is a core of grammatical and lexical features that
are highly stable. These findings suggest that different subsystems of
language have differing dynamics and that careful, nuanced models of
language change will be needed to extract deeper signal from the
noise of parallel evolution, areal readaptation, and contact.

language evolution | language dynamics | language phylogenies |
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Understanding how and why language systems differ in their
evolutionary dynamics is a fundamental question for historical-

comparative linguistics. One key dynamic is the rate of change: Are
some subsystems of language more stable over time or less prone to
borrowing than others? Attempts to trace the deep history of lan-
guages, and the peoples who spoke them, are hampered by the rate
at which languages change. The orthodox view in historical lin-
guistics, based on reconciling linguistic reconstruction with archae-
ological inferences, is that after 6,000–10,000 y, the genealogical
signal becomes so weak, and so difficult to separate from chance
similarities and borrowings, that attempts to infer deeper linguistic
history will inevitably fail (1, 2). This limitation is unfortunate as it
hampers our ability to make inferences about language relation-
ships, and human prehistory, beyond this “time barrier.”
Grammatical structures are sometimes claimed to be a solution

to this time barrier problem. First, the abstract nature of the
grammatical features of language means they are comparable
between languages not known to be related, while comparison on
the basis of the lexicon relies upon substantial linguistic work to
identify sound correspondences and cognate items (3). Second,
grammatical structures are more tightly integrated than lexical or
phonological features (4–6). Tight systemic integration should
make these structures much more resistant to change than the
lexicon (5, 6). Third, while grammatical borrowing occurs, it is
thought to be harder to borrow a grammatical pattern than a
word, and grammatical borrowing should only happen when there
is sustained and intimate contact between languages (6, 7).
Following these arguments, some scholars have used grammat-

ical structures to trace deeper history. Nichols (8) describes some
striking structural similarities shared between languages around the
Pacific Rim from Australia and New Guinea to mainland South-
east Asia and into the Americas. If these similarities are due to
deep connections, then this signal must date back at least 15,000 if

not 50,000 y. A more recent set of studies analyzing the structure of
31 languages in Island Melanesia found results linking the non-
Austronesian languages in the region. If true, then this signal must
be a residue of language relationships dating back before the Austro-
nesian expansion into the region ∼3,500 y ago (3, 4, 9). Given the great
disparity between the non-Austronesian languages, this signal could
date to more than 10,000 y (2). What might this signal be? As Nichols
(ref. 8, p. 208) says, “we can be quite confident that a group of stocks
systematically sharing a number of such features has some historical
identity as a group, although we cannot assume that the historical
connection is specifically genealogical.” Thus, for these grammatical
structures to be highly stable over time, they must combine the effects
of phylogenetic and areal inheritance. Genealogically stable features
must spread into incoming languages, either directly or indirectly,
through processes like reanalysis, reinterpretation, or grammaticali-
zation (10), and subsequently remain relatively genealogically stable
over time, leading to repeated readaptation of areal norms (11).
On the other hand, however, grammatical structures have a

number of drawbacks that could limit their ability to trace language
relationships. First, despite arguments that borrowing of grammat-
ical structures requires sustained intimate contact (6), there are
indications that at least some features readily diffuse between lan-
guages indirectly (7). Second, the abstract coding and limited design
space of these structures means that the risk of chance similarity is
much higher due to increased rates of convergence and parallel
evolution (12). For example, an important grammatical structure is
sentence word order, but there are only six possible ways of ordering
the subject, object, and verb. Third, unlike the lexicon, many
structural features are functionally linked such that a change in one
causes a change in another (13). All of these factors could overwrite
the historical information inherent in the evolved histories of these
data, and cause problems for deep reconstruction.

Significance

Do different aspects of language evolve in different ways?
Here, we infer the rates of change in lexical and grammatical
data from 81 languages of the Pacific. We show that, in gen-
eral, grammatical features tend to change faster and have
higher amounts of conflicting signal than basic vocabulary. We
suggest that subsystems of language show differing patterns
of dynamics and propose that modeling this rate variation may
allow us to extract more signal, and thus trace language his-
tory deeper than has been previously possible.
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Because of the importance of understanding the rates at which
different aspects of language change, and the potential payoffs of
pushing the time barrier, there have been a number of efforts to
investigate the relative stability of linguistic traits (14). For example,
in a survey of the Polynesian languages, Pawley (15) found that
tense-aspect, direction, and position markers are much more per-
sistent than conjunctions or manner particles. Most prominent,
however, are suggestions by Nichols (5) that certain features are
highly stable and reflect genealogical relatedness. These features
include head vs. dependent marking, alignment, word order, voice,
inclusive vs. exclusive distinction in pronominals, plurality neutral-
ization, inalienable possession, and noun classes. However, these
claims were not based on a quantitative assessment of the rates of
change (16), and conflate the role of stability and diffusion such
that “stability” is either an outcome of inheritance of features
tracing language relationships (genealogical stability) or occurs as a
result of repeated diffusion within a language area (repeated
readaptation to a regional norm).
To remedy the shortcomings of the previous work, we apply a

Bayesian nonparametric approach to datasets of basic vocabulary
and structural features from 81 Austronesian languages (map in
Fig. 1). We collated a large database of structural information for
these languages (3). This database was carefully constructed to
encode the presence or absence of structural traits (e.g., whether a
language shows a phonemic distinction between [l] and [r], whether
a language has two or more contrastive tones, whether there are
prenominal articles, or whether the language distinguishes gender
in the third-person pronouns). These variables and their coding
were selected to better recover deep signal (3). We compared these
features with 210 items of cognate-coded basic vocabulary for the
same languages extracted from the Austronesian Basic Vocabulary
Database (ABVD) (17).
To investigate the evolutionary dynamics of these data, we first

estimate rates of change using a Dirichlet process mixture model.
This model is designed to counter the problems of estimating rates
by assigning features to rate categories using a Chinese restaurant
process (18). The number of rate categories and the assignment of
each feature to a category are simultaneously estimated along with
the tree topology in a Bayesian model-averaging framework. The
Bayesian phylogenetic modeling enables us to investigate the ge-
nealogical stability and explore the dynamics of both lexicon and
grammatical structures by directly quantifying the rates of change
with an elegant model that coestimates phylogeny, rate categories,
and the assignment of characters to different categories along with
the uncertainty around all these parameters. Second, we assess how
much regional influences shaped these languages and investigate the
effect of the different design space sizes by quantifying the amount of
conflicting signal (homoplasy) in these data. Finally, we investigate if
the rates of change in these systems are equally affected by punc-
tuated bursts of more rapid change when speakers act to differen-
tiate themselves from their sister language when linguistic lineages
separate, a process dubbed “schismogenesis” by Bateson (19).

Results
Rates Comparison. To identify the best-fitting model, we used the
Akaike information criterion through Markov chain Monte Carlo
(MCMC) [AICM (20)], where AICM scores with a difference
greater than 7 are significant (21). The AICM indicated that the
best-fitting model for the rates comparison was a relaxed clock
along with a log-normally distributed base measure of the Dirichlet
process prior (Table 1). Unfortunately, the current implementation
of the Dirichlet process mixture model does not accommodate
path-sampling calculations, which provide better estimates of the
marginal likelihood and have higher power for model comparison
(20). However, the rates results are highly consistent across models,
suggesting that rate identification is robust to model choice (pair-
wise Spearman rank correlations range from 0.89 to 0.90, and all
are significant at P < 0.00001).

Overall the combined lexical and structural data changed at a
median rate of 1.48e-05 changes per feature per year (SD of
median item rate estimates = 4.58e-05). The basic vocabulary
changed at a median rate of 1.48e-05 (SD = 4.00e-05), while the
grammatical features changed at a faster median rate of 7.93e-05
(SD = 5.74e-05). The mixture model analyses identified a poste-
rior mean of three different rate categories across the lexical and
structural data. These three rate categories can be thought of as
“fast,” “medium,” and “slow” rates (we stress that these rates are
relative to the features in this analysis and language family and not
statements about the universality of these categories). Fig. 2 shows
the average proportion of cognates and structural features falling
into each of the three rate categories estimated in the posterior
distribution. This is calculated by conditioning on the MCMC
steps with the number of rate categories equal to the estimated
posterior mode. For each of those steps, the proportion of cog-
nates in each rate category is calculated and then averaged across
all of the conditioned steps.
The posterior mean rates indicate that, overall, 119 of the 1,352

variables in the analysis fall into the fast rate category (8.80%),
204 of 1,352 (15.09%) were identified as a medium rate, and
1,029 of 1,352 (76.11%) fall within the slow rate category. The
items identified as falling into the slow rate category were over-
whelmingly lexical: 982 of 1,029 (95.43%) basic vocabulary vs.
47 of 1,030 (4.57%) grammatical. The slow, medium, and fast rate
proportions in the grammatical data are, respectively, 47 of 157
(29.94%), 65 of 157 (41.40%), and 45 of 157 (28.66%), while for
the lexicon, the proportions are 982 of 1,195 (82.18%), 139 of 1,195
(11.63%), and 74 of 1,195 (6.19%). The rate category distribution is
fairly uniform for the grammatical data, whereas the distribution of
lexical data has a greater weight on the slow category.

Homoplasy.We measured the amount of conflicting signal in these
data using two metrics, the δ-score and Q-residual (22, 23), which
score each language from 0 (lower conflict) to 1 (higher conflict).
The median δ-score for the lexical data was 0.38 (SD= 0.024), and
the median δ-score for the structural data was 0.44 (SD= 0.020)
(Fig. 3). The median Q-residual was 0.0062 (SD= 0.0010) for the
lexicon, and the median Q-residual for the structural data was
0.0354 (SD= 0.0042). According to both of these metrics, the
lexical data show significantly lower levels of homoplasy than the
structural data (Wilcoxon signed rank test, lexicon: Z = −10.33,
P < 0.001, r = −1.15; structure: Z = −10.99, P < 0.001, r = −1.22).
This difference is especially marked in the Q-residual, where the
values differ by more than an order of magnitude. The correlation
between the lexical and structural homoplasy scores was not sig-
nificant for either the δ-score or the Q-residual.

Schismogenesis. We tested whether there were significant effects
of schismogenesis by analyzing the posterior probability distri-
bution of tree shapes and branch lengths estimated from either
the lexical or structural data alone. The proportion of trees from
the posterior with a significant effect of nodes on path length was
high (lexicon = 100%, structure = 86.6%), and there was little
support for a strong effect of the node density artifact identified
by the δ-test (24, 25) in either the lexical data or the structural
data (with δ < 1 and significant β-scores in 93.5% and 86.6% of
the trees, respectively). The amount of evolution in the lexical
data attributable to punctuational effects was almost twice that
of the structural data (29.10%, SD = 3.1 vs. 15.15% SD = 4.0).

Discussion
Grammatical vs. Lexical Rates. We find striking differences in the
overall pattern of rates between the basic vocabulary and the
grammatical features. On average, the grammatical features
changed faster (n = 157, median rate = 7.93e-05, SD = 5.74e-05
changes per feature per year) than the basic vocabulary cognates
(n = 1195, median rate = 1.48e-05, SD = 4.00e-05). The rule of
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thumb in historical linguistics is that 20% of the basic vocabulary
lexicon is replaced every 1,000 y, for a per-lineage rate of 0.02
(26). However, the trees we use here represent an average of

172,353 y of language evolution such that, on average, a given
lexical cognate is expected to undergo a median of 2.5 changes,
while the grammatical features undergo a median of 13.7 changes.

Lexicon

Grammatical Structures
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Fig. 1. Map showing locations of languages in this study. The phylogenies show the maximum clade credibility tree of the Austronesian languages in our sample. Each
phylogeny is colored by the average rate of change, with branches showing more change colored redder, while bluer branches show reductions in rate. Branches with
significant shifts are annotated with an asterisk, and the languages showing significantly different rates of change in their grammatical data are located on the map.
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The grammatical features were relatively evenly spread across
the three rate categories with 47 of 157 (29.94%) in the slow
category, 65 of 157 (41.40%) in the medium category, and 45 of
157 (28.66%) in the fast category. However, the basic vocabulary
characters were predominantly placed in the slow rate category,
982 of 1,195 (82.18%) characters, over the medium [139 of 1,195
(11.63%)] and fast [74 of 1,195 (6.19%)] rate categories. Overall,
95% of the items identified in the slow rate category were lexical
cognates. In the medium and fast rate categories, approximately
one-third of the features were structural and two-thirds were
cognates. In the lexical data, the majority of the items fall into
the slow rate category (Datasets S1 and S2).
This high level of genealogical stability in the basic vocabulary

is perhaps expected, as all these items were preselected by their
presumed virtue of being stable over time (26). The most stable
words include reflexes of “leg,” “live,” and “hand.” In contrast to
previous work that has estimated the rate of change for word
meaning categories (27, 28), we infer rates for cognate sets
within meaning categories. However, some comparison with
previous work is possible by averaging the rate category across
each meaning category. For example, Dyen et al. (27) find that
words for “five,” “two,” “eye,” and “we” are highly stable in
Austronesian languages. We find that “five” and “we” are highly
stable, while we identify “two” and “eye” as medium rate items.
Overall we find low similarity in word rates between Dyen et al.’s
results (27) and ours (n = 156; ρ = 0.26, P < 0.0001). Interest-
ingly, a comparison of our estimated rates with a study of rates
in the Indo-European languages (28) shows no significant re-
lationship despite claims for universality of rates (n = 146;
ρ = −0.11, P = not significant). It is unclear whether this is due to
differences in methodology or measurement schemes (cognate
rates vs. word rates; SI Materials and Methods and Fig. S1) and

suggests that more work needs to be done to explore the tem-
poral dynamics of lexical evolution across a wider range of
language families.
At first glance, our finding that structural features evolve more

rapidly than basic vocabulary is incompatible with hypotheses
proposing extremely deep signal in grammatical features. How-
ever, we do identify a set of highly stable structural features
(Dataset S2). The highly stable features include many that have
been previously suggested (5, 29), such as inclusive vs. exclusive
distinctions and gender distinctions. For example, gender distinc-
tion in third person, and gender distinction in third person only
are highly stable, while the presence of gender distinctions is in the
medium rate category. Other features suggested to be unstable
also appear in the fast rate category; for example, the presence of
numeral classifiers is rapidly changing consistent with predictions
that these are highly areal features (30). Suggestions that definite
articles are unstable are also borne out by our results (31).
In contrast, however, other structural features predicted to be

stable are not identified as such by our results. For example, case
systems are proposed to be stable over time (30), but the four
case-marking features (presence of case marking on core nominal
noun phrases, on oblique nominal noun phrases, on core pro-
nouns, and on oblique pronouns) all fall into the medium rate
category. Likewise, constituent order features (order of numeral
and noun, order of subject and verb), which have been claimed to
be stable cross-linguistically (31), are allocated to the fast or me-
dium rate category in this analysis. A major difference between
our results and these studies is that we precisely estimate rates of
change within a single, well-known language family, whereas the other
analyses produce aggregate measures estimated from a phylogeneti-
cally disparate sample (30, 31). Such differences raise the possibility
that features may vary in genealogical stability across different
linguistic lineages (13), and suggest that future work should take a
dynamics approach to language stability and attempt to identify the
situations in which features are stable and those in which they not.
The structural rate class that a feature belongs to cannot be

predicted from the structural domain: Features involving structure
of the verb, the noun, and argument structure are all distributed
between the three different rate classes. There are some gener-
alizations that can be made. Features to do with the relative order
of elements tend to fall in the fast rate category. The medium and
slow rate classes tend to include highly abstract features, such as
those asking whether a particular grammatical category is relevant
to the morphosyntax of the language (e.g., “Is there future tense
regularly marked on the verb?” “Is there an inclusive/exclusive
distinction?”). Features detailing the conflation of grammatical
categories also enter into the medium and slow classes. Examples
include “Do intransitive subject and transitive object operate in
the same way, and differently from transitive subject, for the
purpose of any syntactic construction?” and “Are second and third
persons conflated in nonsingular numbers?”
What might be driving these differences in rates between gram-

matical features? One intriguing feature of our results is that the
more slowly evolving structural features seem to be more abstract
and less available to speaker reflection. These covert features are
the ones less “attractive” to being copied between languages due to
their deeper integration into the language system, reduced per-
ceptibility, or lower transparency (32, 33). Here, the increased sta-
bility would be due to lower rates of transmission across language
boundaries. Alternately, these more covert features are less avail-
able to “sociolinguistic reflection” (34, 35)*, and therefore less likely
to be recruited to demarcate social groups. Here, the increased

Table 1. Model fits of the rates analyses using the AICM

Dirichlet distribution Clock model AICM (SE) Difference

Lognormal Relaxed 48,935.85 (±11.82) —

Exponential Relaxed 48,956.74 (±11.86) −20.90
Lognormal Strict 49,389.53 (±10.24) −453.68
Exponential Strict 49,400.38 (±9.52) −464.53

Lexicon Structure

0.0

0.2

0.4

0.6

0.8

1.0

Medium

Slow

Fast

Fig. 2. Proportion of characters in each dataset falling into each of the
three posterior rate categories.

*Labov W (1993) The unobservability of structure and its linguistic consequences. Twenty-
Second New Ways in Analyzing Variation Conference (University of Ottawa, Canada).
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stability would be due to lower rates of speaker-driven change.
Research in contact linguistics and sociolinguistics suggests that
neither of these possibilities is clear-cut (6, 33, 36), but perhaps the
variation along these two dimensions of attractiveness and socio-
linguistic awareness may play a role in shaping rates of change over
thousands of years. One implication of this finding is that more
covert features should be superior for tracing language history, and
typological questionnaires could be designed with this in mind.
Future work should formally explore the link between rates and
covertness, integration, and usage in other language families to see
if this prediction holds, and whether sociolinguistic and contact
processes can shape language evolution over thousands of years.

Differing Language Dynamics in Different Language Systems. Why
might the structural data be changing faster than the basic vo-
cabulary data? One obvious difference between the two types of
data is that, on average, the structural data show a much higher
level of conflicting signal than the lexicon. The differing amount
of conflict can be seen visually in NeighborNet figures in Fig. 3,
and is quantified in the substantial differences in both the
δ-scores and Q-residuals (22, 23). The higher levels of homo-
plastic change are one factor that might account for the higher
rates of change. There are at least three possible reasons why
structural features of language might evolve in a less treelike
way: parallel evolution, areal diffusion, and multiple histories.
Identifying lexical cognates relies on identifying systematic sound

correspondences between languages within similar semantic cate-
gories. The requirement that cognate forms are linked by both

sound and meaning reduces the number of possible chance simi-
larities (37). Grammatical features lack this constraint. Moreover,
the limited design space for grammatical characters reduces the
number of possible states dramatically. This poverty of choice
subsequently increases the chances of parallel evolution of un-
related languages into the same state. In sentence word order, for
example, there are only six possible configurations for the order of
subject, object, and verb; thus, on the face of it, the probability of
chance similarity is 1/6. However, some of these six configurations
are much more common than others (e.g., subject-object-verb and
subject-verb-object are much more common than verb-subject-
object and verb-object-subject, while object-verb-subject and
object-subject-verb are vanishingly rare) (38). Thus, even the 1/6
probability is an underestimation of the chance of parallel evo-
lution. This “poverty of choice” regarding possible feature states
in grammatical data (12) is the norm rather than the exception.
Consider one of the other features coded in the structural data:
whether there is a tonal system or not. As more than half of the
world’s languages use tonal contrasts and there are multiple ways
of developing and expressing tone (39), again, the chances of
parallel evolution are high.
The differing desiderata of these two types of data lead to

drawbacks for both. Grammatical structures are generalizable
and might be recognizable across putatively related languages at
deeper time depths, but this increases the risk of chance simi-
larity. The lexical cognates, on the other hand, do trace history
well, but only at a rather shallow level. In addition, cognates are
not easily identifiable without substantial descriptive work and
detailed knowledge of the phonology and morphology of the
languages of interest. Unfortunately, the required descriptive
work is seriously lacking for most languages of the world (40).
The second possible explanation for the striking differences in

rates between the lexicon and the structural data are that the
grammatical structures may diffuse more readily between lan-
guages, and thus increase the rates of homoplastic changes in
phylogenetic analyses. While aspects of the total lexicon are of-
ten borrowed across languages (41), basic vocabulary has been
found to be relatively resistant to diffusion between lineages than
the wider lexicon (42, 43). Similarly, while in most cases the
diffusion of structures between languages is thought to be rare,
there is evidence that diffusion readily happens in situations of
long-term intimate contact and bilingualism (6, 7, 32, 33).
To quantify the relative regional patterns of lexical and struc-

tural change, we identified the branches in the posterior proba-
bility distribution that showed significant increases or decreases in
rates of change. These results are visualized on the two trees in
Fig. 1. This visualization shows that different regions of the Pacific
have different patterns of relative lexical change or restructuring.
For example, the Indonesian/Malay languages tend to show in-
creased rates of lexical change, while the languages through the
Bismarck archipelago have considerably more structural change,
as expected, due to the increased contact with non-Austronesian
languages in this region (e.g., ref. 7). These findings suggest con-
tact effects tend to play out over small distances around contact
“hotspots,” and act on a limited number of grammatical and lex-
ical features of regional importance unless there is substantial and
deeply persistent language contact.
The third possible explanation for the rate differences is that

the entire language system may not evolve in concert but rather
contain different aspects that each have their own history. Does
every word (or feature) have its own history as the famous dia-
lectologists’ slogan states? This is not quite the case, but our re-
sults suggest that the lexical and grammatical features have rather
different histories driven by the different dynamics that are
shaping them. This disconnect is clearly demonstrated by the rates,
the homoplasy, and contact results.
Finally, we quantified the amount of punctuated evolution in these

two datasets. Punctuated evolution occurs when lineages experience
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a burst of change associated with the formation of a new language.
Earlier work has identified the presence of these punctuational ef-
fects in both lexical (44) and grammatical data (31). Here, we find
strong evidence of this effect, but the birth of new languages is as-
sociated with almost twice as much change in the lexicon as in the
grammatical data [29.10% (SD = 3.1) vs. 15.15% (SD = 4.0)]. There
are two proposed reasons for punctuated evolution in linguistics
(44): that language formation is associated with incomplete sam-
pling of linguistic variants such that the new population loses some
features (“founder effect”) or that speakers act to differentiate
themselves from their sister languages [schismogenesis (17)]. The
impact of linguistic founder effects is strongly contested (45), and it
is unlikely that they play a major role in shaping the structural rates
as even a subsample of the speaker population will contain the full
grammatical repertoire. However, lexical items, especially rarer
ones, could well be forgotten by a small population of speakers.
Alternatively, if speakers are actively modifying their languages to
differentiate themselves, then there should be more change in the
more sociolinguistically salient items. The less salient items of the
lexicon and grammar should therefore be less likely to be recruited
to differentiate languages (and if the lexical data have increased
amounts of change at the locus of language formation, then this
would help strengthen their phylogenetic patterning). Naturally
these overall rates will be mediated by other processes shaping
rates like frequency of use (28) and language contact (6), but this
may provide another instance of demographic processes affecting
rates of language evolution (46, 48).

Broader Implications for Tracing History.Our results suggest that the
lexical and grammatical data have different evolutionary dynam-
ics. It is clear that grammatical data are not necessarily a better
source of information for resolving deep linguistic history. How-
ever, we do find some grammatical and lexical features are highly
stable over time. This finding is consistent with the hints of deeper
signal identified in earlier work on grammatical data (16, 31), and
with suggestions that some basic vocabulary items have half-lives
of around 10,000 y (28). We suggest that the path forward is to
move beyond attempts to find highly stable “magic bullets” or to
claim complete primacy for either type of data. There is sub-
stantial variation in rates and stability in both the structural and
lexical data, and this stability may well vary substantially across
language families and over time (13, 16). One of the major benefits
of grammatical data is that such data enable comparison across
unrelated languages (3). However, this benefit comes with the
drawback of an inflated rate of false-positive deep links due to
higher rates’ parallel changes. One approach that could overcome
this problem would be to combine both grammatical and basic
vocabulary data into a single partitioned analysis with information
on known shallow language relationships incorporated as a prior.
This prior constraint, along with nuanced models of language
change (47), would effectively down-weigh the contribution of
features prone to high rates of parallel change, and thus increase
the probability of genuine deep genealogical signals being recovered
in the analysis. Such analyses offer a potentially powerful way
forward for pushing back the time barrier while taking into account
the different language subsystem histories that make up a given
language (48).

Materials and Methods
Structural Data. The grammatical data were sourced from the Pioneers of
Island Melanesia database (PIMdb) that was collected as part of the Pioneers
of Island Melanesia project (2002–2005), focusing on the Papuan and Oce-
anic/Austronesian languages. The database was greatly extended to other
Austronesian languages in a follow-up “Sahul” project (2006–2009) to con-
tain data coded from the 81 Austronesian languages included in this study.
The structural features coded in the PIMdb were selected to give a typo-
logical overview of the language at a level of detail such that it should be
possible to code the features from a good-quality sketch grammar. The se-
lection of characters was biased toward what is known about the typological

diversity of Oceania and (in later iterations, of the questionnaire) the Sahul
area. All characters represent abstract features of language, coded in-
dependent of the lexical and morphological form (49). Analysis of these data
using a phylogenetic clustering method was able to recover known lan-
guage families and their major subgroups, as well as proposing plausible
affiliations for as-yet-uncategorized languages (3). This particular coding of
grammatical structure should not be taken as representing the only way to
do it. A typological questionnaire would have different properties if it were
designed to solely survey Austronesian languages. The PIMdb data for these
Austronesian languages are available in SI Materials and Methods and
Dataset S3.

Lexical Data. We used the ABVD (17) to find lexical data for the languages in
the PIMdb. We identified 81 languages in both the PIMdb and the ABVD.
The ABVD contains word lists of 210 items of basic vocabulary (e.g., simple
verbs and nouns, colors, numbers, body parts, kinship terms). These items of
basic vocabulary are thought to be highly stable across languages and re-
sistant to borrowing (26, 42, 43). We identified the cognate (homologous)
words in these 81 languages using the linguistic comparative method to
identify systematic sound correspondences (37), in consultation with experts
in Austronesian languages (50). All lexical and cognate information is
available online at https://abvd.shh.mpg.de/austronesian, and the cognate
file is available in SI Materials and Methods and Dataset S4.

There were four languages in the PIMdb that were not available in the
ABVD; to maximize the overlap in the two datasets, we used the lexical data
from their closest sister language from the same language subgroup (Table S1).
For example, the PIMdb contains Ulithian, which we matched to the ABVD’s
Woleian because they are sister taxa and share 85% intelligibility. Other lan-
guages that are affected here are the PIMdb’s Sursurunga matched to the
ABVD’s Patpatar, Notsi matched to Lihir, and Adzera matched to Wampar
(Table S1).

Data Selection and Coding. For both datasets, we removed characters that
were identified as all missing (i.e., had no state information) or were sin-
gletons (i.e., were present in one language only as a unique state). These
singletons were removed as they provide no subgrouping information and
run the risk of unequal data collection (e.g., where languages have more
comprehensive dictionaries available, it is easier to addmore synonyms). Each
dataset was recoded into a binary presence or absence coding to minimize
inconsistency across coding schemes, essentially asking if a given grammatical
feature or lexical cognate set was present or not. Following this coding
scheme, we extracted 157 grammatical features and 1,195 lexical cognate sets
(SI Materials and Methods and Fig. S2).

Inferring Genealogical Stability of Features. To estimate the relative rates of
the lexical and structural data, we fitted a Dirichlet process mixture model
(51) to these data to estimate the number of rate categories in a Bayesian
phylogenetic framework (18). This method coestimates the assignments of
cognates to rate categories and the rate of each category. The phylogenetic
parameters (tree topology, node heights) are also jointly estimated. The
mixture model was implemented in the substBMA package (18) using the
BEAST2 framework (52).

The Dirichlet process (53) mixture model is a mixture model where the
mixture corresponds to the multiple rate categories to be estimated. The
Dirichlet process, which can be denoted as DP(α, G0), is a distribution over
distributions and has two components, the concentration parameter, α, and
the base distribution, G0. Here, we have considered two options for the base
distribution: (i) the exponential distribution and (ii) the lognormal distri-
bution. The direct prior on the rate of the ith cognate, ri, is generated by the
following procedure:

G∼DPða,  G0Þ and
ri ∼G,

where G is a discrete distribution and the supported values of that distri-
bution are random draws from the base distribution. Increasing α leads to
increasing the number of categories. As in general practice, G is a latent
variable that is not sampled directly and is integrated out in our analyses.

We explored twodifferent distributions for the basemeasure of theDirichlet
process: the exponential distribution and the lognormal distribution. Diffuse
priors have been applied to the parameters of the base measure. If the base
measure is an exponential distribution, themean parameter of the exponential
distribution has a prior distribution defined by a gamma-distribution with its
shape and rate set to 0.001. If the basemeasure is a lognormal distribution, the
prior on the log-space mean is a normal distribution with a mean of 0 and a SD
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of 1,000,while the prior on the log-spaceprecision is a gamma-distributionwith
its shape and rate equal to 0.001. The (log-space) precision parameter is the
inverse of the (log-space) variance.

To ensure that the rates comparisonwas as fair as possible to both the lexical
and structural data, we constrained the tree topology to match the expected
language subgroups (54, 55). Constraining the tree in this way minimizes any
bias toward the lexical data, as there are many more lexical cognates than
there are structural items, and forces the tree to match the results of the
linguistic comparative method based on total evidence.

To scale the trees according to time, we used two different clockmodels and
a continuous timeMarkovmodel of cognate change (CTMC) (50). The first clock
model was a strict clock, which assumes a constant rate of feature replacement
over time. The second clock model was a relaxed clock, which allows for var-
iation in the rate of feature change across lineages (56). The relaxed clock
model assumes that rates can vary freely across the tree. The divergence times
of the phylogeny are assumed to follow a Yule process as all languages were
contemporaneous.

To calibrate these clocks, we incorporated historical evidence of language
divergence times as described by Gray et al. (50). We implemented five cal-
ibrations on the tree using normally distributed priors on the node heights.
These calibrations were the following: (i) Proto-Oceanic (mean of 3,300 y,
SD = 100 y), (ii) Proto-Central Pacific (mean of 3,000 y, SD = 100), (iii) Proto-
Malayo-Polynesian (mean of 4,000 y, SD = 250), (iv) Proto-Micronesian (mean
of 2,000 y, SD = 100), and (v) Proto-Austronesian (mean of 5,200 y, SD = 300).

The dataset has been analyzedwith each of the four combinations of base-
measure distributions and clock models. For each of the four combinations,
we ran five MCMC chains of 50 million steps (Datasets S5–S8). After removing
the first 10% of each analysis as burn-in, we sampled 10,000 generations
from the posterior probability distribution across all replicates. For each
analysis, the values of the effective sample size are all >100 for the phylo-
genetic estimations and Dirichlet process mixture model parameters, in-
dicating that each analysis had converged. The maximum clade credibility
tree of the best-fitting analysis is presented in Fig. S3.

Quantifying Homoplasy. To estimate the degree of conflicting signal, or ho-
moplasy, in each language, we used two metrics: the δ-score (23) and the
Q-residual (22). These two metrics were calculated in SplitsTree v4.13.1 (57)
using “uncorrected P” (= Hamming) distances.

Inferring Punctuational Effects. To test whether punctuational effects have
strongly shaped these languages, we constructed trees for the lexical and
structural data separately using BEAST2 (52). To allow the branch lengths to
be estimated most accurately, we fitted a relaxed clock model and CTMC
model to these data, with constraints and calibrations on the trees as above,
and obtained trees with branch lengths proportional to the amount of
change in each lineage (i.e., substitution-scaled branches).

We fitted a linear model to the number of nodes and amount of phylo-
genetic change (i.e., pathlength) in these trees using a generalized least
squares framework (24, 25, 44) implemented online at www.evolution.rdg.
ac.uk/pe/. This approach estimates the slope β of the relationship between
nodes and pathlength, while controlling for phylogenetic similarity, and
tests for significant effects using a likelihood-ratio test. From the posterior
tree distributions, we sampled 800 trees to test to incorporate uncertainty in
the tree topology. This method is sensitive to the “node density” artifact,
where regions of the phylogeny with increased lineage sampling can show
longer branches, which may resemble a punctuational effect. This artifact
can be identified by a curvilinear relationship between the number of nodes
and pathlength and can be detected using a δ-test, where significant node
density artifacts occur when δ > 1 (25).

In the lexical data, we find strong significant evidence of punctuational
evolution (β > 0) in 100% of the trees and in 93.5% of those showing no
evidence for the artifact (δ < 1). We also find evidence of punctuational
evolution in the structural data, with 86.6% of the trees showing significant
β > 0 and all of those 86.6% showing no evidence of the artifact. The per-
centage of evolution on the tree attributable to punctuational effects in the
lexical data was 29.10% (SD = 3.1), while in the structural data, it was 15.15%
(SD = 4.0).

Quantifying Relative Patterns of Lexical and Grammatical Structure Change. To
test whether a language lineage had a significantly higher or lower rate of
lexical or structural change, we took the posterior probability distribution
from the previous analysis. Using the posterior, we estimated the parameters
of the lognormal distribution where the estimated branch rate is in-
dependently and identically drawn from the discretized lognormal distri-
bution a priori (56). For each posterior sample, we calculated the lower tail
probability of the rate of each branch from this empirical lognormal distri-
bution. The average value of these lower tail probabilities on each branch
was used to identify branches at the extremes of the distribution with lower
(≤0.05) or higher (≥0.95) rates. These results are plotted in Fig. 1, with each
phylogeny colored according to the deviation in rate of change on a loga-
rithm scale, where the rate is the mean rate across all posterior samples after
burn-in. Branches with significant changes are annotated with an asterisk,
and languages showing significant structural changes are identified on
the map.
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