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Abstract

We compute the general expression of the one-loop vertex correction in an arbitrary plane-wave

background field for the case of two on-shell external electrons and an off-shell external photon.

The properties of the vertex corrections under gauge transformations of the plane-wave background

field and of the radiation field are studied. Concerning the divergences of the vertex correction,

the infrared one is cured by assigning a finite mass to the photon, whereas the ultraviolet one is

shown to be renormalized exactly as in vacuum. Finally, the corresponding expression of the vertex

correction within the locally-constant crossed field is also derived and the high-field asymptotic is

shown to scale according to the Ritus-Narozhny conjecture.
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I. INTRODUCTION

The predictions of QED agree with experiments with impressive accuracy (see, e.g., Refs.

[1, 2]). The great success of QED has called for testing this theory under more extreme

conditions as, for example, those provided by intense background electromagnetic fields. An

electromagnetic field is denoted as “intense” in the realm of QED if it is of the order of the

so-called “critical” field of QED: Fcr = m2/|e| = 1.3×1016 V/cm = 4.4×1013 G (from now on

we employ units with ε0 = ~ = c = 1 and m and e < 0 denote the electron mass and charge,

respectively) [3–5]. Importantly, the presence of intense background electromagnetic fields

allows for testing QED on a sector where nonlinear effects with respect to the background

field strongly affect physical processes and the dynamics of charged particles. This sector

is somewhat alternative to the high-energy one successfully investigated via conventional

accelerators and it thus can serve as an independent ground test of QED.

High-power optical lasers are becoming a suitable tool to test QED at critical field

strengths, which correspond to laser intensities of the order of 1029 W/cm2. In fact, al-

though available lasers have reached peak intensities I0 of the order of 5.5 × 1022 W/cm2

[6] and upcoming facilities aim at I0 ∼ 1023-1024 W/cm2 [7–10], the Lorentz invariance of

the theory implies that the effective laser field strength at which a process occurs is the one

experienced by the charges in their rest frame [11–16]. Since the amplitude of the laser field

is boosted by a factor of the order of the relativistic Lorentz factor of the charge, an electron

for definiteness, one can see that the strong-field QED regime, in which the background

strength is effectively of the order of Fcr, can be entered already at intensities of the order of

1023 W/cm2, if the laser field counterpropagates with respect to an electron/positron with

energy of the order of 500 MeV.

In order to test QED in the strong-field regime by means of intense optical fields, it is

essential that both experiments and theoretical predictions are correspondingly accurate.

However, as it is understandable, first experiments in this regime have so far been designed

especially to show the occurrence of phenomena like nonlinear Compton scattering [17],

nonlinear Breit-Wheeler pair production [18, 19], and radiation reaction [20, 21], without

aiming at obtaining high-accuracy results. Correspondingly, on the theory side, the basic

strong-field QED processes like nonlinear Compton scattering [12, 22–49] and nonlinear

Breit-Wheeler pair production [14, 23, 48, 50–62] have been studied in detail at tree level by
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FIG. 1. The one-loop mass operator in an intense plane wave. The double lines represent exact

electron states and propagator in a plane wave (Volkov states and propagator, respectively) [3].

approximating the laser field as a plane wave (see also the reviews [11–15]). However, even

under the plane-wave approximation, the radiative corrections of these processes have never

been computed. The reason is that calculations including the effects of the external laser

field exactly are significantly more complex than the corresponding calculations in vacuum.

The standard technique, in fact, is to work within the so-called Furry picture [63], where

the electron-positron field is quantized in the presence of the background field [3, 4]. This

requires that the Dirac equation can be solved analytically in the presence of the background

field, which has been achieved in Ref. [64] in the case of a plane wave (see also Ref. [3]), the

corresponding states being known as Volkov states. An alternative, equivalent technique is

the so-called operator technique, first proposed by Schwinger [65] and then developed for

the case of a background plane wave [66–71], which does not require the explicit solution of

the Dirac equation in the plane-wave field.

Going back to the radiative corrections, a systematic study has been only carried out in

the special case of a zero-frequency plane wave or a constant crossed field, i.e., a constant and

uniform electromagnetic field with electric and magnetic field having the same amplitude

and being perpendicular to each other, from the early works of Ritus and Narozhny [72–76]

to the more recent one [77] (see also Ref. [78] and the reviews in Refs. [79, 80]), where higher-

loop Feynman diagrams have been evaluated. However, so far, in the case of a general plane

wave with an arbitrary polarization and shape, only the one-loop mass operator (see Fig. 1)

and the one-loop polarization operator (see Fig. 2) have been computed in Ref. [66] and in

Refs. [67, 81], respectively (see also Ref. [82] for an alternative derivation of the polarization

operator). The one-loop vertex correction in a general plane wave (see Fig. 3) has never

been evaluated, whereas the corresponding quantity in a constant crossed field was computed

in Ref. [76]. The purpose of the present paper is to fill this gap and, indeed, to compute the

3



FIG. 2. The one-loop polarization operator in an intense plane wave. The double lines represent

exact electron propagators in a plane wave (Volkov propagators) [3].

q

p p′

FIG. 3. The one-loop Feynman diagram corresponding to the vertex correction. The double lines

represent exact electron states and propagator in a plane wave (Volkov states and propagator,

respectively) [3].

one-loop vertex correction in an arbitrary plane wave for the case of two on-shell external

electrons and an off-shell external photon. It is worth mentioning here that the computation

of the vertex-correction function is not only important to evaluate the leading-order radiative

corrections of strong-field QED processes. There is also a more fundamental reason related

to the so-called Ritus-Narozhny conjecture [72, 74–76] about the high-energy behavior of

radiative corrections in strong-field QED in a constant crossed field. As we have mentioned,

a constant crossed field is a constant and uniform electromagnetic field F µν
0 = (E0,B0)

such that the two field Lorentz-invariants E2
0 −B2

0 and E0 ·B0 vanish. Now, in a constant
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crossed field radiative corrections depend only on the Lorentz- and gauge-invariant quantum

nonlinearity parameter χ0 =
√
−(pµF

µν
0 )2/mFcr [11–15], where pµ is the four-momentum of

the particle at hand and where the metric tensor ηµν = diag(+1,−1,−1,−1) is employed.

The Ritus-Narozhny conjecture states that at χ0 � 1 the effective coupling of QED in a

constant crossed field scales as αχ
2/3
0 . Since, apart from irrelevant prefactors, the energy

of the particle enters radiative corrections only through χ0 at χ0 � 1, the Ritus-Narozhny

conjecture implies an asymptotic high-energy behavior of strong-field QED in a constant

crossed field qualitatively different from the logarithmic one of QED in vacuum [3, 83–

85]. The physical relevance of the Ritus-Narozhny conjecture is broadened by the so-called

locally-constant field approximation (LCFA), stating that in the limit of low-frequency plane

waves the probabilities of QED processes reduce to the corresponding probabilities in a

constant crossed field averaged over the phase-dependent plane-wave profile [12]. In Ref.

[86] we have investigated the one-loop mass and polarization operator to show that, if one

first performs in the general expression of these quantities the high-energy limit, one indeed

recovers the typical logarithmic behavior of QED as in vacuum (see also Ref. [87]). Below,

we will also investigate the vertex correction within the LCFA, whereas the high-energy

asymptotic will be presented elsewhere.

The paper is organized as follows: In Sec. II we introduce the basic notation of the paper.

In Sec. III the general form of the vertex-correction function is derived by means of the

operator technique. In Sec. IV the properties of the vertex-correction function under gauge

transformations of the radiation field and of the plane-wave background field are studied.

In Sec. V we show how to regularize and renormalize the vertex-correction function in the

ultraviolet. The expression of the vertex-correction function within the LCFA is derived in

Sec. VI and, finally, the main conclusions of the paper are reported in Sec. VII. An appendix

contains some technical considerations on a component of the vertex-correction function.

II. NOTATION

The notation employed below is the same as in Ref. [71] but it is convenient to report here

the main definitions. As we have mentioned in the Introduction, the present paper focuses

on studying radiative corrections in a general plane-wave field. The latter is described by

the four-vector potential Aµ(φ), which only depends on the light-cone time φ = t − n · x.
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Here, the unit vector n defines the propagation direction of the plane wave, which can be

used to introduce two useful four-dimensional quantities: nµ = (1,n) and ñµ = (1,−n)/2

(note that φ = (nx)). Assuming obvious differential properties of the four-vector potential

Aµ(φ) and its derivatives, it is clear that it is a solution of the free wave equation �Aµ = 0,

where � = ∂ν∂
ν , and it is assumed to fulfill the Lorenz-gauge condition ∂µA

µ = 0, with the

additional constraint A0(φ) = 0. Thus, if we represent Aµ(φ) in the form Aµ(φ) = (0,A(φ)),

then the Lorenz-gauge condition implies n ·A′(φ) = 0, with the prime in a function of φ

indicating its derivative with respect to φ. If we make the additional assumption that

A(φ) vanishes for φ → ±∞, the equality n · A′(φ) = 0 implies that n · A(φ) = 0. By

introducing two four-vectors aµj = (0,aj), with j = 1, 2, such that (naj) = −n · aj = 0

and (aiaj) = −ai · aj = −δij, the most general form of the vector potential A(φ) reads

A(φ) = ψ1(φ)a1 + ψ2(φ)a2, where the two functions ψj(φ) are arbitrary provided that they

vanish for φ → ±∞ and they feature the differential properties mentioned above when the

four-vector potential Aµ(φ) was introduced. The field tensor F µν(φ) = ∂µAν(φ)− ∂νAµ(φ)

of the plane wave is given by F µν(φ) = nµA′ ν(φ)− nνA′µ(φ) and below we will also use its

integral F µν(φ) =
∫ φ
−∞ dφ

′F µν(φ′) = nµAν(φ) − nνAµ(φ) (note that the tensor F µν(φ) is

gauge invariant).

The four-dimensional quantities nµ, ñµ, and aµj fulfill the completeness relation: ηµν =

nµñν + ñµnν − aµ1aν1 − a
µ
2a

ν
2 (note that (nñ) = 1 and (ñaj) = 0). Below, we will refer to the

longitudinal (n) direction as the direction along n and to the transverse (⊥) plane as the

plane spanned by the two perpendicular unit vectors aj. In this respect, together with the

light-cone time φ = t−xn, with xn = n ·x, we also introduce the remaining three light-cone

coordinates T = (ñx) = (t+xn)/2, and x⊥ = (x⊥,1, x⊥,2) = −((xa1), (xa2)) = (x ·a1,x ·a2).

Analogously, the light-cone coordinates of an arbitrary four-vector vµ = (v0,v) will be

indicated as v− = (nv) = v0 − vn, with vn = n · v, v+ = (ñv) = (v0 + vn)/2, and v⊥ =

(v⊥,1, v⊥,2) = −((va1), (va2)) = (v · a1,v · a2). Since we will employ the operator technique,

it is convenient to also introduce the momenta operators Pφ = −i∂φ = −(ñP ) = −(i∂t −

i∂xn)/2, PT = −i∂T = −(nP ) = −(i∂t + i∂xn), and P⊥ = (P⊥,1, P⊥,2) = −i(a1 ·∇,a2 ·∇).

These operators are the momenta conjugated to the light-cone coordinates in the sense

that the commutator between the operator corresponding to each light-cone coordinate

and the associated momentum operator is equal to the imaginary unit (all other possible

commutators vanish): [φ, Pφ] = [T, PT ] = i and [X⊥,j, P⊥,k] = iδjk, which are equivalent to
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the commutation relations [Xµ, P ν ] = −iηµν , with P µ = i∂µ.

The commutation relations [Xµ, P ν ] = −iηµν imply that [P µ, f(X)] = i∂µXf(X), where

f(X) is an arbitrary function of the four-position operator that can be expanded in Taylor se-

ries and ∂µX = ∂/∂Xµ. Analogously, it can easily be shown that exp[if(X)]P µ exp[−if(X)] =

P µ + ∂µf(X) and then formally that exp[if(X)]g(P ) exp[−if(X)] = g(P + ∂f(X)), where

g(P ) is a function of the four-momentum that can be expanded in Taylor series [this iden-

tity has to be intended to apply to the Taylor series expansion of the function g(P )]. The

same commutation relations imply that exp[ig(P )]Xµ exp[−ig(P )] = Xµ−∂µPg(P ) and that

exp[ig(P )]f(X) exp[−ig(P )] = f(X − ∂Pg(P )), where ∂µP = ∂/∂Pµ [as above, this identity

has to be intended to apply to the Taylor series expansion of the function f(X)]. In partic-

ular, we will consider the case where the functions in the exponents are linear either in Xµ

or in P µ:

exp(i(Xq))g(P ) exp(−i(Xq)) = g(P + q), (1)

exp(i(Py))f(X) exp(−i(Py)) = f(X − y), (2)

where qµ and yµ are constant four-vectors.

In addition, the commutation relations [φ, Pφ] = [T, PT ] = i imply in particular the

identities

exp(iaφ)g̃(Pφ) exp(−iaφ) = g̃(Pφ − a), (3)

exp(ibPT )f̃(T ) exp(−ibPT ) = f̃(T + b), (4)

with a and b being two constants and f̃(T ) and g̃(Pφ) being two arbitrary functions, which

we will use below.

Note that if |x〉 (|p〉) is the eigenstate of the four-position (four-momentum) operator

Xµ (P µ = i∂µ) with eigenvalue xµ (pµ), i.e., Xµ|x〉 = xµ|x〉 (P µ|p〉 = pµ|p〉), then, by

normalizing the eigenstates |x〉 (|p〉) such that 〈x|y〉 = δ(4)(x−y) [〈p|q〉 = (2π)4δ(4)(p−q)], it

is 〈x|p〉 = exp(−i(px)) = exp[−i(p+φ+p−T−p⊥ ·x⊥)] and Pφ|p〉 = −p+|p〉, PT |p〉 = −p−|p〉,

and P⊥|p〉 = p⊥|p〉. Also, the operator completeness relations hold∫
d4x |x〉〈x| = 1, (5)∫
d4p

(2π)4
|p〉〈p| = 1. (6)
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The Volkov states are the exact, analytical solutions of the Dirac equation in a plane

wave [3, 64]. The positive-energy Volkov states Us(p, x) can be classified by means of the

asymptotic momentum quantum numbers p (and then the energy ε =
√
m2 + p2) and of

the asymptotic spin quantum number s = 1, 2 in the remote past, i.e. for t → −∞ (for

notational simplicity, we have indicated the functional dependence on the four components

of the electron four-momentum pµ = (ε,p), although the energy is a function of the linear

momentum). Following the general notation in Ref. [3], these states can be written as

Us(p, x) = E(p, x)us(p), where

E(p, x) =

[
1 +

en̂Â(φ)

2p−

]
e
i

{
−(px)−

∫ φ
−∞ dϕ

[
e(pA(ϕ))
p−

− e
2A2(ϕ)
2p−

]}
, (7)

and where us(p) are the free, positive-energy spinors normalized as u†s(p)us′(p) = 2εδss′ [3].

In Eq. (7) we have introduced the notation v̂ = γµvµ for a generic four-vector vµ, with γµ

being the Dirac matrices, which satisfy the anti-commutation relations {γµ, γν} = 2ηµν [3].

The electron Green’s function G(x, x′) in the general plane-wave background electromag-

netic field described by the four-vector potential Aµ(φ) is defined by the equation

{γµ[i∂µ − eAµ(φ)]−m}G(x, x′) = δ(4)(x− x′). (8)

In order to uniquely identify the Green’s function, boundary conditions have also to be

specified. Here, we always assume the Feynman prescription corresponding to the shift

m → m − i0 [3]. Within the operator technique the operator G corresponding to the

Green’s function G(x, x′) is defined via the equation G(x, x′) = 〈x|G|x′〉, i.e., as

G =
1

Π̂−m+ i0
, (9)

where Πµ = P µ−eAµ(Φ). Now, we have explicitly shown in Ref. [71] (see also Refs. [66–68])

that the operator G can be written in the form

G = (Π̂ +m)
1

Π̂2 −m2 + i0
= (Π̂ +m)(−i)

∫ ∞
0

ds e−im
2se2isPTPφ

× e−i
∫ s
0 ds

′[P⊥−eA⊥(Φ−2s′PT )]2
{

1− e

2PT
n̂[Â(Φ− 2sPT )− Â(Φ)]

}
,

(10)

where the prescription m2 → m2− i0 is understood. Below, we will also need the equivalent

expression

G =
1

Π̂2 −m2 + i0
(Π̂ +m) = (−i)

∫ ∞
0

ds e−im
2s
{

1 +
e

2PT
n̂[Â(Φ + 2sPT )− Â(Φ)]

}
× e−i

∫ s
0 ds

′[P⊥−eA⊥(Φ+2s′PT )]2e2isPTPφ(Π̂ +m).

(11)
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III. GENERAL EXPRESSION OF THE ONE-LOOP VERTEX CORRECTION

The one-loop vertex correction corresponds to the Feynman diagram in Fig. 3, where we

have implicitly assumed that the photon four-momentum qµ is outgoing. Note that the two

external electron lines correspond to real electrons, i.e., the four-momenta pµ and p′µ are on-

shell (p2 = p′ 2 = m2), whereas at the moment we make no assumptions about the outgoing

photon, i.e., in particular, q2 6= 0. If we denote by s (s′) the spin quantum number of the

incoming (outgoing) electron and by l the polarization quantum number of the outgoing

photon, the amplitude −ieΓs,s′,l(p, p′, q) corresponding to the Feynman diagram in Fig. 3

can be written as

−ieΓs,s′,l(p, p′, q) = −e3

∫
d4x d4y d4z Ūs′(p

′, y)γλG(y, z)ê∗l (q)e
i(qz)G(z, x)γνUs(p, x)Dλν(x−y),

(12)

where eµl (q) is the polarization four-vector of the outgoing photon. Here, we have introduced

the photon propagator Dλν(x) and we work in the Lorenz gauge such that

Dλν(x) =

∫
d4k

(2π)4

ηλν

k2 − κ2 + i0
e−i(kx), (13)

where κ2 is the square of a fictitious photon mass, which has been introduced to avoid

infrared divergences.

By using the completeness relation in Eq. (5) and the translation properties in Eq. (1),

the amplitude can be written in the semi-operator form as

−ieΓs,s′,l(p, p′, q) = −e3

∫
d4x

∫
d4k

(2π)4

1

k2 − κ2 + i0
Ūs′(p

′, x)ei(kx)γλGei(qx)ê∗l (q)Ge
−i(kx)γλUs(p, x)

= −e3

∫
d4x

∫
d4k

(2π)4

1

k2 − κ2 + i0

× Ūs′(p′, x)γλ
1

Π̂(φ) + k̂ −m+ i0
ei(qx)ê∗l (q)

1

Π̂(φ) + k̂ −m+ i0
γλUs(p, x)

= −e3

∫
d4x

∫
d4k

(2π)4

1

k2 − κ2 + i0

× Ūs′(p′, x)γλ[Π̂(φ) + k̂ +m]
1

[Π̂(φ) + k̂]2 −m2 + i0
ei(qx)ê∗l (q)

× 1

[Π̂(φ) + k̂]2 −m2 + i0
[Π̂(φ) + k̂ +m]γλUs(p, x),

(14)

where Πµ(φ) = i∂µ − eAµ(φ). By using the fact that [Π̂(φ) − m]Us(p, x) = [Π̂(φ) −
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m]Us′(p
′, x) = 0, we obtain

−ieΓs,s′,l(p, p′, q) = −e3

∫
d4x

∫
d4k

(2π)4

1

k2 − κ2 + i0

× Ūs′(p′, x)[2Πλ(φ) + γλk̂]
1

[Π̂(φ) + k̂]2 −m2 + i0
ei(qx)ê∗l (q)

× 1

[Π̂(φ) + k̂]2 −m2 + i0
[2Πλ(φ) + k̂γλ]Us(p, x).

(15)

Now, we notice that [see Eq. (7)]

Πλ(φ)Us(p, x) =

[
πλp (φ) + i

en̂Â′(φ)

2p−
nλ

]
Us(p, x), (16)

where

πλp (φ) = pλ − eAλ(φ) +
e(pA(φ))

p−
nλ − e2A2(φ)

2p−
nλ (17)

is the classical kinetic four-momentum of an electron in the plane wave Aµ(φ), with

limφ→±∞ π
λ
p (φ) = pλ. The kinetic four-momentum πλp (φ) is clearly a gauge-invariant four-

vector and, by using the tensor F µν(φ) (see Sec. II), it can be written in the manifestly

gauge-invariant form as

πλp (φ) = pλ − epµF µλ(φ)

p−
+
e2pµF µρ(φ)Fρν(φ)pν

2p3
−

nλ. (18)

In this way, the quantity −ieΓs,s′,l(p, p′, q) can be written as

−ieΓs,s′,l(p, p′, q) = −e3

∫
d4x

∫
d4k

(2π)4

1

k2 − κ2 + i0

× Ūs′(p′, x)

[
2πλp′(φ) + i

en̂Â′(φ)

p′−
nλ + γλk̂

]
1

[Π̂(φ) + k̂]2 −m2 + i0
ei(qx)ê∗l (q)

× 1

[Π̂(φ) + k̂]2 −m2 + i0

[
2πp,λ(φ) + i

en̂Â′(φ)

p−
nλ + k̂γλ

]
Us(p, x).

(19)

At this point, it is convenient to use the representations in Eq. (10) and in Eq. (11) for the
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second and the first square Volkov propagator 1/{[Π̂(φ) + k̂]2 −m2 + i0}, respectively:

− ieΓs,s′,l(p, p′, q) = e3

∫
d4x

∫
d4k

(2π)4

∫ ∞
0

ds

∫ ∞
0

du
ei(qx)

k2 − κ2 + i0

× Ūs′(p′, x)

[
2πλp′(φ) + i

en̂Â′(φ)

p′−
nλ + γλk̂

]
e−im

2se−2is(p−−q−+k−)(Pφ−k++q+)

× e−i
∫ s
0 ds

′[p⊥−q⊥+k⊥−eA⊥(φ+2s′(p−−q−+k−))]2

{
1 +

en̂[Â(φ+ 2s(p− − q− + k−))− Â(φ)]

2(p− − q− + k−)

}

× ê∗l (q)e−im
2u

{
1− en̂[Â(φ− 2u(p− + k−))− Â(φ)]

2(p− + k−)

}
e−i

∫ u
0 du′[p⊥+k⊥−eA⊥(φ−2u′(p−+k−))]2

× e−2iu(p−+k−)(Pφ−k+)

[
2πp,λ(φ) + i

en̂Â′(φ)

p−
nλ + k̂γλ

]
Us(p, x),

(20)

where we have exploited the fact that Volkov states are eigenstates of the operators PT

and P⊥. Indeed, the only operator remaining in this equation is Pφ. Now, we use the

translation property in Eq. (2) and, analogously to the vacuum case, we write the amplitude

−ieΓs,s′,l(p, p′, q) in the form

− ieΓs,s′,l(p, p′, q) = −ie
∫
d4x ei(qx)Ūs′(p

′, x)Γµ(p, p′, q;φ)Us(p, x)e∗l,µ(q), (21)

where

−ieΓµ(p, p′, q;φ) = e3

∫
d4k

(2π)4

∫ ∞
0

ds

∫ ∞
0

du
e−im

2(s+u)

k2 − κ2 + i0

× e2ik+[s(p′−+k−)+u(p−+k−)]e
i

{
p′+(φs−φ)+

∫ φs
φ dφ′

[
− ep

′
⊥·A⊥(φ′)
p′−

+
e2A2
⊥(φ′)

2p′−

]}

× e−i
∫ s
0 ds

′[p′⊥+k⊥−eA⊥(φs′ )]
2

e−i
∫ u
0 du′[p⊥+k⊥−eA⊥(φu′ )]

2

× e
i

{
−p+(φu−φ)−

∫ φu
φ dφ′

[
− ep⊥·A⊥(φ′)

p−
+
e2A2
⊥(φ′)

2p−

]}
Mµ(φ, k, s, u).

(22)

Here, we have introduced the quantities

φs = φ+ 2s(p′− + k−), (23)

φu = φ− 2u(p− + k−), (24)

11



and the matrix

Mµ(k, s, u;φ) =

{
1− en̂[Â(φs)− Â(φ)]

2p′−

}[
2πλp′(φs) + i

en̂Â′(φs)

p′−
nλ + γλk̂

]

×

{
1 +

en̂[Â(φs)− Â(φ)]

2(p′− + k−)

}
γµ

{
1− en̂[Â(φu)− Â(φ)]

2(p− + k−)

}

×

[
2πp,λ(φu) + i

en̂Â′(φu)

p−
nλ + k̂γλ

]{
1 +

en̂[Â(φu)− Â(φ)]

2p−

}
.

(25)

Note that the integrals in T and x⊥ can be easily taken and enforce the conservation laws

p− = p′− + q− and p⊥ = p′⊥ + q⊥, typical of problems in a plane-wave background field.

As a related remark, it is clear that the quantity Γµ(p, p′, q;φ), unlike the corresponding

vacuum expression, depends also on the plane-wave phase. Finally, the definition in Eq.

(21) is consistent with the idea that computing the amplitude of the vertex in a plane wave

up to one loop, one can use the substitution rule γµ → γµ + Γµ(p, p′, q;φ), as for the vertex

correction in vacuum.

The phase in Eq. (22) can be written in a compact form by turning the integral from φ

to φs (from φ to φu) into an integral in s′ (u′) like that in the third line of Eq. (22). By

exponentiating also the denominator k2 − κ2 + i0 in the photon propagator, the quantity

Γµ(p, p′, q;φ) can be written as

Γµ(p, p′, q;φ) = e2

∫
d4k

(2π)4

∫ ∞
0

ds

∫ ∞
0

du

∫ ∞
0

dt eiSk
2−iκ2t+2i(kF̃ )Mµ(k, s, u;φ), (26)

where S = u+ s+ t and

F̃ µ =

∫ s

0

ds′πµp′(φs′) +

∫ u

0

du′πµp (φu′). (27)

As next step, we can perform the integrals in d4k analytically by shifting the four-momentum

kµ by setting k′µ = kµ + F̃ µ/S, which, since all components of F̃ µ except F̃− depend on k−,

implies that kµ = k′µ − G̃µ/S, where

G̃µ =

∫ s

0

ds′πµp′(ψ̃s′) +

∫ u

0

du′πµp (ψ̃u′), (28)

such that G̃− = F̃− = sp′− + up−. Here, we have introduced the two shifted phases

ψ̃s = φ+ 2sτ ′− + 2sk−, (29)

ψ̃u = φ− 2uτ− − 2uk−, (30)

12



where

τ ′− = p′− −
G̃−
S

=
tp′− − uq−

S
, (31)

τ− = p− −
G̃−
S

=
tp− + sq−

S
. (32)

After the shift of the four-momentum kµ, we can write Γµ(p, p′, q;φ) in the form

Γµ(p, p′, q;φ) = e2

∫ ∞
0

dsdudt

∫
d4k

(2π)4
e−iκ

2t−i G̃
2

S
+iSk2L̃(Q̃′λ + γλk̂)C̃µ(Q̃λ + k̂γλ)R̃, (33)

where

L̃ = 1− en̂[Â(ψ̃s)− Â(φ)]

2p′−
, (34)

Q̃λ = 2πλp (ψ̃u) + i
en̂Â′(ψ̃u)

p−
nλ −

ˆ̃G

S
γλ, (35)

C̃µ =

{
1 +

en̂[Â(ψ̃s)− Â(φ)]

2(τ ′− + k−)

}
γµ

{
1− en̂[Â(ψ̃u)− Â(φ)]

2(τ− + k−)

}
, (36)

Q̃′λ = 2πλp′(ψ̃s) + i
en̂Â′(ψ̃s)

p′−
nλ − γλ

ˆ̃G

S
, (37)

R̃ = 1 +
en̂[Â(ψ̃u)− Â(φ)]

2p−
. (38)

The integral in d4k in Γµ(p, p′, q;φ) is complicated by the fact that the variable k− is

contained in the argument of the four-vector potential of the plane wave. Thus, we first take

the integral in d2k⊥, which is Gaussian:

Γµ(p, p′, q;φ) = −iα
∫ ∞

0

dsdudt

S

∫
dk−dk+

(2π)2
e−iκ

2t−i G̃
2

S
+2iSk−k+M̃µ(k−, k+, s, u, t;φ), (39)

where α = e2/4π ≈ 1/137 is the fine-structure constant and where

M̃µ(k−, k+, s, u, t;φ) =L̃

[
(Q̃′λ + k−γ

λ ˆ̃n)C̃µ(Q̃λ + k− ˆ̃nγλ)−
i

2S
γλγ⊥,iC̃

µγ⊥,iγλ

]
R̃

+ k+L̃[γλn̂C̃µ(Q̃λ + k− ˆ̃nγλ) + (Q̃′λ + k−γ
λ ˆ̃n)C̃µn̂γλ]R̃

+ k2
+L̃γ

λn̂γµn̂γλR̃.

(40)

Finally, the integral in dk+ results in a delta function and its first and second derivatives all

evaluated at 2Sk−. This allows then also to take the integral in dk− and, after straightfor-

13



ward manipulations, the resulting expression of Γµ(p, p′, q;φ) can be written as

Γµ(p, p′, q;φ) = − iα
4π

∫ ∞
0

dsdudt

S3
e−iκ

2t

{
e−i

G̃2

S L̃(SQ̃′λC̃µQ̃λ + 2iC̃µ)R̃

+
i

2

d

dk−

[
e−i

G̃2

S L̃(γλn̂C̃µQ̃λ + Q̃′λC̃µn̂γλ)R̃
]

+
n̂

S
nµ

d2

dk2
−

(
e−i

G̃2

S

)}∣∣∣∣
k−=0

= − iα
4π

∫ ∞
0

dsdudt

S3
e−iκ

2t−i G̃
2

S

×

{
L̃

[
SQ̃′λC̃µQ̃λ + 2iC̃µ +

1

2S

dG̃2

dk−
(γλn̂C̃µQ̃λ + Q̃′λC̃µn̂γλ)

]
R̃

+
i

2

d

dk−

[
L̃(γλn̂C̃µQ̃λ + Q̃′λC̃µn̂γλ)R̃

]
− n̂

S2
nµ

 1

S

(
dG̃2

dk−

)2

+ i
d2G̃2

dk2
−


∣∣∣∣∣∣
k−=0

.

(41)

This expression can be further manipulated especially to simplify its matrix structure. How-

ever, it is first convenient to make the following considerations related to the Ward identity

to be fulfilled by Γµ(p, p′, q;φ) [84]. From now on we assume that q− > 0. Thus, by using

the three four-vectors

Nµ = qµ − q2nµ

2q−
, (42)

Λµ
i = aµi +

q⊥,in
µ

q−
, (43)

with i = 1, 2 together with nµ, one can build a light-cone basis such that

ηµν =
Nµnν + nµN ν

q−
− Λµ

1Λν
1 − Λµ

2Λν
2. (44)

Then, the quantity Γµ(p, p′, q;φ)e∗l,µ(q), which is the one finally required here, can be written

as [recall that we work in the Lorenz gauge where (qe∗l (q)) = 0]

Γµ(p, p′, q;φ)e∗l,µ(q) =
e∗l,−(q)

q−
Γq(p, p

′, q;φ)−
q2e∗l,−(q)

q2
−

Γ−(p, p′, q;φ)

− (Γ(p, p′, q;φ)Λ1)(Λ1e
∗
l (q))− (Γ(p, p′, q;φ)Λ2)(Λ2e

∗
l (q))

=
e∗l,−(q)

q−
Γq(p, p

′, q;φ)

−
[
q2e∗l,−(q)

q2
−

+
q⊥,1
q−

(Λ1e
∗
l (q)) +

q⊥,2
q−

(Λ2e
∗
l (q))

]
Γ−(p, p′, q;φ)

+ Γ⊥,1(p, p′, q;φ)(Λ1e
∗
l (q)) + Γ⊥,2(p, p′, q;φ)(Λ2e

∗
l (q))

(45)
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where Γq(p, p
′, q;φ) = (Γµ(p, p′, q;φ)qµ) and all other symbols are defined in analogy to the

definitions given in the introduction. Now, since the structure of the function Γµ(p, p′, q;φ)

is complicated because of the presence of the plane wave, it is clear that the components

Γ−(p, p′, q;φ) = (Γµ(p, p′, q;φ)nµ) and Γ⊥,j(p, p
′, q;φ) = −(Γµ(p, p′, q;φ)aj,µ) are relatively

easy to work out because the quantities nµ and aµi characterize the plane wave. For example,

we observe that all the terms proportional to nµ in Γµ(p, p′, q;φ) can be ignored in the

computation of the components Γ−(p, p′, q;φ) and Γ⊥,j(p, p
′, q;φ).

The apparently most complicated term is, therefore, Γq(p, p
′, q;φ), which is related to the

fact that by itself the vertex-correction function is not gauge invariant. However, the gauge

invariance of QED guarantees that the component Γq(p, p
′, q;φ) of the vertex-correction

function does not to contribute to any transition amplitude involving on-shell external elec-

trons/positrons. We explicitly prove this statement in the case under consideration with an

incoming and an outgoing electron, the other possible cases being proved in an analogous

way. First, we start back from Eq. (14) and we apply the same procedure to prove the

Ward identity [11, 76]. From the second equality in Eq. (14) and from the definition of

Γµ(p, p′, q;φ) in Eq. (21), we obtain

Γq(p, p
′, q;φ) = −ie2

∫
d4k

(2π)4

1

k2 − κ2 + i0
γλ

1

Π̂(φ) + k̂ − q̂ −m+ i0
q̂

1

Π̂(φ) + k̂ −m+ i0
γλ.

(46)

now, by writing q̂ = Π̂(φ) + k̂ − m − [Π̂(φ) + k̂ − q̂ − m] it is clear that we can express

Γq(p, p
′, q;φ) as the difference of two terms containing only one propagator in the plane

wave:

Γq(p, p
′, q;φ) = −ie2

∫
d4k

(2π)4

1

k2 − κ2 + i0
γλ

[
1

Π̂(φ) + k̂ − q̂ −m+ i0
− 1

Π̂(φ) + k̂ −m+ i0

]
γλ.

(47)

At this point, we observe that in computing, for example, the one-loop radiative cor-

rections to nonlinear Compton scattering (see the leading-order diagram in Fig. 4, for the

kinematical situation corresponding to the case under study) we also have to include the

remaining diagrams listed in Fig. 5. If we indicate as iM(1)
s,s′,µ(p, p′, q)e∗µl (q) the amplitude

of the one-loop radiative corrections to nonlinear Compton scattering represented by the

diagrams in Figs. 3 and 5, the gauge invariance of QED implies that M(1)
s,s′,µ(p, p′, q)qµ = 0

[88]. Since the contribution corresponding to Fig. 5.c is by itself gauge invariant [67, 82],

by summing the contributions from Fig. 3 and from Figs. 5.b and 5.c, we obtain [see also
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q

p p′

FIG. 4. The leading-order Feynman diagram corresponding to nonlinear Compton scattering of an

off-shell photon. The double lines represent exact electron states in a plane wave (Volkov states)

[3].

q

p p′

q

p p′

q

p p′

a) b) c)

FIG. 5. The one-loop Feynman diagrams corresponding, together with the one-loop vertex cor-

rection in Fig. 3, to the leading-order radiative corrections of nonlinear Compton scattering of an

off-shell photon. The double lines represent exact electron states and propagator in a plane wave

(Volkov states and propagator, respectively) [3].
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Eq. (47)]

iM(1)
s,s′,µ(p, p′, q)qµ = −e3

∫
d4x

∫
d4k

(2π)4

1

k2 − κ2 + i0

× Ūs′(p′, x)

{
γλ

[
1

Π̂(φ) + k̂ −m+ i0
ei(qx) − ei(qx) 1

Π̂(φ) + k̂ −m+ i0

]
γλ

+ q̂ei(qx) 1

Π̂(φ)−m+ i0
γλ

1

Π̂(φ) + k̂ −m+ i0
γλ

+γλ
1

Π̂(φ) + k̂ −m+ i0
γλ

1

Π̂(φ)−m+ i0
q̂ei(qx)

}
Us(p, x).

(48)

Now, by using the fact that [Π̂(φ)−m]Us(p, x) = [Π̂(φ)−m]Us′(p
′, x) = 0, we first replace

q̂ with Π̂(φ) + q̂ −m (m− Π̂(φ) + q̂) in the third (fourth) line of this equation and then we

move the exponential exp[i(qx)] to the left of all other operators by exploiting the identity

in Eq. (1). The result is

iM(1)
s,s′,µ(p, p′, q)qµ = −e3

∫
d4x

∫
d4k

(2π)4

ei(qx)

k2 − κ2 + i0

× Ūs′(p′, x)

{
γλ

[
1

Π̂(φ) + k̂ − q̂ −m+ i0
− 1

Π̂(φ) + k̂ −m+ i0

]
γλ

+γλ
1

Π̂(φ) + k̂ −m+ i0
γλ − γλ

1

Π̂(φ) + k̂ − q̂ −m+ i0
γλ

}
Us(p, x),

(49)

which indeed vanishes identically. This result indicates that gauge invariance implies that

the component Γq(p, p
′, q;φ) can be ignored as it will always be compensated by the corre-

sponding contributions arising from the mass operators (some properties of Γq(p, p
′, q;φ) are

discussed in the appendix).

At this point, we can consider the other component Γ−(p, p′, q;φ), whose structure is

particularly easy. In fact, starting from Eq. (41), we have that

Γ−(p, p′, q;φ) = − iα
4π

∫ ∞
0

dsdudt

S3
e−iκ

2t−iG
2

S

(
SLQ′λn̂QλR + 2in̂

)
= − iα

2π

∫ ∞
0

dsdudt

S3
e−iκ

2t−iG
2

S

[(
2S(πsπu) +

G2

S
+ i

)
n̂− 2G−(π̂sR + Lπ̂u)

−Ĝπ̂sn̂− n̂π̂uĜ+ 2τ−LĜ+ 2τ ′−ĜR + 2
G−
S
Ĝ−

G2
−

S

∆̂sn̂∆̂u

p−p′−

]
,

(50)
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where

πµs = πµp′(ψs), ∆µ
s = e[Aµ(ψs)− Aµ(φ)], L = 1− n̂∆̂s

2p′−
, ψs = φ+ 2sτ ′−, (51)

πµu = πµp (ψu), ∆µ
u = e[Aµ(ψu)− Aµ(φ)], R = 1 +

n̂∆̂u

2p−
, ψu = φ− 2uτ−, (52)

Cµ =

(
1 +

n̂∆̂s

2τ ′−

)
γµ

(
1− n̂∆̂u

2τ−

)
, Gµ =

∫ s

0

ds′πµp′(ψs′) +

∫ u

0

du′πµp (ψu′), (53)

Qλ = 2πλu + i
en̂Â′(ψu)

p−
nλ − Ĝ

S
γλ, Q′λ = 2πλs + i

en̂Â′(ψs)

p′−
nλ − γλ Ĝ

S
. (54)

As we have mentioned, in order to compute the components Γ⊥,j(p, p
′, q;φ) = −(Γµ(p, p′, q;φ)aj,µ)

we can effectively assume that the matrix n̂ anticommutes with γµ. In the following four

equations, with an abuse of notation, we use the equal symbol also for two matrices that

are equal to each other up to terms proportional to nµ, which can anyway be ignored in the

computation of Γ⊥,j(p, p
′, q;φ). Going through the terms in Eq. (41) in order of complexity,

one can easily show that

LCµR = γµ +
G−

2p′−τ
′
−S

n̂∆̂sγ
µ − G−

2p−τ−S
γµn̂∆̂u, (55)

L(γλn̂CµQλ +Q′λCµn̂γλ)R = −2τ−
p′−

n̂∆̂sγ
µ +

2τ ′−
p−

γµn̂∆̂u −
4G−
S

γµ +
4Gµ

S
n̂

− 2n̂γµπ̂s − 2π̂uγ
µn̂,

(56)

d

dk−

[
L̃(γλn̂C̃µQ̃λ + Q̃′λC̃µn̂γλ)R̃

]
k−=0

= 8

(
Gµ

1

S
− sτ−

p′−
A′µs +

uτ ′−
p−
A′µu
)
n̂

+ 4s

(
1 +

τ−
p′−

)
n̂γµÂ′s − 4u

(
1 +

τ ′−
p−

)
Â′uγµn̂,

(57)

LQ′λCµQλR = 4(πsπu)

(
γµ +

G−
2p′−τ

′
−S

n̂∆̂sγ
µ − G−

2p−τ−S
γµn̂∆̂u

)
+ 2i

τ−
p′−
n̂Â′sγµ + 2i

τ ′−
p−
γµn̂Â′u −

2

S
LCµĜπ̂sR−

2

S
Lπ̂uĜC

µR

− 2

S2
LĜ

(
γµ +

γµ∆̂sn̂

2τ ′−
− ∆̂un̂γ

µ

2τ−

)
ĜR

(58)

where

Gµ
1 =

d

dφ

[∫ s

0

ds′ s′πµp′(ψs′)−
∫ u

0

du′ u′πµp (ψu′)

]
=

1

2τ ′−

[
sπµp′(ψs)−

∫ s

0

ds′πµp′(ψs′)

]
+

1

2τ−

[
uπµp (ψu)−

∫ u

0

du′πµp (ψu′)

] (59)
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and

Aµs/u = eAµ(ψs/u) (60)

(the prime on these quantities indicates the derivative with respect to φ).

In this way, we obtain the following expressions of the transverse components Γ⊥,i(p, p
′, q;φ):

Γ⊥,j(p, p
′, q;φ) =

iα

2π

∫ ∞
0

dsdudt

S3
e−iκ

2t−iG
2

S

×
{

(2S(πsπu) + i)

(
âj +

G−
2p′−τ

′
−S

n̂∆̂sâj −
G−

2p−τ−S
âjn̂∆̂u

)
− L(Caj)Ĝπ̂sR− Lπ̂uĜ(Caj)R−

1

S
LĜ

(
âj +

âj∆̂sn̂

2τ ′−
− ∆̂un̂âj

2τ−

)
ĜR

− 2(GG1)

S

(
τ−
p′−
n̂∆̂sâj −

τ ′−
p−
âjn̂∆̂u +

2G−
S

âj −
2(Gaj)

S
n̂+ n̂âjπ̂s + π̂uâjn̂

)
+ 2i

(
(G1aj)

S
+ s(A′saj)− u(A′uaj)

)
n̂

+i

[
s− (u+ t)

τ−
p′−

]
Â′sn̂âj − i

[
u− (s+ t)

τ ′−
p−

]
âjn̂Â′u

}
(61)

Equations (45), (50), and (61) are the main results of the paper and, as it can easily be

shown, they reduce to the result in vacuum as, e.g., on page 339 of Ref. [84] [as it is shown

in the appendix, the component Γq(p, p
′, q;φ) vanishes in vacuum]. We notice that the pre-

exponential matrices in all terms feature symmetry properties such that they can all be

written as the sum of two classes of terms with the second one, being obtained from the first

one by: 1) taking the Dirac conjugate, 2) swapping all indexes s and u in each quantity.

We have exploited this symmetry in the computations presented below. Finally, we observe

that all the terms in Eqs. (45), (50), and (61) have at most three gamma matrices except

the three terms on the third line of Eq. (61) [89]. The three terms in the third line of Eq.

(61) can be easily reduced to expressions containing at most five gamma matrices:

L(Caj)Ĝπ̂sR =

(
âj +

G−
2Sp′−τ

′
−
n̂∆̂sâj −

G−
2Sp−τ−

âjn̂∆̂u

)
Ĝπ̂s

+

(
âj +

G−
2Sp′−τ

′
−
n̂∆̂sâj

)(
p′−Ĝ−G−π̂s

) ∆̂u

p−

+
âjn̂

2p−τ−
[2(G−(∆uπs)− p′−(∆uG))∆̂u − (G−∆2

u + 2τ−(∆uG))π̂s + (p′−∆2
u + 2τ−(∆uπs))Ĝ],

(62)
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Lπ̂uĜ(Caj)R = π̂uĜ

(
âj +

G−
2Sp′−τ

′
−
n̂∆̂sâj −

G−
2Sp−τ−

âjn̂∆̂u

)
+

∆̂s

p′−

(
p−Ĝ−G−π̂u

)(
âj −

G−
2Sp−τ−

âjn̂∆̂u

)
+ [2(G−(∆sπu)− p−(∆sG))∆̂s − (G−∆2

s + 2τ ′−(∆sG))π̂u + (p−∆2
s + 2τ ′−(∆sπu))Ĝ]

n̂âj
2p′−τ

′
−
,

(63)

LĜ

(
âj +

âj∆̂sn̂

2τ ′−
− ∆̂un̂âj

2τ−

)
ĜR =

G−
2

(
Ĝâj∆̂sn̂∆̂u

p−τ ′−
+

∆̂sn̂∆̂uâjĜ

p′−τ−

)
+G−

(
âj∆̂sĜ

τ ′−
+
Ĝ∆̂uâj
τ−

)

+
[
(p′− + τ ′−)(Gaj) +G−(∆saj)

] ∆̂sn̂Ĝ

p′−τ
′
−

+ [(p− + τ−)(Gaj) +G−(∆uaj)]
Ĝn̂∆̂u

p−τ−
−G2âj

−
[
(p′− + τ ′−)G2 +

τ ′−G
2
−

p−τ−
∆2
u

]
∆̂sn̂âj
2p′−τ

′
−
−
[
(p− + τ−)G2 +

τ−G
2
−

p′−τ
′
−

∆2
s

]
âjn̂∆̂u

2p−τ−
+ 2(Gaj)Ĝ

− [G−∆2
s + 2p′−(G∆s)]

âjn̂Ĝ

2p′−τ
′
−
− [G−∆2

u + 2p−(G∆u)]
Ĝn̂âj
2p−τ−

+
G−
p−p′−

[
(Gaj) +

G−
τ ′−

(∆saj) +
G−
τ−

(∆uaj)

]
∆̂sn̂∆̂u −G2

[
(∆saj)

τ ′−
+

(∆uaj)

τ−

]
n̂,

(64)

Below, we will further investigate the structure of the vertex correction and discuss its

divergences.

IV. GAUGE-INVARIANCE PROPERTIES OF THE VERTEX-CORRECTION

FUNCTION

The first aspect we would like to discuss is about the gauge invariance of the expression

of Γs,s′,l(p, p
′, q) obtained above. On the one hand, it is clear that Γs,s′,l(p, p

′, q) is invariant

under a gauge transformation of the plane wave four-vector potential, as it can be proved

by replacing Aµ(φ) with Aµ(φ) + ∂µf(φ) = Aµ(φ) + nµf ′(φ), with f(φ) being an arbitrary

function of φ [we recall, in particular, that πµp (φ) is the kinetic four-momentum of an electron

in a plane wave and it is therefore gauge invariant, see Eq. (18)]. Now, concerning a gauge

transformation of the radiation field and, in particular, of the external photon, we have

already discussed that Γµ(p, p′, q;φ) is written in a form that automatically fulfills the Ward

identity, in such a way that one-loop radiative corrections are gauge invariant. In addition,

we study here the effect of the additional term δΓ
(ξ)
s,s′,l(p, p

′, q) brought about by considering
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the photon propagator D(ξ)λν(x) [84]

D(ξ)λν(x) =

∫
d4k

(2π)4

e−i(kx)

k2 − κ2 + i0

[
ηλν +

(
1− 1

ξ

)
kλkν

k2 − κ2 + i0

]
, (65)

in an arbitrary gauge parametrized by the constant ξ (the Lorenz gauge corresponds to

ξ = 1). It is clear from Eq. (14) that

δΓ
(ξ)
s,s′,l(p, p

′, q) =− ie2

(
1− 1

ξ

)∫
d4x

∫
d4k

(2π)4

1

(k2 − κ2 + i0)2

× Ūs′(p′, x)k̂
1

Π̂(φ) + k̂ −m+ i0
ei(qx)ê∗l (q)

1

Π̂(φ) + k̂ −m+ i0
k̂Us(p, x).

(66)

Now, since [Π̂(φ) − m]Us(p, x) = [Π̂(φ) − m]Us′(p
′, x) = 0, we have that Ūs′(p

′, x)k̂ =

Ūs′(p
′, x)[Π̂(φ) + k̂−m] and analogously k̂Us(p, x) = [Π̂(φ) + k̂−m]Us(p, x). Thus, the two

electron propagators in δΓ
(ξ)
s,s′,l(p, p

′, q) simplify and this quantity can be written in the form

δΓ
(ξ)
s,s′,l(p, p

′, q) = Z(ξ)

∫
d4x ei(qx)Ūs′(p

′, x)ê∗l (q)Us(p, x), (67)

with

Z(ξ) = −ie2

(
1− 1

ξ

)∫
d4k

(2π)4

1

(k2 − κ2 + i0)2
(68)

being a logarithmically divergent, gauge-dependent constant. However, since δΓ
(ξ)
s,s′,l(p, p

′, q)

has exactly the same structure of the tree-level matrix element of (virtual) nonlinear Comp-

ton scattering, the constant Z(ξ) can be absorbed in the renormalization of the electric charge

exactly as in vacuum [84]. Thus, we conclude that the gauge-dependent part of the vertex

correction can be absorbed in the renormalization of the electric charge and below we will

continue to work in the Lorenz gauge.

V. CONVERGENCE PROPERTIES OF THE VERTEX-CORRECTION FUNC-

TION

Analogously as the corresponding quantity in vacuum, the quantity Γµ(p, p′, q;φ) is log-

arithmically divergent in the ultraviolet, as it can be ascertained from the integral in d4k

in Eq. (14) (see, e.g., the book [84] for the analysis of the vacuum case). Now, if we imag-

ine to expand the exact Volkov propagators in powers of the external field (see also Fig.
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3), it is clear that, since the divergence of the corresponding vacuum amplitude is loga-

rithmic, all resulting terms depending on the field are ultraviolet convergent because the

loop contains at least three vacuum electron propagators apart from the photon propaga-

tor. It is important to stress here that this does not imply that the whole field-dependent

part of Γs,s′,l(p, p
′, q) is ultraviolet convergent because the terms dependent on the field ex-

clusively through the external electron states are still logarithmically divergent. For this

reason, the correct way of regularizing the vertex correction in the plane wave is to reg-

ularize the quantity Γµ(p, p′, q;φ) (see also Ref. [76]). Since the divergence at hand is

only logarithmic one first writes Γµ(p, p′, q;φ) = Γµ(p, p′, q;φ) − Γµ0(p, p′, q) + Γµ0(p, p′, q),

where Γµ0(p, p′, q) = Γµ(p, p′, q;φ)|Aµ(φ)=0, and notices that Γµ(p, p′, q;φ) − Γµ0(p, p′, q) is ul-

traviolet convergent. Then, one can regularize the vacuum expression Γµ0(p, p′, q) exactly

as in the vacuum, i.e., by subtracting the same expression evaluated for qµ = 0 and for

p̂ = p̂′ = m [84] (notice that the conservation laws in a plane wave already imply that

p′µ = pµ because these four-momenta are on-shell). In conclusion, by assuming that e in-

dicates the physical electron charge, we continue by investigating the regularized vertex

function ΓµR(p, p′, q;φ) = Γµ(p, p′, q;φ)− Γµ0(p, p, 0)|p̂=m. By using the master integrals

∫
d4k

(2π)4
eiSk

2

= − i

16π2S2
, (69)∫

d4k

(2π)4
kµkνeiSk

2

=
ηµν

4

∫
d4k

(2π)4
k2eiSk

2

=
ηµν

32π2S3
, (70)

it is straightforward to take the integral in d4k in Γµ0(p, p, 0)|p̂=m and to obtain the result

Γµ0(p, p, 0)|p̂=m = −i α
2π
γµ
∫ ∞

0

dsdudt

S3
e−iκ

2t−i (s+u)
2

S
m2

{
m2

[
2t− (s+ u)2

S

]
+ i

}
. (71)

From the derivations, it is clear that Γµ0(p, p, 0)|p̂=m has only components Γ0,−(p, p, 0)|p̂=m
and Γ0,⊥,j(p, p, 0)|p̂=m, and then that ΓR,q(p, p

′, q;φ) = Γq(p, p
′, q;φ), which, as we have

mentioned, can be shown to vanish for Aµ(φ) = 0 (see the appendix).

Now, we would like to investigate the convergence properties of the proper time integrals

in ΓR,−(p, p′, q;φ) and ΓR,⊥,j(p, p
′, q;φ). It is first convenient to use the following identity
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[90]

∫ ∞
0

ds

∫ ∞
0

du

∫ ∞
0

dt =

∫ ∞
0

ds

∫ ∞
0

du

∫ ∞
0

dt

∫ ∞
0

dS δ(S − s− u− t)

=

∫ ∞
0

dS

∫ S

0

ds

∫ S

0

du

∫ S

0

dt δ(S − s− u− t)

=

∫ ∞
0

dS S2

∫ 1

0

dx

∫ 1

0

dy

∫ 1

0

dz δ(1− x− y − z),

(72)

where in the last line we performed the changes of variables s = xS, u = yS, and t = zS.

By setting

∫
δ

dxdydz =

∫ 1

0

dx

∫ 1

0

dy

∫ 1

0

dz δ(1− x− y − z), (73)

it is instructive to report the expression of Γµ0(p, p, 0)|p̂=m in terms of the new variables:

Γµ0(p, p, 0)|p̂=m = −i α
2π
γµ
∫ ∞

0

dS

∫
δ

dxdydz e−iκ
2zS−im2(x+y)2S

{
m2[2z − (x+ y)2] +

i

S

}
,

(74)

because it clearly shows that only the term whose integrand is proportional to i is (loga-

rithmically) divergent (in the limit S → 0). This divergence is related with the ultraviolet

logarithmic divergence of the vertex-correction function. Keeping in mind that z = 1−x−y

[see Eq. (73)], another divergence for x+y → 0 arises for a massless photon (κ2 = 0), which

corresponds to the infrared divergence of the vertex-correction function. By means of the

above change of variables, we obtain

ΓR,−(p, p′, q;φ) =
α

2π
n̂

∫ ∞
0

dS

S

∫
δ

dxdydz e−iκ
2zS
[
e−ig

2S − e−im2(x+y)2S
]

− iα

2π

∫ ∞
0

dS

∫
δ

dxdydz e−iκ
2zS

{
e−ig

2S

[ (
2(πsπu) + g2

)
n̂− 2g−(π̂sR + Lπ̂u)− ĝπ̂sn̂− n̂π̂uĝ

+2τ−Lĝ + 2τ ′−ĝR + 2g−ĝ − g2
−

∆̂sn̂∆̂u

p−p′−

]
−m2n̂e−im

2(x+y)2S[2z − (x+ y)2]

}
,

(75)
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and

ΓR,⊥,j(p, p
′, q;φ) = − α

2π
âj

∫ ∞
0

dS

S

∫
δ

dxdydz e−iκ
2zS
[
e−ig

2S − e−im2(x+y)2S
]

+
iα

2π

∫ ∞
0

dS

∫
δ

dxdydz e−iκ
2zS

〈
e−ig

2S

{
2(πsπu)

(
âj +

g−
2p′−τ

′
−
n̂∆̂sâj −

g−
2p−τ−

âjn̂∆̂u

)
+
i

S

(
g−

2p′−τ
′
−
n̂∆̂sâj −

g−
2p−τ−

âjn̂∆̂u

)
− L(Caj)ĝπ̂sR− Lπ̂uĝ(Caj)R

− Lĝ

(
âj +

âj∆̂sn̂

2τ ′−
− ∆̂un̂âj

2τ−

)
ĝR− 2S(gg1)

(
τ−
p′−
n̂∆̂sâj −

τ ′−
p−
âjn̂∆̂u + 2g−âj − 2(gaj)n̂

+ n̂âjπ̂s + π̂uâjn̂

)
+ 2i ((g1aj) + x(A′saj)− y(A′uaj)) n̂+ i

[
x− (y + z)

τ−
p′−

]
Â′sn̂âj

− i
[
y − (x+ z)

τ ′−
p−

]
âjn̂Â′u

}
−m2âje

−im2(x+y)2S[2z − (x+ y)2]

〉
,

(76)

where

L(Caj)ĝπ̂sR =

(
âj +

g−
2p′−τ

′
−
n̂∆̂sâj −

g−
2p−τ−

âjn̂∆̂u

)
ĝπ̂s

+

(
âj +

g−
2p′−τ

′
−
n̂∆̂sâj

)(
p′−ĝ − g−π̂s

) ∆̂u

p−

+
âjn̂

2p−τ−
[2(g−(∆uπs)− p′−(∆ug))∆̂u − (g−∆2

u + 2τ−(∆ug))π̂s + (p′−∆2
u + 2τ−(∆uπs))ĝ],

(77)

Lπ̂uĝ(Caj)R = π̂uĝ

(
âj +

g−
2p′−τ

′
−
n̂∆̂sâj −

g−
2p−τ−

âjn̂∆̂u

)
+

∆̂s

p′−
(p−ĝ − g−π̂u)

(
âj −

g−
2p−τ−

âjn̂∆̂u

)
+ [2(g−(∆sπu)− p−(∆sg))∆̂s − (g−∆2

s + 2τ ′−(∆sg))π̂u + (p−∆2
s + 2τ ′−(∆sπu))ĝ]

n̂âj
2p′−τ

′
−
,

(78)
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Lĝ

(
âj +

âj∆̂sn̂

2τ ′−
− ∆̂un̂âj

2τ−

)
ĝR =

g−
2

(
ĝâj∆̂sn̂∆̂u

p−τ ′−
+

∆̂sn̂∆̂uâj ĝ

p′−τ−

)
+ g−

(
âj∆̂sĝ

τ ′−
+
ĝ∆̂uâj
τ−

)

+
[
(p′− + τ ′−)(gaj) + g−(∆saj)

] ∆̂sn̂ĝ

p′−τ
′
−

+ [(p− + τ−)(gaj) + g−(∆uaj)]
ĝn̂∆̂u

p−τ−
− g2âj

−
[
(p′− + τ ′−)g2 +

τ ′−g
2
−

p−τ−
∆2
u

]
∆̂sn̂âj
2p′−τ

′
−
−
[
(p− + τ−)g2 +

τ−g
2
−

p′−τ
′
−

∆2
s

]
âjn̂∆̂u

2p−τ−
+ 2(gaj)ĝ

− [g−∆2
s + 2p′−(g∆s)]

âjn̂ĝ

2p′−τ
′
−
− [g−∆2

u + 2p−(g∆u)]
ĝn̂âj

2p−τ−

+
g−
p−p′−

[
(gaj) +

g−
τ ′−

(∆saj) +
g−
τ−

(∆uaj)

]
∆̂sn̂∆̂u − g2

[
(∆saj)

τ ′−
+

(∆uaj)

τ−

]
n̂,

(79)

and where it is clear that also in the case of ΓR,⊥,j(p, p
′, q;φ) the only term requiring regu-

larization is the one analogous to that in the first line of Eq. (75). Due to the above change

of variables, the various quantities appearing in ΓR,−(p, p′, q;φ), and ΓR,⊥,j(p, p
′, q;φ) have

to be interpreted as

τ ′− = zp′− − yq− = (1− x− y)p′− − yq−, πµs = πµp′(θ
′
S), ∆µ

s = Aµ(θ′S)−Aµ(φ), (80)

τ− = zp− + xq− = (1− x− y)p− + xq−, πµu = πµp (θS), ∆µ
u = Aµ(θS)−Aµ(φ), (81)

where

θ′S = φ+ 2xτ ′−S = φ+ 2x[(1− x− y)p′− − yq−]S, (82)

θS = φ− 2yτ−S = φ− 2y[(1− x− y)p− + xq−]S. (83)

The formal definitions of the other quantities like L, R, Cµ, Qλ, and Q′λ remain un-

changed and the additional quantities

gµ =
Gµ

S
= x

∫ 1

0

dη πµp′(θ
′
ηS) + y

∫ 1

0

dη πµp (θηS) (84)

and

gµ1 =
Gµ

1

S2
=

d

dφ

[
x2

∫ 1

0

dη ηπµp′(θ
′
ηS)− y2

∫ 1

0

dη ηπµp (θ′ηS)

]
=

x

2τ ′−S

[
πµp′(θ

′
S)−

∫ 1

0

dη πµp′(θ
′
ηS)

]
+

y

2τ−S

[
πµp (θS)−

∫ 1

0

dη πµp (θηS)

]
,

(85)

which is regular in the limit S → 0 (and also in the limits τ− → 0 and τ ′− → 0), have been

also introduced.
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VI. THE LOCALLY-CONSTANT FIELD APPROXIMATION

In this section, we would like to investigate the regularized vertex-correction function

ΓµR(p, p′, q;φ) in the so-called locally-constant field approximation (LCFA) [12, 15, 24, 50].

Under this approximation quantum processes in an external field are assumed to form over

a length much shorter than the typical length where the external field significantly varies

[12, 15, 24, 50]. As a general condition of validity of the LCFA in a plane wave, one assumes

that the strength of the vector potential of the plane wave times the elementary charge is

much larger than the electron mass. This condition is based on the idea that the strength

of the vector potential scales as the strength of the electric field of the wave times the

typical field wavelength, and that the LCFA applies for larger and larger wavelengths (see

Refs. [39, 45, 47–49, 68, 86, 87, 91–95] for more refined results and investigations about

the validity of the LCFA). In order to study the structure of the vertex-correction function

ΓµR(p, p′, q;φ), it is first useful to exploit the general structure of the external plane wave,

in particular, to rewrite the phase G2/S in a convenient form [see Eqs. (50) and (61)]. By

starting from the identity v2 = 2v+v− − v2
⊥, valid for a generic four-vector vµ, it can easily

be shown that

G2 =
s(p′−s+ p−u)

p′−
(m2 + δm2

s) +
u(p′−s+ p−u)

p−
(m2 + δm2

u)

+ usp−p
′
−

{
1

p′−

[
πp′,⊥(φ)− 1

s

∫ s

0

ds′∆s′,⊥

]
− 1

p−

[
πp,⊥(φ)− 1

u

∫ u

0

du′∆u′,⊥

]}2

,

(86)

where we have introduced the laser-induced square mass corrections

δm2
s =

1

s

∫ s

0

ds′A2
⊥(ψs′)−

1

s2

[∫ s

0

ds′A⊥(ψs′)

]2

=
1

s

∫ s

0

ds′∆2
s′,⊥ −

1

s2

(∫ s

0

ds′∆s′,⊥

)2

,

(87)

δm2
u =

1

u

∫ u

0

du′A2
⊥(ψu′)−

1

u2

[∫ u

0

du′A⊥(ψu′)

]2

=
1

u

∫ u

0

du′∆2
u′,⊥ −

1

u2

(∫ u

0

du′∆u′,⊥

)2

.

(88)

We notice that for the present case of on-shell electrons, the three quantity G2 is non-

negative, a property which will be used below. Also, we observe that for the evaluation

of ΓµR(p, p′, q;φ) the phase φ is fixed but the vector potential depends on the integration
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variables s, u, and t (or x, y, and S). Thus, within the integration region, the terms in

the phases depending on the vector potential become larger and larger, leading in turn to

highly-oscillating integrands. Thus, the largest contributions to the integrals in the proper

times come from the regions where these variables are sufficiently small that the squares

of the mass corrections δm2
s, and δm2

u are of the order of m2 [70] (see also Ref. [96] for

a study of the subleading contributions arising from the saddle points of the phases). In

order to implement this idea, we assume that the variables s and u in Eqs. (87)-(88) in the

regions mainly contributing to the corresponding integrals are sufficiently small to expand

the integrands in those equations for ψs′ , and ψu′ around φ (the validity of this assumption is

checked a posteriori). It is appropriate to perform the expansions up to terms proportional

to the second derivative of A⊥(φ) because the leading-order contributions to δm2
s, and to

δm2
u turn out to be proportional to A′ 2⊥ (φ), i.e., to the square of the first-order correction.

Indeed, all contributions proportional to A′′⊥(φ) cancel out and one obtains

δm2
s ≈

1

3
m2

[
tχp′(φ)− uχq(φ)

S

]2

m4s2, δm2
u ≈

1

3
m2

[
tχp(φ) + sχq(φ)

S

]2

m4u2, (89)

where χp(φ) = p−|E⊥(φ)|/m3, χp′(φ) = p′−|E⊥(φ)|/m3, and χq(φ) = q−|E⊥(φ)|/m3 =

χp′(φ) − χp′(φ), with E⊥(φ) = −A′⊥(φ) (recall that we have assumed that q− > 0, such

that χq(φ) ≥ 0). Now, in order to obtain the range of validity of the above approxima-

tions, it is easier to consider the typical situation in which p− ∼ p′− ∼ q− and to indicate

as p0,− this common light-cone energy scale. Correspondingly, by indicating as E0 and ω0,

the amplitude and the typical angular frequency of the background plane wave (ω0 can

also be thought as the inverse of the typical time interval over which the background field

varies significantly), we construct the well-known Lorentz- and gauge-invariant parameters

ξ0 = E0/mω0, χ0 = p0,−E0/m
3 and η0 = χ0/ξ0 = ω0p0,−/m

2 [12, 15, 24], with E0 = |e|E0.

The above approximations are all valid if the integrals are formed over regions of s and u

such that ω0sp0,− = m2sη0 � 1 and ω0up0,− = m2uη0 � 1 (note that the additional proper

time variable t appears in the equations in a way that the relevant conditions and estimates

do not involve it). Now, from the expressions of the mass corrections within the LFCA, it

is easily seen that if χ0 ∼ 1 (χ0 � 1), then the integrals are formed over the region where

s, u . 1/m2 (s, u . 1/χ
2/3
0 m2). Since here we are interested in situations where χ0 & 1, we

can for simplicity use the single expression s, u . 1/χ
2/3
0 m2, such that the LCFA is valid

if η0/χ
2/3
0 = χ

1/3
0 /ξ0 � 1 [45, 48, 49, 68, 86, 87, 91, 92, 94]. By expanding also the terms
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in the second line of Eq. (86) up to the second derivative of A⊥(φ), we obtain that at the

leading order in the LCFA the phase G2/S reads

G2

S
= g2S ≈

p′−s+ p−u

p′−S
m2s

{
1 +

1

3

[
tχp′(φ)− uχq(φ)

S

]2

m4s2

}

+
p′−s+ p−u

p−S
m2u

{
1 +

1

3

[
tχp(φ) + sχq(φ)

S

]2

m4u2

}

+
usp−p

′
−

S

{
1

p′−

[
p′⊥ −A⊥(φ) +m3s

tχ⊥,p′(φ)− uχ⊥,q(φ)

S

]
− 1

p−

[
p⊥ −A⊥(φ)−m3u

tχ⊥,p(φ) + sχ⊥,q(φ)

S

]}2

+
4

3

usp−p
′
−

S

(
s2τ ′ 2−
p′−
−
u2τ 2
−

p−

)
E ′⊥(φ) · V⊥(φ),

(90)

where χ⊥,p(φ) = p−E⊥(φ)/m3 (χp(φ) = |χ⊥,p(φ)|), χ⊥,p′(φ) = p′−E⊥(φ)/m3 (χp′(φ) =

|χ⊥,p′(φ)|), χ⊥,q(φ) = q−E⊥(φ)/m3 = χ⊥,p(φ)− χ⊥,p′(φ) (χq(φ) = |χ⊥,q(φ)|), and where

V⊥(φ) =
1

p′−
[p′⊥ −A⊥(φ)]− 1

p−
[p⊥ −A⊥(φ)] . (91)

The appearance of A⊥(φ) in the vector V⊥(φ) seems to indicate that indeed the last line of

Eq. (90) is leading order in the LCFA because |V⊥(φ)| scales as 1/ω0. We should however

recall that the final object to be computed is Γs,s′,l(p, p
′, q) in Eq. (21). Now, if we compute

the phase Φ(p, p′, q;φ) resulting from the functions in Eq. (21) other than Γµ(p, p′, q;φ),

after taking the integrals in x⊥ and T , we obtain (apart from an inessential constant)

Φ(p, p′, q;φ) =
q−

2p−p′−

∫ φ

0

dφ′

{
m2 +

p−p
′
−

q2
−
q2 +

[
p⊥ −A⊥(φ′)− p−

q−
q⊥

]2
}

(92)

together with the conservation laws p⊥ = p′⊥ + q⊥ and p− = p′− + q−. It is clear that,

apart from the term proportional to q2, this is the phase of nonlinear Compton scattering,

as given, e.g., in Ref. [45]. By using the conservation laws p⊥ = p′⊥+ q⊥ and p− = p′−+ q−,

it is easy to show that

V⊥(φ) =
q−
p−p′−

[
p⊥ −A⊥(φ)− p−

q−
q⊥

]
. (93)

Since the LCFA corresponds to evaluate the remaining integral in φ in Eq. (21), it is clear

that in the region where most of the photons are emitted (and tacitly assuming that the

virtuality q2 is less or of the order of m2), it is |V⊥(φ)| ∼ m and the last line in Eq. (90)
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can be neglected. Finally, by applying the changes of variables discussed above, we obtain

the final expression of g2S within the LCFA in the form

g2S ≈
p′−x+ p−y

p′−
xm2S

{
1 +

1

3
[zχp′(φ)− yχq(φ)]2x2m4S2

}
+
p′−x+ p−y

p−
ym2S

{
1 +

1

3
[zχp(φ) + xχq(φ)]2y2m4S2

}
+ xyp−p

′
−S

〈
1

p′−

{
p′⊥ −A⊥(φ) + xm3S[zχ⊥,p′(φ)− yχ⊥,q(φ)]

}
− 1

p−

{
p⊥ −A⊥(φ)− ym3S[zχ⊥,p(φ) + xχ⊥,q(φ)]

}〉2

,

(94)

where z = 1− x− y.

Finally, we point out that have explicitly proved that in the constant-crossed field case

A⊥(φ) = −E0φ, the phase g2S reduces to the phase computed in Ref. [76]. The same can be

verified starting from Eq. (94) by setting E⊥(φ) = E0 and we note that our expression of the

phase of the vertex-correction function is not only more general but also much more compact

than that presented in Ref. [76]. A comparison of the final expression of the pre-exponent

was not carried out as the form presented in Ref. [76] has a very different structure from ours,

due to employed transformations there, which are appropriate only to the constant-crossed

field case.

Passing now to the pre-exponents of the components ΓR,−(p, p′, q;φ) [see Eq. (75)] and

ΓR,⊥,j(p, p
′, q;φ) [see Eq. (76)], one has to expand the field-dependent terms in Eqs. (75)-

(76) around the phase φ. Taking into account that the final quantity to be evaluated is

29



−ieΓs,s′,l(p, p′, q) in Eq. (21), a lengthy by straightforward calculation shows that

ΓR,−(p, p′, q;φ) ≈ α

2π
n̂

∫ ∞
0

dS

S

∫
δ

dxdydz e−iκ
2zS
[
e−ig

2S − e−im2(x+y)2S
]

− iα

2π

∫ ∞
0

dS

∫
δ

dxdydz e−iκ
2zS

〈
e−ig

2S

{
(p− + p′− − g−)

(
1− x
p′−

+
1− y
p−

)
m2n̂− 2m2n̂

+ 2m[(p− + p′− − g−)(x+ y)− g−] + [(2− x)(p−b
′ + p′−b)− g−b][(2− y)(p−b

′ + p′−b)− g−b′]
A′ 2⊥
p−p′−

n̂

+ (1− x)(1− y)p−p
′
−V2
⊥n̂− 2(1− x)(1− y)p−p

′
−

(
2− x
1− x

b′

p′−
+

2− y
1− y

b

p−

)
V⊥ ·A′⊥n̂

+ 2m
[
g− − (p− + p′− − g−)(x+ y)

]( b′

p′−
+

b

p−

)
n̂Â′

−(p− + p′− − g−)

[
x
b′

p′−
Â′n̂

(
q−
p−
m+ p′−γ⊥ · V⊥

)
+ y

b

p−

(
q−
p′−
m+ p−γ⊥ · V⊥

)
n̂Â′

]}
−m2n̂e−im

2(x+y)2S[2z − (x+ y)2]

〉
,

(95)

where g2 is obtained from Eq. (94), b = yτ−S, b′ = xτ ′−S, and where all fields and derivatives

are evaluated at φ.

Analogously, one obtains the following expression for ΓR,⊥,j(p, p
′, q;φ) within the LCFA:

ΓR,⊥,j(p, p
′, q;φ) ≈ − α

2π
âj

∫ ∞
0

dS

S

∫
δ

dxdydz e−iκ
2zS
[
e−ig

2S − e−im2(x+y)2S
]

+
iα

2π

∫ ∞
0

dS

∫
δ

dxdydz e−iκ
2zS

〈
e−ig

2S

{
2[(πsπu)− ((πs + πu)g)]

(
âj +

g−b
′

p′−τ
′
−
n̂Â′âj +

g−b

p−τ−
âjn̂Â′

)
+
i

S

(
g−b

′

p′−τ
′
−
n̂Â′âj +

g−b

p−τ−
âjn̂Â′

)
+ L(Caj)π̂sĝR + Lĝπ̂u(Caj)R

− Lĝ
(
âj +

b′

τ ′−
âjÂ′n̂+

b

τ−
Â′n̂âj

)
ĝR− 2S(gg1)

{[
2b′τ−
p′−

+ (2− y)b+ xb′
]
n̂Â′âj

+

[
2bτ ′−
p−

+ (2− x)b′ + yb

]
âjn̂Â′ +m

[
p′−
p−
− p−
p′−

+ x

(
1−

p′−
p−

)
− y

(
1− p−

p′−

)]
n̂âj

− p−(1− y)γ⊥ · V⊥n̂âj − p′−(1− x)n̂âjγ⊥ · V⊥
}

+ i(x− y)(x+ y − 2)A′⊥ · ajn̂

+ i

[
x− (y + z)

τ−
p′−

]
Â′n̂âj − i

[
y − (x+ z)

τ ′−
p−

]
âjn̂Â′

}
−m2âje

−im2(x+y)2S[2z − (x+ y)2]

〉
,

(96)

30



where

(πsπu)− ((πs + πu)g) ≈ −
p− + p′−

2g−
g2 − g−

p− + p′−
m2

+
1

2

(
1− g−

p− + p′−

){(
p−
p′−

+
p′−
p−

)
m2 +

[
V⊥ − 2

(
b′

p′−
+

b

p−

)
A′⊥
]2

p−p
′
−

}

−
p2
−p
′ 2
−

2g−(p− + p′−)

[
(x− y)V⊥ −

(xb′ + yb)q− + 2xbp′− − 2yb′p−
p−p′−

A′⊥
]2

,

(97)

L(Caj)π̂sĝR + Lĝπ̂u(Caj)R− Lĝ
(
âj +

b′

τ ′−
âjÂ′n̂+

b

τ−
Â′n̂âj

)
ĝR

≈ g2

(
âj +

g−b
′

p′−τ
′
−
n̂Â′âj +

g−b

p−τ−
âjn̂Â′

)
+ 2

[
((πs + πu − g) aj)

− S(p− + p′− − g−)(x− y)A′⊥ · aj
]
LĝR− 2m(gaj)

[
1−

(
b′

p′−
+

b

p−

)
Sn̂Â′

]
−mS(xâjÂ′ − yÂ′âj)n̂

[(
by − b′x− 2

bg−
p−

)
Â′ +m

(
y + x

p′−
p−

)
− xp′−γ⊥ · V⊥

]
−mS

[(
by − b′x+ 2

b′g−
p′−

)
Â′ +m

(
x+ y

p−
p′−

)
+ yp−γ⊥ · V⊥

]
n̂(xâjÂ′ − yÂ′âj)

− 2i(p− + p′− − g−)(x+ y)SελµνρnλA′µaj,νñργ5LĝR,

(98)

LĝR ≈ m(x+ y)

[
1−

(
b

p−
+

b′

p′−

)
n̂Â′

]
− xb′

2p′−
Â′n̂

(
m
q−
p−

+ p′−V⊥ · γ⊥
)

− yb

2p−

(
m
q−
p′−

+ p−V⊥ · γ⊥
)
n̂Â′ −

(
1

3

xb′ 2

p′−
+

1

3

yb2

p−
+
g−bb

′

p−p′−

)
n̂A′ 2⊥ ,

(99)

γ5LĝR ≈ γ5

[
m(y − x) +m

(
xb

p−
− yb′

p′−

)
n̂Â′ − xb′

2p′−
Â′n̂

(
m
q−
p−

+ p′−V⊥ · γ⊥
)

+
yb

2p−

(
m
q−
p′−
− p−V⊥ · γ⊥

)
n̂Â′ −

(
1

3

xb′ 2

p′−
+

1

3

yb2

p−
+
g−bb

′

p−p′−

)
n̂A′ 2⊥

]
,

(100)

((πs + πu)aj) ≈ −
[
2(b− b′)A′⊥ +

p− + p′−
q−

q⊥ + 2
p−p

′
−

q−
V⊥
]
· aj, (101)

(gaj) ≈
[
(xb′ − yb)A′⊥ − (yp− + xp′−)

q⊥
q−
− (x+ y)

p−p
′
−

q−
V⊥
]
· aj, (102)

(gg1) ≈
[
x3b′

6
+
y3b

6
+ xy2p′−

(
2b

3p−
+

b′

2p′−

)
+ yx2p−

(
2b′

3p′−
+

b

2p−

)]
A′ 2⊥

− xy

2
(yp′− + xp−)V⊥ ·A′⊥,

(103)

where γ5 = iγ0γ1γ2γ3 and εµνλρ is the completely antisymmetric tensor with ε0123 = +1. In

the above equations, the quantity g2 is given in Eq. (94) and we have taken into account

that finally we need the matrix elements of these matrices between Ūs′(p
′, x) and Us(p, x).
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The appearance of q⊥ in Eqs. (101)-(102) may suggest that large terms (i.e., of the order

of 1/ω0) could appear in total probabilities, if one imagines to carry out the integral over

the transverse photon momentum, as one has to shift the variable q⊥ by a vector containing

A⊥(φ) [see Eq. (92)] in order to perform the resulting Gaussian integral. However, this does

not represent a problem because the vector q⊥ is always multiplied by aj [see Eqs. (101)-

(102)]. Indeed, the first equality in Eq. (45) shows that the components ΓR,⊥,j(p, p
′, q;φ) are

only auxiliary quantities, as one finally needs to compute the components (ΓR(p, p′, q;φ)Λj).

Since by definition the vector Λ⊥,j is perpendicular to q⊥ [see Eq. (43)], by replacing aµj with

Λµ
j in ΓR,⊥,j(p, p

′, q;φ), it is easy to see that the (ΓR(p, p′, q;φ)Λj) depends on the vector q⊥

only through Λ⊥,j, a quantity which then, due to completeness, drops out once one computes

total probabilities.

Finally, we comment on the scaling of the radiative corrections due to the vertex correction

at χ0 � 1. This is more easily done in the case of ΓR,−(p, p′, q;φ) because one knows that

the corresponding amplitude in nonlinear Compton scattering is simply proportional to

ūs′(p
′)n̂us(p) (before one regularizes the amplitude by integrating by parts, see, e.g., [30]).

Now, the structure of the phase in Eq. (94) shows that at large values of χ0 the main

contribution to the integral in S comes from the region S . 1/χ
2/3
0 . Thus, the terms in the

preexponent in Eq. (95) proportional to p2
−A

′ 2
⊥ (φ)S2 = e2p2

−E2
⊥(φ)S2 give rise to the scaling

αχ
2/3
0 of the radiative corrections in agreement with the results in Ref. [76].

VII. CONCLUSIONS

We have computed the general expression of the one-loop vertex correction in an arbitrary

plane-wave background field for the case of two on-shell external electrons and an off-shell

external photon. By employing the operator technique within the Furry picture, we have

obtained a relatively compact expression, which takes into account exactly the background

plane-wave field. By showing explicitly that the vertex correction fulfills a generalized Ward

identity, we have singled out the corresponding terms invariant under a gauge transformation

of the external photon. As expected, the vertex-correction function features an infrared

divergence, which is cured by assigning a small, finite mass to the photon. The ultraviolet

divergence of the vertex correction has, instead, been shown to be renormalized as in vacuum.

The important special case of the locally-constant field approximation has been investi-
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gated in detail. We have shown that in the high-field regime χ0 � 1 the vertex-correction

function induces radiative corrections which scale according to the Ritus-Narozhny conjec-

ture as αχ
2/3
0 , where χ0 is the amplitude of the quantum nonlinearity parameter.
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Appendix A: The component Γq(p, p
′, q;φ) of the vertex-correction function

In this appendix, we evaluate more explicitly the component Γq(p, p
′, q;φ) of the vertex-

correction function although we have seen that it does not contribute to any transition

matrix element.

1. General structure of Γq(p, p
′, q;φ)

As we have mentioned in the main text, from the second equality in Eq. (14) and from

the definition of Γµ(p, p′, q;φ) in Eq. (21), we obtain

Γq(p, p
′, q;φ) = −ie2

∫
d4k

(2π)4

1

k2 − κ2 + i0
γλ

1

Π̂(φ) + k̂ − q̂ −m+ i0
q̂

1

Π̂(φ) + k̂ −m+ i0
γλ.

(A1)

Now, by writing q̂ = Π̂(φ) + k̂ − m − [Π̂(φ) + k̂ − q̂ − m] it is clear that we can express

Γq(p, p
′, q;φ) as the difference of two terms containing only one propagator in the plane wave,

which significantly simplifies its expression:

Γq(p, p
′, q;φ) = −ie2

∫
d4k

(2π)4

1

k2 − κ2 + i0
γλ

[
1

Π̂(φ) + k̂ − q̂ −m+ i0
− 1

Π̂(φ) + k̂ −m+ i0

]
γλ.

(A2)
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At this point, by following exactly the same steps as in the main text [see Eq. (41)], it is

easy to obtain the resulting expression

Γq(p, p
′, q;φ) =

α

4π

∫ ∞
0

dsdt

(s+ t)2
e−iκ

2t−i G̃
2
s

s+t

{
2

[
1− en̂[Â(ψ̃0,s)− Â(φ)]

2p′−

][
π̂p′(ψ̃0,s) +

ˆ̃Gs

s+ t

]

− n̂

(s+ t)2

dG̃2
s

dk−
+
en̂[Â(ψ̃0,s)− Â(φ)]

τ ′0,− + k−

[
π̂p′(ψ̃0,s)−

ˆ̃Gs

s+ t

]}∣∣∣∣∣
k−=0

− α

4π

∫ ∞
0

dudt

(u+ t)2
e−iκ

2t−i G̃
2
u

u+t

{
2

[
π̂p(ψ̃0,u) +

ˆ̃Gu

u+ t

][
1 +

en̂[Â(ψ̃0,u)− Â(φ)]

2p−

]

− n̂

(u+ t)2

dG̃2
u

dk−
−

[
π̂p(ψ̃0,u)−

ˆ̃Gu

u+ t

]
en̂[Â(ψ̃0,u)− Â(φ)]

τ0,− + k−

}∣∣∣∣∣
k−=0

,

(A3)

where

G̃µ
s =

∫ s

0

ds′πµp′(ψ̃0,s′), ψ̃0,s = φ+ 2sτ ′0,− + 2sk−, τ ′0,− =
t

s+ t
p′−, (A4)

G̃µ
u =

∫ u

0

du′πµp (ψ̃0,u′), ψ̃0,u = φ− 2uτ0,− − 2uk−, τ0,− =
t

u+ t
p−. (A5)

Finally, by evaluating the remaining derivatives with respect to k− as

dG̃2
s

dk−
= 4(G̃sG̃1,s), (A6)

dG̃2
u

dk−
= 4(G̃uG̃1,u), (A7)

where

G̃µ
1,s =

∫ s

0

ds′ s′π′µp′ (ψ̃0,s′) =
1

2(τ ′0,− + k−)

[
sπµp′(ψ̃0,s)−

∫ s

0

ds′πµp′(ψ̃0,s′)

]
, (A8)

G̃µ
1,u = −

∫ u

0

du′ u′π′µp (ψ̃0,u′) =
1

2(τ0,− + k−)

[
uπµp (ψ̃0,u)−

∫ u

0

du′πµp (ψ̃0,u′)

]
, (A9)

we obtain

Γq(p, p
′, q;φ) =

α

2π

∫ ∞
0

dsdt

(s+ t)2
e−iκ

2t−i G
2
s

s+t

{(
1− n̂∆̂0,s

2p′−

)[
π̂p′(ψ0,s) +

Ĝs

s+ t

]

− 2n̂

(s+ t)2
(GsG1,s) +

n̂∆̂0,s

2τ ′0,−

[
π̂p′(ψ0,s)−

Ĝs

s+ t

]}

− α

2π

∫ ∞
0

dudt

(u+ t)2
e−iκ

2t−i G
2
u

u+t

{[
π̂p(ψ0,u) +

Ĝu

u+ t

](
1 +

n̂∆̂0,u

2p−

)

− 2n̂

(u+ t)2
(GuG1,u)−

[
π̂p(ψ0,u)−

Ĝu

u+ t

]
n̂∆̂0,u

2τ0,−

}
,

(A10)

34



where

∆µ
0,s/u = e[Aµ(ψ0,s/u)− Aµ(φ)], (A11)

and where all the quantities without the tilde are the same as those with the tilde but with

k− = 0:

Gµ
s =

∫ s

0

ds′πµp′(ψ0,s′), Gµ
1,s =

1

2τ ′0,−

[
sπµp′(ψ0,s)−

∫ s

0

ds′πµp′(ψ0,s′)

]
, ψ0,s = φ+ 2sτ ′0,−,

(A12)

Gµ
u =

∫ u

0

du′πµp (ψ0,u′), Gµ
1,u =

1

2τ0,−

[
uπµp (ψ0,u)−

∫ u

0

du′πµp (ψ0,u′)

]
, ψ0,u = φ− 2uτ0,−.

(A13)

2. Regularization of Γq(p, p
′, q;φ)

Analogously to the other components of the vertex-correction function, the component

Γq(p, p
′, q;φ) has in principle to be regularized as it is apparently logarithmically divergent in

the ultraviolet. However, in the case ΓR,q(p, p
′, q;φ), actually, it is not necessary to perform

any subtraction of vacuum terms because, as we will show now, it vanishes for Aµ(φ) = 0.

It is convenient to perform the change of variable s = xσ and t = (1 − x)σ (u = xσ and

t = (1− x)σ) in the first (second) integral in Eq. (A10) [97] and we obtain

ΓR,q(p, p
′, q;φ) =

α

2π

∫ ∞
0

dσ

σ

∫ 1

0

dx e−iκ
2(1−x)σ

×

〈
e−ix

2σg2s

{(
1− n̂∆̂0,s

2p′−

)
[π̂p′(θ

′
0,σ) + xĝs]− 2x3σ(gsg1,s)n̂+

n̂∆̂0,s

2(1− x)p′−
[π̂p′(θ

′
0,σ)− xĝs]

}

− e−ix
2σg2u

{
[π̂p(θ0,σ) + xĝu]

(
1 +

n̂∆̂0,u

2p−

)
− 2x3σ(gug1,u)n̂− [π̂p(θ0,σ)− xĝu]

n̂∆̂0,u

2(1− x)p−

}〉
,

(A14)

where

θ′0,σ = φ+ 2x(1− x)p′−σ, (A15)

θ0,σ = φ− 2x(1− x)p−σ, (A16)
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and

gµs =
Gµ
s

s
=

∫ 1

0

dη πµp′(θ
′
0,ησ), gµ1,s =

Gµ
1,s

s2
=

1

2x(1− x)σp′−

[
πµp′(θ

′
0,σ)−

∫ 1

0

dη πµp′(θ
′
0,ησ)

]
,

(A17)

gµu =
Gµ
u

u
=

∫ 1

0

dη πµp (θ0,ησ), gµ1,u =
Gµ

1,u

u2
=

1

2x(1− x)σp−

[
πµp (θ0,σ)−

∫ 1

0

dη πµp (θ0,ησ)

]
.

(A18)

Note that gµ1,s and gµ1,u tend to constant values for σ → 0. Since ∆µ
0,s and ∆µ

0,u vanish at

σ = 0, the only problematic terms are those in the square brackets in Eq. (A14) containing

exclusively π̂p′(θ
′
0,σ) + xĝs and π̂p(θ0,σ) + xĝu. However, since Γq(p, p

′, q;φ) will finally be

multiplied by Volkov states both from the left and on the right, we can replace π̂p′(θ
′
0,σ)+xĝs

and π̂p(θ0,σ) + xĝu in the terms which do not contain other gamma matrices as

π̂p′(θ
′
0,σ) + xĝs → m(1 + x) + π̂p′(θ

′
0,σ)− π̂p′(φ) + x

∫ 1

0

dη [π̂p′(θ
′
0,ησ)− π̂p′(φ)], (A19)

π̂p(θ0,σ) + xĝu → m(1 + x) + π̂p(θ0,σ)− π̂p(φ) + x

∫ 1

0

dη [π̂p(θ0,ησ)− π̂p(φ)]. (A20)

In this way, the only remaining divergent terms are those proportional to m(1 + x) but

these divergences cancel each other in Eq. (A14), which can be conveniently written in the

manifestly convergent form

ΓR,q(p, p
′, q;φ) =

α

2π

∫ ∞
0

dσ

σ

∫ 1

0

dx e−iκ
2(1−x)σ

〈
m(1 + x)

(
e−ix

2σg2s − e−ix2σg2u
)

+ e−ix
2σg2s

{
π̂p′(θ

′
0,σ)− π̂p′(φ) + x

∫ 1

0

dη [π̂p′(θ
′
0,ησ)− π̂p′(φ)]

+
x

1− x
n̂∆̂0,sπ̂p′(θ

′
0,σ)

2p′−
− x(2− x)

1− x
n̂∆̂0,sĝs

2p′−
− 2x3σ(gsg1,s)n̂

}

− e−ix2σg2u
{
π̂p(θ0,σ)− π̂p(φ) + x

∫ 1

0

dη [π̂p(θ0,ησ)− π̂p(φ)]

− x

1− x
π̂p(θ0,σ)n̂∆̂0,u

2p−
+
x(2− x)

1− x
ĝun̂∆̂0,u

2p−
− 2x3σ(gug1,u)n̂

}〉
.

(A21)

This expression also shows that ΓR,q(p, p
′, q;φ) tends to zero for Aµ(φ)→ 0.

3. Some considerations about the LCFA

As we have mentioned in the main text, in order to study the structure component

ΓµR,q(p, p
′, q;φ) of the vertex-correction function, it is useful to rewrite the phases G2

s/(s+ t)
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and G2
u/(u + t) in a convenient form [see Eq. (A10)]. Indeed, since, as we have seen in

the main text, the component ΓR,q(p, p
′, q;φ) does not contribute to any transition matrix

element, we only report here some considerations about these phases. By starting from the

identity v2 = 2v+v− − v2
⊥, valid for a generic four-vector vµ, it can easily be shown that

G2
s = s2(m2 + δm2

0,s), (A22)

G2
u = u2(m2 + δm2

0,u), (A23)

where we have introduced the laser-induced square mass corrections

δm2
0,s =

1

s

∫ s

0

ds′A2
⊥(ψ0,s′)−

1

s2

[∫ s

0

ds′A⊥(ψ0,s′)

]2

=
1

s

∫ s

0

ds′∆2
0,s′,⊥ −

1

s2

(∫ s

0

ds′∆0,s′,⊥

)2

,

(A24)

δm2
0,u =

1

u

∫ u

0

du′A2
⊥(ψ0,u′)−

1

u2

[∫ u

0

du′A⊥(ψ0,u′)

]2

=
1

u

∫ u

0

du′∆2
0,u′,⊥ −

1

u2

(∫ u

0

du′∆0,u′,⊥

)2

.

(A25)

We notice that for the present case of on-shell electrons, the quantities G2
s and G2

u are

non-negative. By proceeding as in the main text we arrive to the approximated expressions

δm2
0,s ≈

1

3
m2

(
t

s+ t

)2

m4s2χ2
p′(φ), δm2

0,u ≈
1

3
m2

(
t

u+ t

)2

m4u2χ2
p(φ), (A26)

where χp(φ) = p−|E⊥(φ)|/m3 and χp′(φ) = p′−|E⊥(φ)|/m3, with E⊥(φ) = −A′⊥(φ). These

approximated expressions are valid if η0/χ
2/3
0 = χ

1/3
0 /ξ0 � 1 [45, 48, 49, 68, 86, 87, 91, 92, 94].

The final expressions of the phases G2
s/(s+ t) and G2

u/(u+ t) within the LCFA are

G2
s

s+ t
=

s

s+ t
m2s

[
1 +

1

3

t2

(s+ t)2
m4s2χ2

p′(φ)

]
, (A27)

G2
u

u+ t
=

u

u+ t
m2u

[
1 +

1

3

t2

(u+ t)2
m4u2χ2

p(φ)

]
. (A28)

The above expressions simplify by means of the mentioned changes of variables:

G2
s

s+ t
= x2m2σ

[
1 +

1

3
x2(1− x)2m4σ2χ2

p′(φ)

]
, (A29)

G2
u

u+ t
= x2m2σ

[
1 +

1

3
x2(1− x)2m4σ2χ2

p(φ)

]
. (A30)
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= Â(BC)− B̂(AC) + Ĉ(AB) + iεµνλργ
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