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Eine ultra-rauscharme, supraleitende Hochfrequenz-Ionenfalle fiir Frequenz-
metrologie mit hochgeladenen Ionen

Hochgeladene Ionen sind aussichtsreiche Kandidaten fiir Frequenzstandards der néchsten
Generation, da sie eine stark unterdriickte Sensitivitat fiir externe Stérungen aufweisen,
und wurden zudem vorgeschlagen, Physik jenseits des Standardmodells der Teilchen-
physik zu testen. Diese Anwendungen erfordern Spektroskopie hochgeladener Ionen mit
der Genauigkeit moderner Frequenzstandards basierend auf gespeicherten, einfach gelade-
nen Jonen. Um die vorherrschenden Limitierungen durch bewegungsbedingte Frequenz-
verschiebungen zu {iberwinden, ist eine effektive Unterdriickung der fallenspezifischen
Heizraten unabdingbar. Zu diesem Zweck wurde im Rahmen dieser Arbeit ein neues
kryogenes Paulfallen-Experiment, CryPTEx-II, entwickelt und in Betrieb genommen. Es
besteht aus einer neuartigen, supraleitenden Paulfalle, die als einzigartige Kombination
von Hochfrequenz-Resonator und Ionenfalle realisiert ist, und einer vibrationsarmen, kryo-
genen Zuleitung, welche die Fallenregion auf Temperaturen von 4.15 K abkiihlt und von
externen Vibrationen entkoppelt. Der Resonator weist eine Quadrupolresonanz des elek-
trischen Feldes bei 34.52 MHz mit einer Giite von ~ 2.3 x 10° auf. Diese sollte die sta-
bile Speicherung von Ionen in ultra-rauscharmen Hochfrequenzfeldern bei drastisch un-
terdriickten Heizraten der Bewegung erméglichen. Die im Rahmen dieser Arbeit durchge-
fiihrte Inbetriebnahme beinhaltet die Verwendung des Resonators als Quadrupol-Massen-
filter zur Fokussierung hochgeladener Ionen durch diesen hindurch und die ersten Expe-
rimente mit gespeicherten, Laser-gekiihlten Bet-Ionen. Dies beweist die volle Funktio-
nalitdt dieser einzigartigen Apparatur, welche zukiinftig Anwendung bei Hochprézisions-
experimenten mit hochgeladenen Ionen finden wird.

An ultralow-noise superconducting radio-frequency ion trap for frequency me-
trology with highly charged ions

Highly charged ions (HCIs) are excellent candidates for next-generation frequency stan-
dards, as they feature a much reduced susceptibility to external perturbations, and are
proposed to stringently test physics beyond the Standard Model of particle physics. These
applications require spectroscopy of HCIs with an accuracy on the level of state-of-the-
art trapped-ion frequency standards. In order to overcome the current limitations due to
motional frequency shifts, an efficient suppression of trap-induced heating rates is essen-
tial. To that end, a new cryogenic Paul trap experiment, CryPTEx-II, was developed and
commissioned within this work. It consists of a novel superconducting ion trap uniquely
combining a radio-frequency (rf) cavity and a Paul trap, and a low-vibration cryogenic
supply to cool the trap to temperatures of 4.15 K while decoupling external vibrations.
The cavity features an electric quadrupole mode at 34.52 MHz with a quality factor of
~ 2.3 x 10°, which allows for stable confinement of ions in ultralow-noise rf potentials
and is expected to result in strongly suppressed motional heating rates. Commissioning
experiments comprised the operation of the cavity as a quadrupole mass filter to focus
HCIs through the cavity as well as the first trapping and laser cooling of “Be™ ions. These
constitute the successful proof-of-principle operation of this unique apparatus, which will
be used for high-precision experiments with HCIs in the future.
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Introduction

Our understanding of fundamental physics has tremendously grown over the last 200
years. However, there is still a number of open questions representing a great challenge
for modern physics. Among them are the unification of the three fundamental inter-
actions described within the Standard Model of particle physics (SM) with gravity. In
addition, the composition of our universe is not completely understood, as studies of
the cosmic microwave background suggest that only a minor fraction of its total content
can be related to normal matter [Ade+14]. The large majority of the universe seems to
be made up of dark matter and dark energy. While the former has found experimental
support, e.g. observations of gravitational lensing [Aub+93; Alc+93] or dynamics of spi-
ral galaxies [FGT79], the latter is proposed as a possible explanation for the accelerated
expansion of the universe [PR03]. However, neither dark matter nor dark energy are
understood regarding their nature and interaction with SM particles. Furthermore, the
visible fraction of the universe is made up almost exclusively of baryonic matter and
contains basically no antimatter [DKO03]. This great surplus of matter over antimatter
remains to be explained.

There are two complementary approaches to searches for new physics, which may
contribute answers to these questions. At high energy scales, astronomical observations
or experiments based on particle accelerators are used. In contrast, the excellent con-
trol of systematic shifts in small-scale, i.e. table-top, laboratory experiments allows to
stringently test SM predictions with extremely high precision at low energies. Here, an
important technique has been and still is spectroscopy, especially for studies in atomic
physics. Starting with Bunsen and Kirchhoff in 1861, who used a prism to analyze the
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spectra of different chemical elements [KB61], spectroscopy was used to improve our
understanding of atomic and fundamental physics ever since. The invention of the laser
as a monochromatic light source in 1960 [Mai60] increased the achievable spectroscopic
precision. The subsequent application of laser cooling to atoms and ions, e.g. [Neu+78;
WI79], allowed to reduce the thermal velocity spread of ensembles of atomic systems and
thereby the Doppler broadening of the observed electronic transitions. In combination
with the development of ion traps by Dehmelt [Deh90] and Paul [PS53], this provides
the basis for modern high-precision experiments with long interrogation times under
well-controlled conditions.

The two most common means to confine ions are Paul traps and Penning traps. While
Penning traps restrict the motion of ions using static magnetic and electric fields, Paul
traps employ a superposition of radio-frequency (rf) and static electric potentials. The
focus of the following description is on Paul traps, since these allow to confine ions in a
zero-field environment, which makes them especially suited for high-precision laser spec-
troscopy or frequency metrology [Gil05; Lud+15]. The exceptional control of systematic
uncertainties in these traps enabled the highest precision measurements with single ions.
Examples for the low systematic uncertainties that have been demonstrated with single-
ion frequency standards are the Yb™ clock at Physikalisch-Technische Bundesanstalt
(PTB) with a fractional frequency uncertainty of Av/v = 3.2 x 10~ [Hun+16] and the
Al clock at National Institute of Standards and Technology (NIST) with 9.5 x 10719
[Bre+19]. Recently, even multi-ion traps were developed which reported on a control
of trap-induced frequency shifts below a relative uncertainty of 1071° [Kel+19]. This
makes trapped-ion frequency standards extremely sensitive probes to study fundamen-
tal physics, such as searches for a possible variation of fundamental constants [Ros+08;
Hun+14] or tests of local Lorentz invariance [Pru+15; Meg+19; San+19].

The systematic uncertainty of a frequency standard corresponds to the residual lack
of knowledge about systematic effects on the frequency determination. The magnitude
of these perturbations depends on the atomic properties of the probed system and the
involved electronic states [Lud+15]. In this respect, highly charged ions (HCIs) are
promising candidates to reduce systematic frequency shifts, as was originally pointed
out by [Sch07]. Due to their small size and the strong internal fields, HCIs are rather in-
sensitive to many external perturbations, which typically limit state-of-the-art frequency
standards [Koz+18]. Thus, HCIs were proposed as candidates for next-generation fre-
quency standards with a potential fractional uncertainty on the level of 10~ and below,
e.g. [Ber+12a; DDF12a]. In addition, HCIs feature dipole-forbidden transitions with an
enhanced sensitivity to effects beyond the SM, such as a possible variation of fundamen-
tal constants [Sch07; Ber+11; Ber+12b; DDF12¢; Koz+18]. The unique properties of
HCIs as well as their capability as probes for fundamental physics and next-generation
frequency standards make them attractive species to study in experiment (see Sec. 1.1).

One of the largest contributions to the systematic uncertainty of trapped-ion fre-
quency standards are motional shifts [Hun+16; Bre+19]. These can be caused by trap-
induced heating of the ion motion, e.g. by electric-field noise, as well as mechanical
vibration of the trap setup. In order to overcome the current limitations, a new cryo-
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genic Paul trap experiment, CryPTEx-II, was developed in the framework of this thesis.
It features a low-vibration cryogenic supply which provides mechanically ultra-stable
trapping conditions by decoupling external vibrations from the trap region. Most im-
portantly, the novel ion trap is realized by a unique combination of a superconducting rf
cavity and a Paul trap. Confinement of ions inside the ultra-stable rf potentials should
strongly reduce motional frequency shifts due to suppressed heating of trapped ions by
rf noise.

This is essential for the planned experiments with HCIs. Due to their increased elec-
tric charge, they feature an enhanced sensitivity to electric-field noise compared to singly
charged ions. In this respect, the new ion trap experiment represents a sophisticated
approach to improve the typical trapping conditions of modern Paul trap experiments,
which could contribute to the realization of frequency standards based on HCls as well
as to unlock their full potential for tests of fundamental physics. A comparison with
conventional Paul traps is given Sec. 1.2 together with a brief overview of the field of rf
cavities.

1.1 The physics and applications of highly charged ions

Over the past decade there has been a growing interest in HCIs for applications in
frequency metrology and fundamental physics [QV14; Koz+18]. The reasons are partly
related to the extraordinary inherent properties of HCIs. Additionally, they offer a whole
new range of systems to study, as each element of the periodic table can be prepared
in a variety of charge states. Two prominent applications of HCIs will be discussed
in the following. Here, the main focus is on optical transitions, for which the current
experimental state of the art is discussed.

It has to be noted that only a minor fraction of the available atomic systems can
be studied with high-precision laser spectroscopy, since many of the methods applied
in frequency metrology are refined for the microwave and optical range. For HCIs, the
number of transition in this region is limited due to the strong scaling of the electronic
gross structure with the nuclear charge Z, e.g. E oc Z2?/n? for hydrogen-like ions, where
n is the principal quantum number. Thus, electronic dipole transitions are typically
shifted to the x-ray range. Nevertheless, there are different types of optical transitions
in HCIs, which are dipole forbidden. First, fine-structure and hyperfine-structure tran-
sitions scale strongly with the nuclear charge, AE o Z3 and Z* for hydrogen-like ions,
respectively [Ber+12a], and are shifted into the optical range already at medium charge
states (¢ =~ 10e) [Leol8]. Additionally, transitions between different electronic config-
urations at so-called level crossings [BDF10; Bek+19] are found to be in the optical
range and strongly dipole forbidden. These level crossings occur due to the fundamen-
tally different ordering of electronic orbitals for neutral systems (Madelung ordering)
and hydrogen-like ions (Coulomb ordering). Thus, at some intermediate charge state
the different electronic levels are close in energy and exhibit energy differences in the
optical range.
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1.1.1 State-of-the-art optical spectroscopy

For many years, the achievable precision with HCI spectroscopy was limited by the
extreme conditions in which they are produced. Due to the high nuclear charge, energies
up to 100 keV are required to remove bound electrons and prepare the ion in the required
charge state. Large cross sections for charge-exchange reactions with neutral gas require
extreme high vacuum (XHV) conditions to maintain high charge states. Finally, in order
to reach long interrogation times, a mechanism for confinement needs to be provided.
Over the past decades, various devices were employed to study HCIs, such as electron
beam ion traps (EBIT) and sources (EBIS), electron cyclotron resonance ion sources
(ECRIS), plasma and fusion devices, Penning traps and accelerators [BS03].

Until recently, the most precise optical spectroscopy of HCIs was performed using
a hot plasma confined inside an EBIT. These devices employ a mono-energetic beam
of electrons accelerated to high kinetic energies to produce multiply charged ions by
sequential impact ionization of gas atoms. The ions are radially bound by the negative
space charge of the electron beam and axially confined inside the electrostatic trap-
ping potential of surrounding electrodes. However, space-charge effects, trapping-field
inhomogeneities, and voltage noise have limited the ion temperatures to T > 10°K
[Koz+18]. The corresponding Doppler broadening on the order of 100 GHz limited the
spectral resolution typically achieved to the ppm level [Dra+03; Sor+07; Mac+11].

Recently, this was improved by high-precision laser spectroscopy of an HCI inside
a Penning trap. Here, the laser-induced electronic excitation of a single “CAr'3* jon,
resistively cooled to 1K, was detected through interrogation of its spin state. This
allowed to measure the forbidden 2p 2P, /2 = 2p, /2 transition at 441 nm with a precision
of Av/v ~ 9.4 x 1079 [Egl+19]. Other Penning trap experiments aiming at optical
spectroscopy of trapped HCIs employ the laser-microwave double resonance technique
[Vog+19; Qui+08] to simultaneously determine electronic and nuclear g factors. In
addition, mass measurements in Penning traps recently allowed for the identification of
a long-lived metastable transition in highly charged rhenium ions [Sch+20]. Despite the
comparably large uncertainty of 2 eV, this method can be used to discover and identify
potential clock transitions in HCIs.

Despite this major improvement in spectral resolution, the lack of methods for cooling
and state preparation still hindered spectroscopy of HCIs on the level of optical frequency
standards. For both, a fast cycling transition in the laser-accessible range is required,
which cannot be found in HCIs [Koz+18]. Therefore, sympathetic cooling is employed
to reduce the HCI temperature by the strong Coulomb interaction with co-trapped laser
cooled ions. This was for the first time implemented inside a Penning trap [Gru+01].
Subsequently, the concept was adopted to Paul traps and demonstrated using “°Ar'3+
ions implanted into a Coulomb crystal of Doppler cooled Be™ ions [Sch+15a]. The
next major step towards the application of state-of-the-art spectroscopy schemes was
the preparation of a two-ion crystal consisting of HCI and ?Be™ ion and the application
of resolved sideband cooling. Recently, this enabled the preparation of an “CAr'3* ion
in the quantum mechanical ground state of its motion [Mic20; Leo+19]. This paved
the way for the application of quantum logic spectroscopy (QLS) to HCIs. Using the

4
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strong motional coupling of the co-trapped ions, the electronic excitation of the HCI is
transferred to the cooling ion and there efficiently detected. It was for the first time
demonstrated using the forbidden optical transition in “°Ar'3* at 441nm [Mic+20].
The reported statistical uncertainty of Av/v ~ 1071% opens up the potential of HCIs for
high-precision experiments.

1.1.2 Tests of fundamental physics

Experiments with HCIs allow to test the understanding of physics under extreme con-
ditions, where the effects of quantum electrodynamics (QED), special relativity, and
nuclear physics are greatly enhanced compared to neutral or singly charged systems
[Gil01; QV14; Koz+18]. This is related to their electronic structures. Compared to
neutral atoms, the number of electrons bound to the nucleus is reduced in HCIs of the
same element. Accordingly, the valence electrons experience a reduced screening of the
nuclear charge and are therefore more strongly bound to the nucleus. In addition, the
spatial extent of the electronic wavefunction is scaled down. Thus, the overlap of elec-
tronic and nuclear wavefunction is increased, which enhances the nuclear contributions
to the electronic energy levels [Kla+94; Cre496; Ort+06]. Furthermore, as the remain-
ing electrons are bound closely to the nucleus, they are part of highly relativistic systems
and feature scaled-up relativistic and QED effects [Ind19].

A detailed comparison of experiments with advanced atomic structure calculations
allows to refine the understanding of the underlying interactions. Besides the compa-
rably large magnitude of the effects, HCIs are especially appealing for such studies as
they feature a reduced number of bound electrons, which makes them easier to calculate
with high accuracy. Additionally, HCIs feature the possibility to study the scaling laws
of these effects as a function of the nuclear charge with identical number of electrons,
or by varying the number of electrons for the same nucleus. Therefore, HCIs are suit-
able systems to benchmark the understanding of electron correlations, electron-nucleus
interactions, special relativity, and QED. In the following, two proposed applications of
HClIs for tests of fundamental physics will be discussed in more detail.

Isotope shift spectroscopy

An interesting avenue in the search for new physics uses isotope shift spectroscopy, see
e.g. [Geb+15], in combination with a King plot analysis [Kin63] to probe nuclear physics.
Here, the frequency difference of two electronic transitions in the same atomic system is
compared for different combinations of isotopes. This method can be used to constrain
new physics, e.g. probe 5 force theories, which predict a new bosonic mediator coupling
electrons to neutrons [Ber+18; Koz+18]. Such an additional force would show up as a
non-linearity in the King plot and can thus be constrained by isotope shift measurements
using at least three different isotopes. However, it has to be noted that non-linearities are
also expected within the SM and can be caused by next-to-leading order contributions
to the isotope shift [PCE16].
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For these studies, HCIs are appealing, since they offer a large amount of systems to
choose from, which increases the number of available electronic transitions for identical
nuclei. Additionally, the expected non-linearities within the SM can be calculated to
higher precision for HCIs compared to neutral systems.

Time variation of fundamental constants

Another example for tests of new physics using HCIs is to probe a possible temporal
variation of fundamental constants [Ber+11; Koz+18]. This allows to test and constrain
certain extensions of the SM, which either allow for or directly suggest a variation of
fundamental constants, see e.g. [Wet03; DSWO08]. In addition, certain models of scalar
dark matter predict a coupling to the electronic energy levels in atomic systems [DP14],
which causes a shift of transition frequencies and could be interpreted as a change of the
fine-structure constant. The corresponding research is performed using a wide range of
systems, among others a natural nuclear reactor or astrophysical studies [Uzall]. Here,
only the laboratory limits based on atomic clock comparisons will be covered.

The basic idea is that the transition frequency between two electronic energy levels
in an atom depends on the exact value of the fine-structure constant «. In addition,
the energy difference between two hyperfine levels depends on the electron-to-proton
mass ratio p = me/my as well as the nuclear g factor. Thus, the frequency comparison
of two optical or microwave clocks can be used to constrain a possible variation of the
corresponding fundamental constants, which would be detectable as a temporal change
of the measured frequency ratio r = v /5. The best constraint on a possible « variation
obtained by a single optical clock comparison is given by &/a = —1.6(2.3) x 10717 yr~!
[Ros+08]. In combination with the results from various comparisons of optical and
microwave clocks as well as dysprosium measurements, the present day limits for the
variation of o and p are given by [Lee+13; Hun+14; God+14]

= —2.0(2.0) x 1077 yr=t |

TR

= 0.2(1.1) x 1070yt (1.1)

The sensitivity of a specific electronic transition to a possible variation of the fine-
structure constant can be predicted using atomic structure calculations of the transition
energies for changing values of a. It is typically expressed by the parameter K, which
relates a change of a to a change of transition frequency [DFMO03; Koz+18]:

571/:K(57a — ﬁ:‘Kl—Kg‘éfa . (1.2)
20 Qo o Qo
The K factor of most atomic clocks which are currently in operation or development
is below 1, except for the Hg' clock and the Yb™" octupole transition, which reach
sensitivities of —3 and —6, respectively [Koz+18].

Larger sensitivities can be found in HCIs. Over the last years, several systems were

predicted to be very sensitive to a potential « variation [Sch07; Ber+11; Ber+12b;
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DDF12¢; Koz+18]. Especially optical transitions at level crossings are predicted to
feature K parameters which are up to two orders of magnitude larger compared to singly
charged or neutral systems. This is related to the enhanced relativistic effects, the high
ionization threshold as well as the large proton number of HCIs [BDF10; Koz+18].

In addition, since hyperfine transitions are shifted to the optical range in HClIs,
they become potentially available for high-precision laser spectroscopy. This allows for
sensitive tests of a variation of nuclear g factors or p using HCIs. An overview of
the proposed systems and their applications in fundamental studies can be found in
[Koz+18].

1.1.3 Frequency standards based on highly charged ions

In order to unlock the potential of HCIs for the aforementioned studies of fundamental
physics, a frequency standard based on HCIs needs to be set up. In principle, they are
well-suited to reach lower systematic uncertainties compared to state-of-the-art single-
ion clocks, due to their advantageous atomic properties [Sch07; Koz+18]. In particular,
the small size of the electronic wavefunction yields a suppressed polarizability of the
ions, which scales with Z~% [Ber+12a]. As a result, many of the field-induced shifts
are suppressed, e.g. the electric quadrupole shift (Z~2) and the second-order Stark shift
(Z=%) [Ber+12a]. The stated scalings with the nuclear charge Z apply strictly only for
hydrogen-like ions and become more complicated for many-electron systems, where the
screening of the nuclear charge has to be taken into account. However, also in this case
many of the systematic shifts are greatly suppressed and additionally accompanied by
reduced uncertainties [Koz+18]. Thus, several HCIs were proposed as promising can-
didates for next-generation frequency standards with predicted fractional uncertainties
at the level of 107! and below, e.g. [Sch07; Ber+12a; DDF12a; DDF12b; YTDI14]. A
detailed evaluation of different clock candidates is provided in [Koz+18].

Although the individual contributions to the total systematic uncertainty of an op-
tical clock depend on the details of the atomic systems, two effects are expected to
be dominant for HCIs [Koz+18; Mic20]. First, the linear Zeeman shift of the involved
electronic energy levels is rather insensitive to the nuclear charge, and thus not sup-
pressed compared to singly charged or neutral systems. However, it can be removed by
averaging over different Zeeman components of the probed transition. Second, motional
shifts are expected to be more pronounced in highly charged systems. This requires
a careful calibration and minimization of the corresponding sources, e.g. excess micro-
motion, and suppressed motional heating rates inside the trap [Koz+18]. The latter
causes an increased motional shift over the interrogation time as well as an increased
shift uncertainty and can thus limit the systematic uncertainty. This will be discussed
in Sec. 1.1.4.

Besides the use of HCIs as optical frequency standards, they offer the prospect to ex-
pand frequency metrology to higher transition frequencies. This would allow to improve
the fractional statistical uncertainty, which is typically limited by quantum projection

7



Chapter 1. Introduction

noise and scales as [Lud+15; Koz+18]

o X S , (1.3)
[0 Nt
where N denotes the number of references, 7 is the probe time, ¢ is the averaging time
and 1y is the probed transition frequency. Thus, a long probe time and a high transition
frequency are needed in order to limit the averaging time required to reach a given
statistical uncertainty. Typically, the probe time is limited either by the excited state
lifetime or the coherence time of the interrogating laser. Thus, it is desirable to increase
the transition frequency and develop a frequency standard based on a transition in the
vacuum ultraviolet (VUV), extreme ultraviolet (XUV), or even in the x-ray range.
This is difficult to realize with neutral or singly charged systems, since the irradia-
tion with high-energy photons might result in ionization or couple the involved electronic
states to the continuum and thereby broaden the transition. These limitations can be
overcome using HCIs, which feature strongly bound valence electrons due to their in-
creased nuclear charge. In addition, they offer dipole-forbidden transitions in the VUV
and XUV regions, which feature sufficiently long lifetimes to be used as future frequency
standards [Koz+18; Sch+420]. However, in order to benefit from higher transition fre-
quencies, the systematic uncertainties need to be reduced to a similar level as the im-
proved statistical ones. In addition, the developed methods for frequency metrology in
the optical regime need to be transferred to higher frequencies. This can be achieved
using XUV frequency combs based on high harmonic generation [Goh+05; Jon+05],
which allows to transfer the temporal coherence and comb structure of an optical fre-
quency comb to the XUV. One of these devices has been set up and commissioned at
Max-Planck-Institut fiir Kernphysik (MPIK) [Nau+17; Nau20; Oel21]. Besides the use
for frequency-metrology, the combination with the presented ion trap experiment in the
near future will allow for direct frequency comb spectroscopy of cold HCIs in the XUV
range.

1.1.4 Motional shifts of trapped ions

One of the largest contributions to the systematic uncertainty of modern frequency
standards based on trapped ions are motional shifts [Hun+16; Bre+19], which are also
expected to be relevant for HCIs. The presented ion trap experiment aims to reduce these
trap-induced frequency shifts by production of ultra-stable rf potentials, as discussed in
Sec. 1.2. In the following, the different contributions to motional shifts are discussed.
The first order Doppler shift arises from the relative movement of the ion in the
direction of the interrogating laser and ideally averages to zero for its motion inside
the harmonic trapping potential. However, thermal effects and patch potentials at the
trap electrodes can lead to a drift of the mean ion position relative to the probe laser
over the course of the measurement. This was measured to yield a fractional shift on
the order of 5 x 10717 [Bre+19], which corresponds to a mean drift velocity on the
order of 10nms™!. It can be compensated by using counterpropagating probe beams or
stabilizing the interrogation laser to the trap. For cryogenic environments, the thermal
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expansion of the trap is greatly reduced, which should suppress the movement of the ion
trap itself.

The second order Doppler shift gives rise to a relativistic time dilation due to the
residual motion of the ion with respect to the spectroscopy laser. This amounts to a
fractional shift of 1 x 107! for a velocity of 0.42ms~! [Kell5]. In order to account
for this effect, a precise knowledge of the ion motional state over the course of the
measurement is required. The two contributions to this shift are the thermal ion motion
inside the harmonic pseudopotential of the trap and the micromotion, which is driven
by the confining rf potential. The latter comprises contributions from the intrinsic
micromotion which is naturally present in Paul traps and depends on the spatial extent of
the wavefunction of the ion. Another contribution results from excess micromotion which
is caused by residual rf fields at the potential minimum of the trap. The corresponding
motional shift needs to be carefully evaluated and minimized, e.g. using the methods
described in [Ber+98; Kel+15].

The thermal ion motion can be minimized by preparing the ion in the quantum
mechanical ground state of its motion using appropriate cooling schemes. However, the
ion is still susceptible to external electric-field noise, which couples to the ion motion
and induces heating. The precise determination of the motional state of the ion with low
uncertainty thus demands low motional heating rates over the course of the measurement.
The estimated heating rate for an ion with charge ¢ and mass m scales with ¢?/m
[Bro+15] and is thus potentially enhanced for HCIs compared to singly charged ions.
This becomes even more important for few-ion crystals consisting of an HCI and a laser-
cooled ion, which is used for QLS of HCIs [Mic+20; Mic20]. The reported heating rates
for a two-ion crystal consisting of one 4 Ar'** ion and one “Be™ ion [Mic20] are more than
one order of magnitude larger compared to the measured values without HCI [Leo+19].
This renders the suppression of motional heating rates indispensable for high-precision
experiments with HClIs.

1.2 Superconducting radio-frequency cavities

The new ion trap developed within this thesis is designed to provide ultra-stable rf
trapping conditions with suppressed motional heating rates. It represents a unique
combination of a superconducting rf cavity and a linear Paul trap, where the ions are
confined by the standing electromagnetic (em) fields of the resonant mode. The following
section gives a brief overview of the field of rf cavities and compares the new apparatus
to conventional Paul trap experiments.

An rf cavity describes a largely closed metal structure, which supports various res-
onant modes of the enclosed em fields. Several types of rf cavities are elementary con-
stituents of many modern particle accelerators, where they are used to accelerate a wide
range of charged particles. They exhibit typical resonance frequencies in the range from
50 MHz to 4000 MHz and were historically made of copper [Padl7]. However, due to
the quadratic increase of ohmic losses with the intra-cavity voltages, normal-conducting
cavities suffer from heat-up, vacuum degradation and thermal expansion at high em
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energies. With the demand for higher fields, normal-conducting cavities thus became
uneconomical and superconducting cavities developed into the technology of choice.

Since the first development of superconducting cavities in the 1960s [TV70], they
have found wide-spread application over the last decades at particle accelerators for high-
energy physics, nuclear physics, light sources, neutron sources and proton accelerators
[Padl7]. The largest deployment of superconducting rf technology today is the Euro-
pean X-Ray Free-Electron Laser (EuXFEL) [Abe+06] located at Deutsches Elektronen-
Synchrotron (DESY) in Hamburg, Germany. It comprises 800 superconducting cavities,
which were qualified with a maximum gradient of 30 MVm™! at 1.3 GHz frequency, pro-
viding beam energies of up to 17.5GeV [Res+17]. The largest future application under
consideration at the moment is the International Linear Collider (ILC) in Japan. It
is an electron-positron collider based on 16000 superconducting cavities, which should
provide up to 500 GeV beam energy [Ado+13].

Although the high beam energies are very different from the kinetic energies of ions
confined inside Paul traps, which typically employ trapping potential depths < 1€V, the
extremely high quality factors of @ > 10'° routinely achieved with superconducting rf
cavities make them attractive instruments for the application at low-energy ion traps.
This is related to the superior properties of the rf fields inside a high-Q) cavity. As the
quality factor corresponds to the ratio of the stored em energy to the dissipated power
per rf period, many cycles of the rf supply are stored inside the cavity which yields
an increased amplitude and phase stability. In addition, the quality factor defines the
frequency bandwidth Aw of the resonant mode, Aw oc Q. Thus a high quality factor
increases the stability of the rf potentials and efficiently suppresses external rf noise.

At conventional Paul trap experiments, the rf potentials for the radial confinement
of ions are usually produced by an external rf resonator. The most common types are
quarter wave or helical resonators, which feature typical resonance frequencies between
1kHz and 100 MHz [Siv+12]. Values reported for the loaded quality factor, i.e. the
quality factor of resonator connected to ion trap, are on the order of @ ~ 103 [Joh+16;
Bra+16; Siv+12]. At these quality factors, the insufficient filtering of the rf drive noise
at the trap electrodes can limit the achievable motional heating rates, as was reported
in [Leo+19].

This is improved substantially by the novel superconducting ion trap developed in
this thesis. Integrating the trap electrodes into the cavity allows to suppress rf losses and
accordingly enhance the quality factor. Confining the ions inside the ultra-stable stand-
ing em fields of the high-Q) cavity is expected to provide drastically reduced motional
heating rates compared to state-of-the-art Paul traps. This will allow to maintain small
ion temperatures even for the extended interrogation times required for high-precision
spectroscopy, which is crucial for the planned experiments with HCIs.

1.3 Thesis outline

This thesis reports on the development and construction of the new cryogenic Paul trap
experiment CryPTEx-II located at MPIK. The performed commissioning experiments
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include the first trapped ions and represent the proof-of-principle operation of the novel
resonator ion trap combination.

In the next chapter, Chapter 2, the theoretical background for the presented work is
provided. This includes a discussion of the general aspects of ion confinement inside rf
ion traps, as well as the intended cooling methods. In addition, the main characteristics
of rf cavities are covered together with the basics of rf superconductivity.

In Chapter 3, an overview of the complete experimental setup is provided, including
the employed laser systems as well as atom and ion sources. The main focus is on the
development and performance characterization of the low-vibration cryogenic supply and
cryogenic setup of the ion trap.

Subsequently, in Chapter 4, the superconducting cavity constituting the main part
of the new experiment is presented. The final design was developed using various simu-
lations of the trapping potentials, the em eigenmodes of the resonant structure, as well
as the injection performance of HCIs. These are presented together with a feasibility
study for the application of image current detection techniques.

The commissioning of CryPTEx-II is presented in Chapter 5. This includes a detailed
performance characterization of the superconducting cavity based on the rf properties
of its electric quadrupole mode. The confinement of ions inside the cavity operated
as a quadrupole mass filter is investigated by measuring the transmission of HCIs. In
addition, the first experiments with trapped and laser-cooled “Be™ ions are discussed,
which completes the commissioning of the superconducting cavity and the Paul trap
experiment developed in this thesis.

The work closes with a summary and an outlook in Chapter 6, where possible modifi-
cations of the experimental setup as well as ideas for future measurements are discussed.
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Theoretical Background

The ion trap developed and commissioned within the framework of this thesis represents
a combination of a linear Paul trap and a radio-frequency (rf) cavity. Accordingly,
this chapter covers physics from both fields and is divided into two parts. The first half
(Sec. 2.1 and Sec. 2.2) starts with a description of the motion of a single ion confined in a
Paul trap, followed by a discussion of the influences from imperfect trapping potentials
(Sec. 2.1). Subsequently, an overview of the experimental techniques to cool trapped
ions by interaction with laser light is given in Sec. 2.2. The second half of this chapter
(Sec. 2.3 and Sec. 2.4) covers the basics and main characteristics of rf cavities and rf
superconductivity. This includes a discussion of the experimental techniques for cavity
characterization employed within this thesis (Sec. 2.3). The chapter closes with an
introduction to the rf properties of superconductors (Sec. 2.4).

2.1 The linear radio-frequency ion trap

A linear rf ion trap, also called Paul trap, is the key element of the experimental appara-
tus presented in the thesis. Here, a brief summary of the underlying working principle,
based on [Gho95] and [Win+98a], will be given. In addition, deviations from the ideal
Paul trap and their influence on the ion motion are discussed.
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Chapter 2. Theoretical Background

2.1.1 TIon motion in the trap

Three-dimensional harmonic confinement of charged particles requires an electric poten-
tial of the general form

O(z,y,2) = ax? + By +v2° . (2.1)

Following from the Laplace equation, A® = 0, the coefficients have to obey the relation
o+ B+ v = 0. This results in a repulsive force in at least one direction. Therefore, it
is not possible to realize a three-dimensional potential minimum using exclusively static
electric potentials. This is also known as Earnshaw’s theorem [Ear48].

In order to circumvent this repulsive contribution, a Paul trap employs a combination
of rf and static electric fields. Thereby, a time-dependent quadrupole potential confines
the ions along two directions. A static potential well is added along the third direction
to restrict the ion motion along the central axis of the quadrupole.

In the simplest form, a linear Paul trap consists of four hyperbolic trap electrodes, as
sketched in Fig. 2.1. These are used to produce the quadrupole potential for the radial
confinement of ions along (x,y). Close to its minimum, it can be approximated by a
harmonic potential:

22 — 2

Pqp (@, y,t) = Po(t) ral (2.2)

where rg describes the distance from the trap electrodes to the symmetry axis. The
quadrupole amplitude ®y(t) depends on the voltage amplitude Vi¢ and the frequency §2
of the rf trap drive,

Oy(t) = Vipcos(QU) + Ug. - (2.3)

Additionally, a static voltage Uj. is added in some cases to introduce a controlled
anisotropy and lift the degeneracy of the radial motional frequencies (see Eq. (2.9)).
For the confinement along the trap axis (z), a static potential U], is applied to the
outer electrode segments on both sides of the trap center separated by the distance 2z
(see Fig. 2.1). Around its minimum, the resulting potential can be approximated by

_ kUG 2 2 2
Dye(z,y,2) = 92 (22 —z°—y ) . (2.4)
Here, the geometric factor k < 1 corresponds to the fraction of the applied direct current
(dc) voltage, Uj,, that is converted to the harmonic potential along the trap axis. It is
determined by simulations (see Sec. 4.5.1).

The total trapping potential is given by the sum of the axial (Eq. (2.4)) and radial
(Eq. (2.2)) contributions. The equations of motion for an ion of mass m and charge ¢
moving through this potential are given by the so-called Mathieu equations:

Q2

g (ay —2qucos(Q)u=0 with v=uzvy, 2z |, (2.5)
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Figure 2.1: Schematic drawing of a linear Paul trap geometry with hyperbolic trap elec-
trodes. The four quadrupole electrodes are segmented into three parts. All
segments are supplied with the quadrupole potential =®(¢) to radially confine
ions. This can be seen on the right side, where the potentials of the center
segments (cyan) are indicated in a section view through the trap center. Axial
ion confinement is provided by the outer segments (magenta), additionally
supplied with an electrostatic potential Ug,.

where the dimensionless transformation parameters a, and g, are introduced:

4q (2U%.  KUZ 4qVie
Agy = imQQ ( T%C ch> ) ry = :FW )
8qrUj,
mz3? an e (2:6)

Solutions to equation Eq. (2.5) can be divided into stable and unstable trajectories. The
former describe an ion motion which is restricted to a finite volume around the potential
minimum of the ion trap.

In axial direction, stable solutions require a, > 0 as well as the kinetic energy of the
particle to be smaller than the depth of the axial trapping potential. In radial direction,
the stability of the ion motion depends only on the parameters a,, and g;,. The
stability diagram for the motion of a single ion inside a linear Paul trap is shown in Fig.
2.2. While different regions in the (a,, q,,) parameter space allow for stable confinement
in both radial directions, most Paul traps are operated in the stability region closest
to the origin (ay,q, = 0) for practical reasons. This is also the case for the ion trap
described in this thesis, with typical stability parameters in the range |a,| < |q.| < 0.4.

For such small stability parameters, the so-called adiabatic approximation can be
applied, which yields simple solutions to Eq. (2.5), given by

Qu . Q q12L
u(t) = uq cos(wyt) ( 1+ 5 COS(Qt)> with  w, = o\ G + o (2.7)

The ion motion separates into two harmonic oscillations, the slow secular motion at
frequency w, and amplitude u; around the potential minimum and the fast micromotion
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Figure 2.2: Stability diagram for the radial motion of a single ion as a function of the
parameters a, and ¢, defined in Eq. (2.6). Left: The regions of stability for
a quadrupole mass filter, i.e. Uj. = 0 and a, = —a,, are shown separately
for the motion in = (cyan) and y (magenta) direction. Right: The region of
stability in both radial directions closest to the origin is shown for a linear Paul
trap with Uj_ = 0 and a, = a, for the case of a, > 0, which allows for axial
confinement of the ion.

at the trap drive frequency 2. The latter describes a driven motion for which two
contributions need to be distinguished.

The main source of micromotion is the so-called intrinsic micromotion, which is
described by Eq. (2.7). It is a fundamental property of Paul traps. Compared to the
secular motion, its amplitude is reduced by a factor of ¢,,/2 and, therefore, vanishes along
the trap axis. Due to its scaling with the secular motion amplitude u, it is strongly
suppressed around the rf node and can be reduced by cooling, which reduces w1, but
never vanishes completely.

Further contributions to micromotion are called excess micromotion. In contrast
to intrinsic micromotion, which exists only for the radial modes, it also can affect the
axial direction. A detailed description of the different sources of excess micromotion and
methods to minimize its effect are given in [Ber+98; Kel+15]. In general, this motion
is driven by residual rf electric fields at the potential minimum, which are caused by
imperfect trapping potentials.

Radial rf fields at the potential minimum can be caused by static electric offset
potentials on the trap electrodes displacing the ion from the rf node or by phase shifts of
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Figure 2.3: Schematic drawing of the radial trapping potential of a linear Paul trap. Left:
The static quadrupole potential @qp restricts the ion motion only along one
direction. Right: For radial stability parameters satisfying |a,| < |g-| < 0.4,
the ion is radially confined by the time-averaged harmonic pseudopotential W.
Its motion along = and ¥ is composed of the slow secular motion at frequency
wy, and the fast micromotion at frequency 2 (see Eq. (2.7)). One possible
trajectory is sketched for € /w, = 34 (black line).

the rf voltages on opposite electrodes. Additionally, imperfections in the trap electrode
alignment can result in a driven motion along the trap axis [Leo+19]. Typically, several
sources of excess micromotion are present at the same time. Since the size of its effect
depends on the position of the ion, it can be minimized by adjusting the position of the
static potential minimum with respect to the rf node.

In adiabatic approximation, the ion motion averaged over one cycle of the rf drive
is given by three independent harmonic oscillators with secular frequencies w,. The
trapping potential is then effectively described by a static pseudopotential:

m
U(x,y,z) = % ( 3:52 +w§y2 +w§z2) , (2.8)

which is shown on the right side of Fig. 2.3. The secular frequencies from equation
Eq. (2.7) are given by

_ Wq?vr%_lgim
22

W
wY m2rgQ? mrg
2qrU%
w, = hde (2.9)
2
mz3

For the Paul trap described in this thesis, no electrostatic contribution is added to the
quadrupole potential, Uj. = 0, and the pseudopotential is cylindrically symmetric with
wz = wy. However, for small deviations from the ideal electrode geometry this degeneracy
is cancelled again and the eigenfrequencies follow the hierarchy w, < w; ~ w,.
According to Eq. (2.6), the stability parameters a, and ¢, depend on the charge-
to-mass ratio ¢/m of the ion. Due to the extended stability region (see Fig. 2.2), it
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is possible to confine different ion species with similar ¢/m simultaneously in the same
trapping potential. This will be used in the presented experiment to sympathetically
cool highly charged ions (HCIs) by Coulomb interaction with co-trapped, directly laser-
cooled ?Be™ ions [Sch17] (see Sec. 2.2.3). Since the pseudopotential strongly depends
on g and m, the ions will arrange themselves such that the ion species with higher ¢/m
is positioned closer to the trap axis, thereby minimizing the total energy.

2.1.2 The real Paul trap

Deviations from the ideal Paul trap potentials described in Sec. 2.1.1 can be caused
by non-ideal trap electrode geometries as well as manufacturing tolerances. Here, the
possible effect of these imperfections on the motion of a trapped ion is discussed.

Axial confinement

Axial confinement of ions is achieved by endcap electrodes supplied with an electrostatic
potential Uj. (see Fig. 2.1). The corresponding potential along the trap axis can be
expanded around its minimum in a power series including higher order corrections to
the harmonic confinement:

B(2) = Uf, (Co+ Coz + Cuz' + Ce2® 4. ). (2.10)

The harmonic approximation of Eq. (2.4) is recovered for Cy = r/z3. Accounting for
the anharmonic contributions from Eq. (2.10), the resulting equation of motion is given
by a nonlinear differential equation, a so-called Duffing equation [Moo87]:

g 0%2(z)  2qCoUj, <z N 20y .3

m 0z

z . . 2.11
G- Tt T (2.11)
In the presence of non-vanishing anharmonicities Cy and Cg, the eigenfrequency of the
ion depends on its position along the trap axis and, therefore, also on its energy [Ulm11].
Including the first two perturbation orders, the dependency of the axial eigenfrequency
w, on the axial energy, E, = mw?22/2, is given by [Ulm11]:

Aw. _3(Ci 5C; B. ) E.
C3 403 qU5. ) aUg,

. 1 (2.12)
Using an electrode geometry as shown in Fig. 2.1 with one set of dc electrodes at each
side of the trap, it is possible to simultaneously reduce Cy and Cg to zero by optimizing
the electrode geometries and distances. However, taking manufacturing tolerances into
account, additional correction electrodes are required to compensate these anharmonic
contributions. Additionally, the trap can be designed orthogonal by choosing adequate
electrode geometries [Ulm11]. In this case, the voltage applied to the correction elec-
trodes does not change the axial eigenfrequency.

The suppression of anharmonic contributions to the trapping potential is crucial for
efficient coupling to the motion of the ion. It becomes especially relevant for the applica-
tion of image current detection techniques [WD75] to measure the motional frequencies
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of the ion in the trap. The feasibility to implement these techniques at the presented
Paul trap experiment is discussed in Sec. 4.6. In order to minimize the anharmonicities
of the electrode design and determine possible frequency shifts, simulations of the axial
potential were performed (see Sec. 4.5.1).

Radial confinement

The quadrupole potential for the radial confinement of ions can be created by hyper-
bolic trap electrodes as shown in Fig. 2.1. This geometry is the natural choice, since the
electrode surface follows the equipotential lines of the quadrupole. However, in order to
allow for larger optical access to the trap center, the hyperbolic electrode geometry is
usually modified. This deviation from the ideal geometry introduces higher-order con-
tributions to the radial potential, which can be expanded as a multipole series [Den+-15;
Ped+10]:

n=1

where ¢,, represents a multipole with n poles. For symmetry reasons and including
boundary conditions, only terms with n = 2(2m + 1) and m € {0,1,2,...} contribute
to this expansion [Den+15]. The first term, Ag, corresponds to the offset potential
while the quadrupole contribution is given by the second term, As. The third term, Ag,
represents the leading order anharmonicity and should be minimized in order for ®qp
to resemble an ideal quadrupole potential.

The relative amplitude of the anharmonic terms in Eq. (2.13) depends on the distance
from the symmetry axis (z,y) = 0. For example, the contribution from Ag needs to be
considered for radially extended ion crystals, while it is usually small for ion strings or
small ion crystals close to the trap axis [Ped+10].

In case of circular trap electrodes, it has been shown that the leading-order an-
harmonicity Ag vanishes for r./rg = 1.14511, where r. describes the electrode radius
[Reu+96]. For the blade electrode geometry developed in this thesis (see Sec. 4.2) with
re/To = 0.51, this was discarded to further increase optical access to the trap center.
In order to exclude higher order contributions to the radial trapping potentials, the
electrode geometries were optimized using simulations (see Sec. 4.5.1).

2.2 Atom-light interaction and manipulation of the ion
motion

Confinement of ions as described in Sec. 2.1 typically allows to trap ions with energies of
up to 10 % of the potential depth [Lei+03]. This corresponds to kinetic energies on the
order of 1 eV or an ion temperature of 102 K. In order to reduce the kinetic energy, laser
cooling is applied. Initial cooling after loading of ions into the trap is usually realized by
Doppler cooling, which is then followed by more advanced cooling methods, e.g. sideband
cooling. The ultimate goal is to cool the ion to the ground state of its secular motion.
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Here, a brief description of the different cooling methods implemented in this thesis and
intended for the presented experiment will be given.

2.2.1 Doppler cooling

Doppler cooling describes the cooling of atoms or ions by interaction with a directed
light field, e.g. a laser. It is based on the momentum transfer caused during absorption
and emission of single photons. Due to momentum conservation, each absorbed photon
changes the ion momentum by one photon recoil in the propagation direction of the light
field. The subsequent de-excitation by spontaneous emission and the corresponding
momentum transfer is isotropic. Thus, the net recoil averaged over many emission
processes is zero. This leads to a directed momentum transfer averaged over many
absorption-emission cycles. Since the force exerted onto the ion by the laser depends on
the ion velocity due to the Doppler effect, this can be used for cooling.

For neutral atoms, cooling of all motional degrees of freedom typically requires two
counterpropagating laser beams along three spatial directions. This is different in ion
traps, since the ion is bound to the confining trapping potential. Thus, it is sufficient to
use a single laser beam to cool all motional modes to the Doppler limit, provided that
the laser couples to all modes. At the presented experiment, the cooling laser enters
the trap in the horizontal plane with an angle of 30° to the trap axis. This guarantees
coupling to axial and radial degrees of freedom. Since the blade electrodes are tilted by
45° with respect to the horizontal plane (see Fig. 2.1), both radial modes along & and ¢
are coupled to the cooling laser. The following discussion of Doppler cooling inside an
rf ion trap is based on [Lei+03] and references therein.

In a simplified approach, the influence of micromotion is neglected and the ion mo-
tion inside the time-independent pseudopotential is treated non-relativistically. It is
composed of three uncoupled harmonic oscillators, described by the secular frequencies
(Wa, wy, ws) (see Eq. (2.9)). If these eigenfrequencies are smaller than the linewidth I'
of the cooling transition, w, < I', the ion velocity is approximately constant during one
absorption and emission cycle. This is the case for the experiments described in this
thesis using Be™ ions, as the cooling transition with a wavelength of A ~ 313 nm has a
linewidth of I'/2m = 17.97 MHz [Kra+19]. This is larger than the typical axial and ra-
dial secular frequencies around 1 MHz. Therefore, the ion can be treated as a quasi-free
particle and the interaction with the cooling light can be modeled as a continuous force
that depends on the velocity of the ion.

The following description is reduced to one spatial dimension, where the photons are
propagating either parallel or anti-parallel to the ion. Additionally, the ion is treated
as an electronic two-level system with energy splitting AFE = hw.. The light wave with
frequency w is detuned with respect to the resonance frequency of the ion at rest by
A = w) —we. Due to the ion motion with velocity ¥, the photon energy in the rest frame
of the ion is shifted according to the Doppler effect. The effective detuning is given by

bt =A—Fk-T | (2.14)
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2.2. Atom-light interaction and manipulation of the ion motion

where k describes the wave vector of the light field. The photon scattering rate depends
on the probability to populate the excited state, pee, and the excited state lifetime, '™,
Averaged over many absorption and emission cycles, the force of the light field onto the
ion is given by

dp
LY L F, = BT pee | 2.1
(dt)a AELp (2.15)

with the reduced Planck constant & = h/2w. The probability to populate the excited
state,

s/2
= , 2.16
pee 1 + s + (2663/1—‘)2 ( )
depends on the saturation parameter of the transition:
0 I
=92- L __ 2.17
T (2.17)

where (), denotes the on-resonance Rabi frequency. It can also be expressed by the
ratio of laser intensity I to saturation intensity I; of the electronic transition. For an
electronic two-level system connected by an electronic dipole transition, the saturation
intensity is given by Iy = whel' /3A3 [Foo05].

For small velocities (|k7] < T'), the force onto the ion can be linearized in v:

F, >~ Fy(1+ pv) . (2.18)
The velocity-independent term,

Fo = hkD 5/2 . (2.19)
14+ s+ (2A/T)

does not contribute to cooling and represents the averaged radiation pressure displacing
the ion from the trap center. The second term features the friction coefficient

8kA/T?

T 1ist AN (2:20)

which causes damping of the ion motion in case of a red-detuned light field, A < 0.
Neglecting the statistical nature of absorption and emission processes, this would allow
to cool the ion to zero energy. However, the ion constantly scatters photons even at
v = 0 which causes momentum kicks of hk. Although the emission is isotropic and
the corresponding recoil is distributed symmetrically, (p) = 0, the randomness of the
process causes diffusion, (p?) # 0. Additional diffusion originates from the discreteness
of the absorption processes occurring at random times. This leads to a random walk in
momentum space similar to Brownian motion, and can be identified with a heating rate.
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In thermal equilibrium, the minimum achievable ion temperature for small intensities
(s < 1) is reached for A = —T'y/1 + s/2 and is given by

o YR o)
B

where kg describes the Boltzmann constant. The parameter ¢ accounts for the different
directionality of absorption and emission and equals to { = 2/5 for electronic dipole
transitions [Ste86]. In case of Be™ the Doppler limit is 7p = 302 pK.

So far, the influence of micromotion on the cooling process was completely neglected.
However, for trap drive frequencies © Z I, the electronic excitation spectrum of the ion
shows additional sidebands due to micromotion. This is the case for the ion trap devel-
oped in this thesis, where a trap drive frequency of /27 ~ 34.52 MHz is used. Taking
micromotion into account, the excitation spectrum of the ion features a strong carrier
transition at the Doppler cooling wavelength, and additional sidebands at frequencies
nf) £ w, with n € Z. All sidebands at n{2 + w,, lead to heating even though the laser
might be red-detuned from the cooling transition. This additional heating might pre-
vent cooling all the way to the Doppler limit stated in Eq. (2.21). However, since the
sideband coupling strength can be reduced by micromotion compensation, the minimum
temperature 17 still represents a good estimate for a well-compensated trap [Lei+03].

The total energy of the ion inside the harmonic pseudopotential of the Paul trap
is composed of equal amounts of potential and kinetic energy, according to the virial
theorem. Thus, the energy per degree of freedom amounts to E; = 2 x kgT;/2. The
corresponding mean phonon number (n;) of the motional mode w; is given by [WI79]

E; = kgT; = hw; ((ni) +1/2) . (2.22)

In case of *Be™, cooling all modes to the Doppler limit results in (n;) ~ 6.3 MHz/v;.
Accounting for power broadening of the cooling transition (s > 0) and typical secular
frequencies on the order of 1 MHz, it is not possible to reach (n;) < 1 using Doppler
cooling. Therefore, sideband cooling will be employed at the presented experiment to
cool the ions to the motional ground state.

2.2.2 Resolved sideband cooling

Resolved sideband cooling represents a method to cool trapped ions far below the
Doppler limit and allows to prepare them in the quantum mechanical ground state
of their motion. Here, a brief summary of the main aspects will be given, following the
description in [Win+98a; Lei+03].

The motion of an ion confined inside a Paul trap can be approximated by three
uncoupled harmonic oscillators. The spacing of the equidistant energy levels, F, =
hw;(n; +1/2), is given by the secular frequencies w;. Besides these external eigenstates,
the ion has an internal electronic structure which is again approximated by a two-level
system with energy splitting Aw.. The total energy level structure of a confined ion
inside the Paul trap consists of the motional states which are superimposed with the
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Figure 2.4: Schematic drawing of the coupled energy levels of an atomic two-level system
bound to a one-dimensional harmonic potential (not to scale). The combined
energy levels are given by the product state of the electronic states (|g), |e))
and the motional state |n) with phonon number n. Here, the case of resolved
motional sidebands is depicted, which requires a small electronic transition
linewidth (I" < w). Transitions between the electronic ground state |g, n) and
excited state |e,n + An) are called red sidebands (An < 0, w, = we +wAn),
blue sidebands (An > 0, wp = we +wAn) or carrier transitions (An = 0, we).

internal structure, as shown in Fig. 2.4. The following description of resolved sideband
cooling is reduced to one motional mode w, if not stated differently.

Three different types of transitions of the coupled system can be driven using a
light field. Transitions between energy levels with equal motional quantum number n
are called carrier transitions. Additionally, so-called sidebands allow to reduce (red) or
increase (blue) the motional quantum number of the ion. The coupling strength of a
transition between two motional levels |n) and |n 4+ m) can be expressed as

279 Jml <! i
Qn,n—l—m = Qe /2 77' | 7<' L|n<| (772) ) (223)
ns:

where the Rabi frequency of the carrier transition is given by €. Here, n< denote the
lesser and greater number of n and n+m, respectively, and L is the generalized Laguerre
polynomial. The coupling strength of the sideband transitions depends on the Lamb-
Dicke parameter, n = kzg. It defines the ratio of the spatial extent of the motional ground
state wavefunction, zg = \/h/(2mw), to the wavelength of the transition, A = 27 /k.

If the extension of the motional wavefunction |¥y,) is much smaller than 1/k, the
Lamb-Dicke criterion is satisfied: /(VUm|kz|¥p) < 1. In the Lamb-Dicke regime, the
ion experiences a uniform electric field from the interacting radiation and n < 1 holds.
Therefore, all transitions changing the motional quantum number by more than one
are strongly suppressed. This allows for efficient cooling to the motional ground state,
since the recoil by scattered photons does not change the motional state of the ion and
is absorbed by the trap. Driving the first-order red sideband transition incrementally
reduces the motional quantum number n and thereby cools the ion.
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In case of large Lamb-Dicke parameters n < 1, the coupling strength of the sideband
transitions becomes comparable to the carrier and higher order sidebands need to be
considered. Accordingly, spontaneous emission on motional sidebands is no longer sup-
pressed. Therefore, ground state cooling in this case requires the application of higher
order sidebands to counteract motional recoil heating [Yu+18].

As a pre-requisite for the cooling scheme described above, the motional sidebands
of the cooling transition need to be resolved, which allows to address distinct sideband
transitions individually. This requires the linewidth of the driving radiation as well as
the linewidth of the atomic transition to be much smaller than the secular frequency.
Since ?Be™ does not offer such a transition, stimulated Raman transitions between the
ground state hyperfine levels separated by 1250 MHz can be used for resolved sideband
cooling [Win+03].

The Lamb-Dicke parameters for the three motional modes are given by [Leol8]

= ZAE %20, withie {z,y,2z} . (2.24)
i

Here, zp; denotes the wavepacket extension in the ground state of mode w; and the
difference of the two Raman beam wavevectors is given by Ak = El — Eg. The small
mass of beryllium results in large Lamb-Dicke parameters, e.g. n ~ 0.62/27MHz/w; in
case of parallel Raman beams, Ak - Z£; = k1 — ko. Therefore, high secular frequencies on
the order of 1 MHz are required for sideband cooling to the motional ground state.

2.2.3 Sympathetic cooling

Efficient Doppler cooling (see Sec. 2.2.1) requires a short-lived excited state (I ! ~ 10ns)
which exhibits a transition in the laser-accessible wavelength range. Additionally, in
order to simplify the cooling scheme, a simple electronic level structure with a closed
or quasi-closed transition, e.g. involving an additional repumping laser, is needed. Since
HCIs generally lack such transitions [Koz+18|, sympathetic cooling is employed. To
this end, HCIs are confined together with a second ion species, which can be directly
laser-cooled, inside the same trapping potential. Due to the strong Coulomb interaction
between the two species, the ions share common modes of motion. This allows to cool
the HCI by performing laser-cooling on the co-trapped cooling ions.

The crucial parameter for sympathetic cooling inside a Paul trap is the charge-to-
mass ratio g/m of the involved ions. It defines the position inside the stability diagram
(see Fig. 2.2) and, therefore, determines the range of HCIs that can be trapped together
with the cooling ion. At the presented experiment, the use of “Be™ as the cooling ion
allows to sympathetically cool a broad range of HCIs inside a Paul trap [Sch17].

2.3 Radio-frequency cavities

This section gives an overview of the basic characteristics of rf cavities. Starting with a
description of the electrodynamic properties, the relevant figures of merit are introduced
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in Sec. 2.3.1 based on [PHK98]. Subsequently, using a lumped element model of rf
cavities (Sec. 2.3.2), the main experimental techniques for characterization (Sec. 2.3.3)
and impedance matching (Sec. 2.3.4) employed during this thesis are discussed.

2.3.1 Radio-frequency cavity fundamentals

In general, rf cavities are resonant structures made of electrically conducting material
enclosing an inner volume. The electromagnetic (em) fields inside the cavity are derived
from the wave equation [Jac07],

N\ (B
(A > §t2> ( o ) —0 | (2.25)

where E and H denote the electric and magnetic field, respectively, and the speed of
light is given by c. At physical boundaries and interfaces between different materials,
solutions to Eq. (2.25) are subject to boundary conditions [Jac07]:

51X(52*51):0 R ﬁl‘(52*51):p ,
ity - (Hy— Hy) =0 and i x (Hy—Hy) =] . (2.26)

Here 71; is the unit normal to the respective surface p denotes the surface charge density,
] represents the surface current density and D is the electric displacement field. In
principle, an rf cavity can sustain an infinite number of resonant modes. For simple
geometries, e.g. pillbox cavities, the resonance frequency and the corresponding mode-
structure of the em fields can be calculated analytically [Ciol5]. For more complex
geometries, simulations are required. The resonant modes of the cavity developed in
this thesis are determined using finite element method (FEM) simulations, which are
presented in Sec. 4.4.1. There, the main focus is on the quadrupole resonant mode
which can be used to radially confine ions as described in Sec. 2.1.

When excited with an rf signal close to its resonance, the em energy stored inside
the cavity increases steadily until the rf losses are equal to the input power. The energy
density v inside the cavity is given by the sum of the electric and magnetic contributions:

u= % (eB?+ uH?) (2.27)

where the permeability € and permittivity @ of the material are introduced. The stored
energy is transferred periodically between the electric and the magnetic fields of the
cavity. The time-averaged total energy U can be expressed as:

1 = 1 =
U:/ w\Hy?d?’r:/ —e|E|Ad3r . (2.28)
v 2 v 2

In order to characterize the losses inside the cavity, the quality factor @)y is intro-
duced. It is formally defined as the ratio of the stored em energy to the dissipated power
Py per cycle of the rf field:

. WOU

Qo 7 (2.29)
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where wy denotes the resonance frequency of the cavity. The dissipated power is the
sum of all individual losses inside the cavity. This includes, for example, resistive losses
inside the cavity surface or dielectric losses originating from dissipation inside dielec-
tric materials. The overall quality factor is given by the inverse sum of the individual
contributions:

1 1
Py = Zn:Pd,n o zn: o (2.30)

Therefore, all loss mechanisms need to be evaluated carefully and reduced to the same
level. For the cavity developed in this thesis, the typical loss mechanisms of rf cavities
are discussed in Sec. 4.4.2.

The dissipated power of the cavity depends on the surface resistance Rs, which will
be described in Sec. 2.4.2. The resistive losses are given by the surface integral over the
cavity walls:

1 .
&:f/Rﬂﬁyr. (2.31)
2Js

The quality factor is then given by

_ wop % |H|2d%r

O R AP

G
~ — 2.32
T (232)

and depends on the geometry as well as the material of the cavity. By approximating
the surface resistance to be constant, one can separate both contributions to the quality
factor. This allows to define the geometry factor GG, which is independent of the size
and the material of the cavity and depends only on its shape and the em mode. Since
the surface resistance characterizes the material-dependent resistive losses, it is one of
the most important figures of merit for rf cavities. A detailed discussion of the surface
resistance is given in Sec. 2.4.2.

2.3.2 Lumped element circuit

Around an isolated resonance, the properties of an rf cavity can be modelled by a lumped
element circuit as shown in Fig. 2.5 [MDP48]. The equivalent LCR parallel circuit
consists of an inductance L, a capacitance C' and a resistor R, which accounts for the
resistive losses of inductance (R ) and capacitance (R¢). When excited with an rf signal,
the voltage drop U over R}, is defined by the differential equation [ALO5]

1 .1
U+—U=0 . (2.33)

Utreltie

This describes a damped harmonic oscillator with damping constant v = (2R,C )7L, free
resonance frequency w? = (LC)~! and damped eigenfrequency wﬁ = wi — 7% Here,

only the case of small damping (7 < wp) will be considered, which corresponds to small
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Figure 2.5: Lumped element circuit of an rf cavity around an isolated resonance. Left: The
real LCR parallel circuit is shown, which includes the losses of inductance (Ry,)

and capacitance (R¢). Right: The equivalent LCR parallel circuit accounts
for the losses by R,.

resistive losses of the resonant circuit. In this approximation, the quality factor can be
expressed as

u.)o_ Rp

Qo= 2y woL

(2.34)

This allows to experimentally determine the quality factor of the resonance by measuring

the decay of the stored em energy. Using Eq. (2.34), the total impedance of the equivalent
circuit is given by

Zeay = (R;1+(iwL)*1+iwC)71
—1
. w W
::&O+@%%—;» . (2.35)

This basic model of rf cavities will be used in the following to discuss coupling to the
cavity as well as impedance matching of the cavity to an external circuit.

2.3.3 Coupling to the cavity

In order to drive the rf cavity, it can be connected to an external electrical circuit using rf
couplers, e.g. antennas. The transmitted or reflected power from such so-called ports can
be calculated using the scattering matrix formalism [Cas12; Dit00], where the voltage
and current at any port 4 of the cavity are given by:

U; = m(aieikz _i_biefikz) :
1

I, = \/770 (aieik‘z — bieiikz) . (236)

Here, a;v/Zy and b;+/Zy denote the voltage amplitude of the incident and reflected wave,
respectively. The impedance of the external circuit is denoted with Zy and is typically
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equal to 50€2. The relation between the incident and reflected rf signals at different
ports is given by the scattering matrix S:

g: S’ﬁ: with Sij = ﬁ . (2.37)
aj

Elements with ¢ = j describe reflection at the corresponding port, whereas entries with
1 # j describe transmission from port j to port ¢. For a system with NV ports, S has the
dimension N x N. Each port couples to the cavity and introduces losses to the system.
At resonance, the dissipated power in port i can be parametrized by Py; = woU/Q; (see
Eq. (2.29)). Including these external losses, the loaded quality factor of the cavity is
given by

! ii (2.38)
Q QO = Qn

where the unloaded quality factor (g includes only the internal losses of the cavity as
described by Eq. (2.30). Using the scattering matrix formalism, the coupling between
two ports at frequency w can be expressed by

S — 6, 2,/Q*(QiQ5)~ 24/Q*(Q:Q;)71 (2.30)
ij = .

v 21Q<—1>+1 ‘ 1Q<—°"0)+1 ’

where §;; denotes the Kronecker delta and the approximation (w—wp)/wo < 1 was used.
If one port dominates the external losses in Eq. (2.38), the system can be approximated
by a single port description. The reflected signal in this case is described by

2k
iQo (w—>+k+1

wo w

(2.40)

where the coupling parameter k = Qp/Q1 was introduced. Its absolute value is given by
2
2 (W _ %0
\/ (- 12+ Q3 (2 - 2)
wo \ 2
(b 12+ Q3 (2 - 2)
wo w

Typical reflection spectra are shown in the left panel of Fig. 2.6 for different coupling
parameters k. The reflected power at resonance vanishes for k£ = 1, which corresponds
to the case of perfect impedance matching between cavity and external circuit. This can
be seen using another derivation of S1;, which will be briefly discussed here.

The impedance of the cavity Z.,y can be expressed in terms of the incident and
reflected wave amplitudes given in Eq. (2.36):

S| = (2.41)

Ur ap + by
Loaw = — = Z,
ca Il Oal_bl

(2.42)
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Figure 2.6: Calculated reflection and transmission spectra for a cavity with an unloaded
quality factor Qo = 2.3 x 10° and resonance frequency wq /27 = 34.46 MHz.
Different colors represent different coupling constants: k = 0.5 (cyan), k = 1.0
(magenta) and k£ = 1.5 (orange). Left: The reflection |Si1| in single port
approximation is shown. Right: The transmission |S2;] is shown for the case
of two ports with identical coupling constant.

This yields another expression for the reflected signal:

b Zeav/ 2o — 1
511:717 ca/ 0

_ — 2.43
aj anV/Zo +1 ( )

In the case of an isolated resonance, which is considered here, Z,y is given by Eq. (2.35).
Inserting this into Eq. (2.43) yields an expression for |S11| which is identical to Eq. (2.41)
for k = R,/ Zy. Thus, k = 1 corresponds to equal impedances of the external circuit and
the cavity at resonance. The experimental realization of impedance matching employed
for the cavity presented in this thesis will be discussed in Sec. 2.3.4.

In the case where several ports are coupled to the cavity, the transmission between
port ¢ and port j is given by:

2 /()2 01
‘Szj‘ = Q (QZQJ) 5 i 7& .7 ’ (244)

wo W
which is shown in the right panel of Fig. 2.6. In contrast to the single port approximation,
it is in general not possible to determine the unloaded quality factor (9 by measuring the
transmission. This is due to the fact that the measurement itself draws some fraction of

stored em energy from the cavity and thereby introduces losses to the system. In the case
of strong coupling, Q;; > Qo, these losses cannot be neglected and the loaded quality
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factor will be significantly smaller than the unloaded one. Only for very weak coupling,
Qi,j > Qo, the transmission measurement yields a good approximation of the unloaded
quality factor. However, the transmitted signal amplitude decreases accordingly (see
Fig. 2.6).

The described behaviour of an rf cavity in reflection and transmission is used to
characterize the cavity presented in this thesis. This allows to determine its rf properties,
in particular its quality factor and resonance frequency, as well as to quantify the coupling
strength of the employed rf couplers.

2.3.4 Impedance matching

According to Eq. (2.35), the cavity impedance at resonance is given by Ry, which scales
directly with the quality factor, R, o< Qo. Typical values for superconducting rf cavities
employed at ion-trap experiments range from M to Gf2, e.g. [Ulm+09]. This is much
larger than the impedance of the rf source, which is usually 50 2. In order to efficiently
drive the cavity and ensure that only a minor fraction of the supplied power is reflected,
the impedance of the cavity needs to be matched to the impedance of the source (see
Eq. (2.41)).

Impedance matching of a high-@) resonant circuit can be achieved by different meth-
ods, e.g. impedance matching networks such as so-called L circuits [Poz12]. The imped-
ance of the cavity developed in this thesis is transformed using an inductive coil, which
couples to the magnetic field inside the cavity. By adjusting the coupling strength,
the transformed cavity impedance can be matched to the source impedance. This is
described in the following, based on [Gri86; Sla46].

Around its resonance frequency, the cavity with inductive coupling can be modeled
by a series circuit of the coupling coil with self-inductance L. and the parallel LCR
circuit of the cavity (see Fig. 2.7). The input impedance is given by

w wo

Zi = iwLe + Ry <1 +iQo < - ))1 . (2.45)

wo W

The parallel resistance of the free cavity R, is transformed by the inductive coupling to
R;y, as seen from the external circuit. This can, in general, be much smaller than R,
and depends on the coupling strength. In order to derive an expression for Rj,, purely
resonant excitation of the cavity will be considered in the following.

For a given current amplitude Iy of the rf drive, the maximum voltage drop over Zi,
is given by

Uy = Rinlo + iwoLcly . (246)

Another expression for the voltage Uy can be obtained by analyzing the voltage drop
over the coupling coil. During operation, the coil couples to the oscillating magnetic
fields inside the cavity. The temporal change of the enclosed magnetic flux ®,,, induces
a voltage drop over the coil:

dPag

Uin = -
d dt

= woBoNAc cos(y) . (2.47)
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Cavity

Figure 2.7: Equivalent circuit of an inductively coupled cavity with input impedance Z;,
connected to an external current source I with impedance Zs. The cavity is
modeled by an LCR resonant circuit (dashed box). The input resistance Rj,
of the cavity is transformed by the coupling coil with self-inductance Lv..

It depends on the number of windings N and the area A of the coil, the average magnetic
field amplitude inside the coil By and the angle v = <I(§ , /TC) between magnetic field
vector and surface normal.

Additionally, the current causes a voltage drop over the coupling inductance. This
yields the total voltage drop over Zj,:

Uy = Uina +iwoLcly - (2.48)
This expression has to be identical to the result from Eq. (2.46). Using the relation of
dissipated power and quality factor from Eq. (2.29),
on
Qo
one finds the following expression for the transformed real part of the cavity impedance
at resonance:

1
Py = §Rm13 = (2.49)

Ry = —u NQAQBi’Q 2 2.50
1n—2 0 c ocos 7y . ( . )

By adjusting the angle between the inductive coil and the magnetic field, the input
resistance can be varied between R;, = 0 and the maximum value, which depends on the
geometry of the coil and the em fields inside the cavity. The value B2/U is independent
of the stored energy inside the cavity and can be determined by simulations. For a given
coil geometry, the coupling strength can be tuned by adjusting the angle . This can be
seen in Fig. 2.8, where the input impedance Zj, is shown as a function of frequency and
coil orientation ~.

For impedance matching, the total impedance Zj, needs to match the real impedance
of the voltage source Zs, i.e. R(Zin) = Zs and I(Zip) = 0. This yields two conditions for
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Figure 2.8: Transformed input impedance Zi, of a cavity with Qy = 2.3 x 10° and
Rin/cos’y = 1009 as a function of frequency around its resonance
wo/2m = 34.46 MHz. Different colors represent different angles ~ of the
inductive coupling coil. The frequency increases by following the curves clock-
wise, while the point at R(Zin) = $3(Zin) = 0 corresponds to w = 0 and
w = 00. At resonance, the real part of the cavity impedance R(Zi,) is max-
imized, which is shifted from the &(Z;,) = 0 axis by wgL. (not considered
here). In this example, impedance matching to a typical source impedance of
502 (marked by the intersection of the dashed lines) is achieved for v = 45°.

impedance matching:

(-6s)
Wm = Wo 1-— )

mLC 2
R, = Z <1+(“Z )) : (2.51)

where the approximation (w — wp)/wp < 1 was employed. Thus, the cavity has to be
detuned from the resonance and operated at the impedance-matched frequency wy,. This
is usually close to wg as the self-inductance of the coupling coil is small, wgL. < 1.
Furthermore, the transformed resistance of the cavity R;, has to be chosen larger than
the source impedance Zs.

The described scheme for impedance matching will be employed for the presented rf
cavity. Therefore, the inductive coupler was designed based on Eq. (2.50), which defines
the coil geometry for impedance matching, depending on the cavity parameters.
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2.4 Radio-frequency superconductivity

The rf cavity developed in this thesis is made of niobium, which becomes superconducting
below 9.25 K [Fis+05]. In the superconducting state, resistive losses inside the material
are drastically reduced which suppresses power dissipation. In principle, this allows to
reach quality factors on the order of Qg ~ 10'° [Res+17].

This section covers the basic relations and scaling laws that are needed to design and
characterize a superconducting cavity. Starting with a phenomenological description, the
theoretical foundations of superconductivity are presented in Sec. 2.4.1 based on [Tin96].
Subsequently, the specific features of rf superconductivity will be discussed, following the
description in [CAS89; Tin96; Kno97; PHK98; Klel7|. Here, the main focus is on two
characteristics of superconductors that are of major interest for the development of rf
cavities: the surface resistance (Sec. 2.4.2) and the critical magnetic fields (Sec. 2.4.3).

2.4.1 Introduction to superconductivity

Superconducting materials exhibit a different behaviour compared to normal conductors
when cooled below their critical temperature T.. The two most distinct features are
perfect dc conductivity, giving rise to the name, and perfect diamagnetism, also known
as the Meissner-Ochsenfeld effect [MO33]. These two properties are well-described by
the two London equations [LL35].

The first London equation relates any electric field E inside the superconductor to a
temporal change of superconducting current density js [LL35]:

9~ E
—js = ——5 2.52
o= (2.52)
with the vacuum permeability pg. Here, the London penetration depth
ms
AL =, — 2.53
,U'Onsqg ( )

is introduced as a phenomenological parameter depending on the charge g5, mass mg
and density ng of the superconducting charge carriers. In the dc case, the first London
equation, Eq. (2.52), describes charge transport without resistance, since any electric
field E accelerates the superconducting charge carriers. This is fundamentally different
from charge transport in normal conductors as described by Ohm’s law [Jac07]:

—

Jn=o0nE . (2.54)

Here, the electric field preserves the normal current density En and, thereby, also the
velocity of the normal charge carriers with conductivity o,,. In the case of time-dependent
currents in superconductors, the electrical resistance is generally larger than zero. This
will be discussed in Sec. 2.4.2.
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The second London equation is given by [LL35]

[ B
V X js X (2.55)
where B describes the magnetic flux density inside the superconductor. According to
the Meissner-Ochsenfeld effect, any external magnetic field will be expelled from the
superconductor by shielding currents fs. However, Eq. (2.55) shows that these shielding
currents require the presence of some magnetic field inside the material. This can be seen
by inserting the Maxwell equation V x B = p0Js [Jac07] into Eq. (2.55). The magnetic
field component B, parallel to the surface of a superconductor expanding into = > 0 is
then given by:

d? 1

@Bz(:c) = EBZ(QU) . (2.56)

This describes an exponential decay of the magnetic field and the shielding current inside
the superconductor:

B.(z) = Boe "t | g (x) = jeoe (2.57)

where the characteristic decay length is given by the London penetration depth. How-
ever, experimental investigations of rf field penetration in superconductors yield pene-
tration depths A that are always larger than Ay. This discrepancy was resolved using a
nonlocal description of the second London equation, which accounts for the spatial extent
of the superconducting charge carrier wavefunction by introducing the coherence length
&o [PB5H3]. If the vector potential inside the superconductor decreases considerably over
length scales A\ < &g, the supercurrent response is weakened, leading to increased pene-
tration depths. Additionally, in order to account for scattering from impurities, which
are characterized by the mean free path [, the effective coherence length £ is introduced
[PB53; Tin96]:

L1z + ! (2.58)

& 1 & '
The coherence length &y can be estimated using an uncertainty principle argument [PB53,;
Tin96] by taking into account that only electrons within the range of kg7 from the
Fermi energy Er = %meU% can contribute to a process setting in at temperature 7.
This defines the characteristic length scale of the wavefunction:

h hUF

Ap - kT

& x Az ~ (2.59)
which is identical to the result obtained within the Bardeen—Cooper—Schrieffer (BCS)
theory [BCS57b] up to a numerical factor.

For penetration depths A > £, and a mean free path [ > &j, one recovers the result
from the London theory: A = Ar. In the case of A < &, the effective penetration depth
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is increased and depends on the mean free path, since the scattering on defects reduces
the shielding [PB53]:

0.65(\2&0)Y/3  for 1> &

A~ G : (2.60)
AL,/1+7° for | < &

Following these phenomenological models, a microscopic description of classical su-
perconductivity is given within the BCS theory by Bardeen, Cooper and Schrieffer
[BCS57a; BCS57b]. It was shown that it is energetically favourable for electrons in
superconductors at temperatures below T, to form a bound state. This was explained
by a weak attractive interaction between the electrons caused by electron-phonon inter-
action. These so-called Cooper pairs consist of two electrons with opposite momentum
and spin and are, therefore, bosons. They feature a spatial extent of £ and are the
superconducting charge carriers described in the phenomenological models above.

One of the major predictions from BCS theory is the energy gap E,(T) = 2A(T)
between the bosonic ground state of the Cooper pairs and the energy levels of the
unpaired electrons. The energy needed to break a Cooper pair increases from E4(T;) = 0
at the critical temperature to the maximum value at zero temperature:

E,(0) = 2A(0) = 3.528kpTe (2.61)

which is on the order of a few meV.

For temperatures 0 < T' < T, not all electrons are condensed into Cooper pairs, as
some are thermally excited to unpaired electrons. The population of the energy levels is
governed by the Boltzmann factor e=2/%8T For temperatures T < T, /2, the Cooper pair
density ns(T') is close to its zero-temperature value ngs(0) and the density of unpaired
electrons is given by

nn(T) ~ 2n,(0) e 28T with T <T./2 . (2.62)

This will become important for the discussion of rf currents in superconductors in
Sec. 2.4.2. There, normal conducting electrons contribute significantly to the total charge
transport, which results in a non-zero electrical resistance.

2.4.2 The surface resistance

Unlike in the dc case, the electrical resistance of superconductors does not vanish at finite
temperatures for time-dependent fields. This can be understood by the phenomenological
two-fluid model of superconductors, which was developed by Gorter and Casimir [GC34]
before the BCS theory. It is based on co-existing normal conducting and superconducting
charge carriers. For dc currents, the resistivity is zero since the lossless Cooper pairs
short out the external field and shield the normal conducting electrons, which do not
contribute to the charge transport. This is different in the rf case. Since the Cooper
pairs have momentum, they do not adapt instantaneously to time-dependent fields and
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the external field is only partially shielded. Hence, the normal-conducting electrons are
accelerated and cause power dissipation.

According to the two-fluid model, there are two fluids in superconductors, a superfluid
of charge carrier density ns and a normal fluid with charge carrier density n, that make
up the total charge carrier density:

n=np+2ns . (2.63)

The normal and the superconducting current, described by their current densities jn and
fs, respectively, are assumed to flow in parallel and the total current density J is given
by the sum, f: jn + fs.
In case of a harmonically oscillating current with frequency w, the first linearized
London equation (Eq. (2.52)) yields
. 9 1- =
iwppAijs = —js=F (2.64)
Os
where the conductivity of the superfluid o was introduced according to Ohm’s law (see
Eq. (2.54)). Due to the purely imaginary conductivity, the current is 90° out of phase
with the electric field and thus does not dissipate energy.
The normal conducting fluid can be described classically by jn = npet,, where @ is
the average velocity of the normal charge carriers. For harmonically oscillating currents
Jjn, the normal conductivity can be described using the Drude model [Dru00]:

Op = (”"627> L (2.65)

My, 1 —iwr

Here, 7 is the scattering time of the normal charge carriers, which is typically on the
order of 7 ~ 107!?s [Tin96]. Since only frequencies in the rf regime are relevant for
this thesis, wr < 1 holds true. Using this approximation, the total conductivity of a
superconductor is given by

nneQT o1

o=0,+0s= —1i . 2.66
" y My w,uo)\% ( )

This can be used to calculate the superconducting surface impedance, which character-
izes the resistive losses in rf cavities (see Sec. 2.3.1). In general, it is defined as the ratio
of the tangential electric and magnetic field at the surface of an electrically conducting

material [Pip47; Ker99]:
Zs:Rs+iXS=(1+i),/“20—“’ . (2.67)
o

At temperatures below T, for which o0,, < |os| holds, the surface impedance of a super-
conductor within the two-fluid model is given by

1
Zs=Rs+iX, = megxzan +iwpodr (2.68)

36



2.4. Radio-frequency superconductivity

The surface resistance R increases proportional to the normal conductivity o, since
it determines the fraction of the total current that is carried by normal conductors.
Due to the quadratic scaling with frequency, R, ox w?, resistive losses are suppressed in
low-frequency cavities.

The main difference between the two-fluid model result and the complete description
within the BCS theory is the temperature dependence of Rs. Due to the energy gap,
the amount of normal conducting electrons and thus also the normal conductivity will
decay exponentially towards lower temperatures (see Eq. (2.62)). At low temperatures,
T < T./2, and frequencies w < A/h, the BCS result for the surface resistance is given
by [Gurl2]

R pcs =~ piwiNo, kBAT In <2'2Z;§fBT>e_A/kBT ) (2.69)
It is important to note that the surface resistance depends on the purity of the material.
This is related to the mean free path of the electrons which enters in the calculation of
the effective penetration depth A (see Eq. (2.60)).

For niobium cavities operated at 1.3 GHz, typical values for R; gcg amount to 800 nf2
at 4.2 K, which decreases to 15n at 2 K [Aun+00]. In contrast to the BCS description,
which predicts a vanishing surface resistance for small temperatures T' 2 0, experiments
show a finite, temperature-independent contribution R,..s, called residual resistance:

RS(T) = RS,BCS(T) + Rres - (270)

Several contributions to the residual resistance are distinguished in literature, e.g. ab-
sorbed gases, microscopic particles on the cavity surface, material impurities or trapped
magnetic flux [Kno97; Ciol5]. For niobium cavities, values of the residual resistance
down to a few n{2 have been reported [Aun-+00].

As discussed in Sec. 2.3.1, the quality factor of rf cavities depends on the surface
resistance of the cavity material. Therefore, the discussed dependence of Rg on temper-
ature and material properties was considered for the design and material selection of the
cavity presented in this thesis.

2.4.3 Critical magnetic fields

According to the Meissner-Ochsenfeld effect [MO33], superconductors expel any external
dc magnetic field Heyt, once they are cooled below their critical temperature. The expul-
sion of magnetic flux increases the free energy of the superconductor by pgH2/2 per
unit volume. This needs to be smaller than the energy gained by forming Cooper pairs
for the superconducting phase to be energetically favourable. For increasing magnetic
field strength, the free energy of the superconductor is raised and finally reaches the
value of the normal conductor. The resulting breakdown of the superconducting phase
defines a thermodynamic critical field Hcn(T') by the difference in free energy density
f(T, H) between the normal (f,,) and the superconducting (fs) state [Tin96]:

SHoH2(T) = Fu(T,0) — £,(T,0) (2.71)
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At the interface between a superconductor and a normal conductor, the magnetic field
strength decreases over the length scale A\, while the superconducting charge density
changes over & (see Sec. 2.4.1). Therefore, the ratio K = \/§ determines weather it is
favourable for a superconducting phase to form in the presence of an external magnetic
field. This allows to distinguish two classes of superconductors, which exhibit different
behaviour in magnetic fields.

In the case of type I superconductors, defined by x < 1/4/2, any external magnetic
field is expelled up to a temperature-dependent critical magnetic field strength H., which
is identical to the thermodynamic critical field H¢n(T') defined by Eq. (2.71). The
temperature dependence of the critical magnetic field is well-described by the empirical
relation [Tin96]

H.(T) = H.(0) <1 - (§)2> . (2.72)

Type II superconductors, such as niobium, are characterized by x > 1/ V2. They feature
two critical magnetic fields, He1 < Hetn(T') < Hep. For external magnetic fields below
H_1, the superconductor is in a perfect Meissner phase and the external magnetic field is
completely expelled. For higher field strengths H¢1 < Hext < Hca, the superconductor is
in the so-called Shubnikov phase. The external magnetic field is only partially expelled
and enters the bulk material in the form of flux vortices. Each vortex carries a single flux
quantum ¢g = he/2e and features a normal-conducting core. For increasing magnetic
field strength, the density of the flux tubes increases until the sample becomes normal
conducting above the critical field Ho.

In case of rf magnetic fields, the situation is different. It was found that the formation
of a normal conducting region inside a superconductor takes a finite amount of time,
once the critical field strength is exceeded, Hext > Hc 1. This time span on the order of
microseconds [F1i65] is much longer than the typical rf period. Therefore, theory predicts
that the Meissner phase persists up to a superheating field, Hg, > Hc o1 [MS67].

The critical magnetic fields of a superconductor affect its rf losses (see Sec. 4.4.2).
Among all elemental superconductors, niobium features the highest critical magnetic
field Hgy and is thus commonly used for the fabrication of superconducting rf cavities
[Pad01].
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The Cryogenic Paul Trap Experiment
CryPTEx-11

The cryogenic Paul trap experiment CryPTEx-II aims to perform high-precision laser
spectroscopy of cold, highly charged ions (HCIs). The main parts of the experiment, a
novel superconducting radio-frequency (rf) ion trap as well as a cryogenic supply and
trap environment, were developed and commissioned during this thesis. An overview of
the complete experimental setup is shown in Fig. 3.1. It comprises an electron beam ion
trap (EBIT) [Mic+18; Kiih21] as a universal source for HCIs, which is connected to the
rf ion trap using a low-energy transfer beamline [Ros19; Mic20; Kiith21]. The apparatus
is located at the Max-Planck-Institut fiir Kernphysik (MPIK) in Heidelberg.

For laser spectroscopy of HClIs, different laser sources are available for this setup. A
tunable Ti:Sapphire based spectroscopy laser [Leo+16] allows to address a wide range
of optical transitions in HCIs. Additionally, the spectroscopy wavelength range can be
extended to the extreme ultraviolet (XUV) region. For this, an XUV frequency comb
[Nau+17; Nau20; Oel21] was developed at MPIK, which is shown in its future position
in Fig. 3.1. It is based on high-harmonic generation inside an enhancement cavity. The
combination of both experiments will allow for direct frequency comb spectroscopy of
cold HClIs in the XUV region.

The experimental procedure for the preparation of cold HCIs inside the Paul trap
starts with their production inside the EBIT using electron impact ionization. After a
breeding time of about 100 ms inside the trap, the ions are ejected in bunches into the
beamline with typical kinetic energies around 695 eV x ¢. During transfer, the ion bunch
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HCI Beryllium
beamline oven

frequency comb

Cryogenic
Paul trap

Figure 3.1: Overview of the complete experimental setup of CryPTEx-II at MPIK. It con-
sists of a cryogenic supply and ion trap, an atomic beryllium oven, an EBIT,
and an HCI transfer beamline. The XUV frequency comb intended for direct
frequency comb spectroscopy of HCls is shown at its future position.

separates according to the charge-to-mass ratio ¢/m of its constituents. This allows to
isolate the HCI species of interest using kicker electrodes, which grants transmission to
a certain time-of-flight (TOF) window. Additionally, the kinetic energy of the ions is
reduced to below 130 eV X g using pulsed drift tubes before entering the Paul trap. Here,
the HCIs are retrapped (see Sec. 4.5.2) and sympathetically cooled by laser-cooled ?Be™
ions.

In order to allow for long interrogation times on the order of minutes, experiments
with HCIs crucially depend on extreme high vacuum (XHV) conditions to suppress
charge-exchange reactions with residual background gas. This is achieved by integrating
the ion trap into a cryogenic environment, for which pressure levels below 1074 mbar
are typically reached [Sch+12; Pag+18|.

The ion trap and cryogenic setup developed in this thesis is the successor experiment
of cryogenic Paul trap experiment (CryPTEx) [Sch+12] at MPIK, and is thus named
CryPTEx-II. Its center piece, the novel superconducting rf ion trap, is described in detail
in Chapter 4. The associated cryogenic setup consists of a low-vibration cryogenic supply
and the cryogenic trap chamber. The former was developed in collaboration with the
Physikalisch-Technische Bundesanstalt (PTB) in Braunschweig, where the twin setup
is located, and is described in [Mic+19]. The PTB setup, CryPTEx-PTB [Leo+19],
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features a blade-style ion trap and is designed for quantum logic spectroscopy (QLS) of
HCISs cooled to their motional ground state [Mic+20].

The following description of the experimental setup of CryPTEx-II focuses on the
cryogenic parts of the apparatus. First, the cryogenic setup as well as the general
concept to isolate vibrations from the trap region are presented in Sec. 3.1. This includes
an estimation of the thermal budget as well as the performance characterization of
the cryogenic supply. Subsequently, the experimental cold stage holding the ion trap
is covered together with the cryogenic trap environment in Sec. 3.2. In Sec. 3.3, a
description of the atomic beryllium source, as well as a brief overview of the laser systems
used for photoionization of beryllium and laser cooling of °Be™ are provided. The chapter
closes with a brief description of the HCI source as well as the low-energy transfer
beamline (Sec. 3.5).

3.1 The cryogenic setup

The design requirements for a cryogenic ion trap setup for applications in high-precision
laser spectroscopy are diverse. Stable positioning of the ions inside the trap requires
high mechanical stability of the cryogenic setup. This should suppress any differential
movement between optical table and ion trap and ensure reproducible positioning of the
trap after thermal cycling. In addition, external vibrations need to be decoupled from the
trap to avoid motional heating of the trapped ions. Finally, long-term measurements
demand reliable operation with low maintenance over months. Based on these main
design criteria, a low-vibration cryostat was developed, which is shown in Fig. 3.2.

It is based on a closed-cycle pulse-tube cryocooler!, which is connected to the cryo-
genic Paul trap via the thermal transfer unit (TTU). The cryogenic setup consists of two
nested temperature stages with nominal temperatures of 4K (second stage) and 40 K
(first stage), which are mounted inside a vacuum chamber. The outer temperature stage
shields the inner stage from room temperature thermal radiation and serves as a thermal
anchor for heat conduction through mechanical or electrical connections. The following
description of the cryogenic supply and the measures taken for vibrational decoupling is
partly based on [Mic+19], wherein the PTB setup is described.

3.1.1 Design

The low-vibration cryogenic supply can be divided into three segments, which are indi-
cated in the CAD model shown in Fig. 3.2. The individual components of the apparatus
are described in the following.

Thermal transfer unit

The two temperature stages of the pulse-tube cryocooler are connected to the ones of
the Paul trap via the TTU, which is shown in Fig. 3.2. It has a total length of over

!model RP-082 from Sumitomo Heavy Industries
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Figure 3.2: Section view of the CAD model of the low-vibration cryogenic supply and
Paul trap. The cryogenic setup consists of two nested temperature stages at
nominal temperatures of 4K (cyan) and 40K (orange). In order to monitor
the temperature distribution of the two stages, eight temperature sensors are
installed at the indicated positions (yellow circles).

2.2m. In order to ensure efficient cooling of the ion trap, the thermal resistances of the
TTU elements as well as the external heat load onto both temperature stages need to
be carefully evaluated. This is discussed in detail in Sec. 3.1.3.

All parts of the TTU are made of high-purity oxygen-free high thermal conductiv-
ity (OFHC) copper (99.995 — 99.999 %), which features a high thermal conductivity at
cryogenic temperatures. This is enhanced by vacuum annealing, which partially recrys-
tallizes the copper and, thereby, increases its residual-resistance ratio (RRR). For the
brazed parts of segment I and III of the TTU, the annealing was done simultaneously
with the vacuum brazing at 850 °C. The parts of segment II as well as the second stage
rod of segment III were vacuum annealed at 650 °C.

In order to reduce the heat load by thermal conduction, mounting of the TTU to
the vacuum chamber as well as the second stage inside the first stage is realized using
stainless-steel spokes of 2 mm diameter. This yields a good thermal insulation between
the temperature stages due to the low thermal conductivity of the material, while its high
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mechanical strength ensures a stiff mounting. The spokes are made of standard bicycle
spokes, which are point-welded into fitting bores drilled along the axis of an Allen-
setscrew. Each screw is equipped with a nut on the thread, which allows to precisely
balance the tension on the different spokes and adjust the position of the cryogenic
elements.

In segment I, the two temperature stages of the cryocooler are connected to the TTU.
At the first temperature stage, a hollow octagon consisting of eight 220 mm long and
8 mm thick copper bars (99.999 %) with trapezoidal cross section is directly mounted
to the pulse tube. The bars are vacuum brazed together to increase the effective cross
section contributing to heat transport. It encloses the second stage of the cryocooler.
Both are connected to the next segment of the TTU using flexible copper links (see
Fig. 3.3).

The first temperature stage of segment II consists of a hollow octagon with a length of
1470 mm. Eight copper bars (99.995 %) of trapezoidal cross section and 25 mm thickness
are bolted together. It is suspended from the room temperature chamber by two spokes
connected to stainless-steel insets on top of stage one. The enclosed second temperature
stage rod made of 99.999 % copper has a diameter of 50 mm and a length of 1340 mm.
It is mounted to the first stage using six counteracting spokes, three at each end. The
connection to segment III is realized by the second set of flexible links.

In segment III, the room temperature frame of the TTU is resting on the DN160CF
vacuum tube connecting the six-way cross to the ion trap chamber. The first temperature
stage is mounted into the frame using twelve counteracting stainless-steel spokes. It
consists of twelve 10 mm thick trapezoidal copper bars (99.999 %) of 591 mm length,
which are vacuum brazed together to form a hollow dodecagon. They enclose the second
temperature stage rod of 576 mm length and 50 mm diameter, which is made of 99.999 %
copper. The rod is vacuum brazed into a copper socket of equal purity, which allows
to connect the flexible links to its lower end. It is mounted to the first stage using six
counteracting spokes, three at each end.

The upper end of both temperature stages in segment III is directly connected to
the cryogenic shields of the ion trap chamber. Inside the trap chamber, mounting of the
first stage to the vacuum chamber and the second stage inside the first stage is realized
by two sets of twelve counteracting spokes. This is described in more detail in Sec. 3.2.1.

Connections between the different segments of the TTU are established using flexible
copper links, which are located in each of the two six-way crosses of the vacuum chamber
(see Fig. 3.2). Pictures of the links are shown in Fig. 3.3. Both sides of Segment II are
equipped with three links at each temperature stage. The links are machined from a solid
block of high-purity copper (99.999 %) using wire electrical discharge machining (EDM).
They consist each of 10 layers of 0.4 mm thickness and have a width of 14mm and
25.4mm at the second and first temperature stage, respectively. This design exploits
the high flexibility of the individual thin layers and at the same time avoids thermal
resistances between the layers at the contact points to the TTU. Additionally, the links
are vacuum annealed to increase their RRR and soften them. All three 4 K links in each
six-way cross are one-sidedly vacuum brazed into a copper socket and, thereby, annealed
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Figure 3.3: Left: Picture of the flexible links installed in the six-way cross below the Paul
trap with the 40 K heat shields removed. Right: Close-up view of one flexible
link to be installed at the 4 K stage of the pulse tube.

at 850°C. The 40K links are mounted individually to the cryogenic stages and were
vacuum annealed at 650 °C.

One major difference to the low-vibration cryogenic supply at PTB are the flexible
links. Instead of massive copper parts, they employ flexible links? made of high-purity
copper-braid (> 99.995 %), which is clamped into copper sockets and annealed at 550 °C.
This has the advantage of an increased flexibility for vibrations orthogonal to the S-shape
of the design presented here. However, as the links represent the thermal bottleneck of
the setup, the increased cross-section of the 4 K links developed in this thesis results in
a lower final temperature of the trap (see Sec. 3.1.4). Eventually a trade-off has to be
made between trap temperature and vibrations once they are measured and turn out to
pose a limitation for experiments.

In order to shield the flexible links from room temperature thermal radiation, heat
shields are employed in both six-way crosses. These shields consist of 1 mm thick copper
sheets of 99.95 % purity. Care is taken to ensure vibration decoupling on the cryogenic
stages by mounting the shields such that the different segments of the TTU are not
connected to each other.

For monitoring the temperature distribution along the TTU, eight calibrated tem-
perature sensors are mounted in various locations, which are indicated in Fig. 3.2. Two
different types of sensors are used. Cernox sensors® are employed close to the cryocooler,
since they can be operated in the residual magnetic field generated by the EBIT. Addi-
tionally, silicon diodes* are used to measure the trap temperatures and the second stage
temperatures in segment II and III. The sensors are all mounted inside their respective
temperature stage enclosures, except for the two silicon diodes at the second tempera-

2model UltraFlex from Technology Applications, Inc.
3model CX-1050-CU-HT-1.4L and 4L from Lake Shore Cryotronics, Inc
4model DT-670-SD-1.4L from Lake Shore Cryotronics, Inc

44



3.1. The cryogenic setup

ture stage of segment II and ITI, due to spatial constraints. They are exposed to thermal
radiation from stage one, which affects the temperature measurement (see Sec. 3.1.4).

Vacuum system

The three segments of the vacuum chamber are divided by edge-welded bellows (see
Fig. 3.2 and Fig. 3.4). The pulse-tube cryocooler is mounted to the top of segment I
and connected to the first six-way cross using a DN160CF vacuum tube. Connection
to the six-way cross of segment III via the horizontal tube of segment II is provided
using two DN160CF edge-welded bellows. Two additional DN160CF edge-welded bellows
are mounted to the outer flanges of the two six-way crosses, in order to balance the
atmospheric pressure. Segment III is directly connected to the vacuum chamber of the
ion trap using a DN160CF vacuum tube. All parts of the vacuum system of Paul trap
and cryogenic supply are made of non-magnetic stainless steel. The vacuum chambers
are electropolished on the inside to suppress radiative heating of the cryogenic stages
(see Sec. 3.1.3). This additionally reduces outgassing of the material.

3.1.2 Isolation of vibrations

In order to provide mechanically ultra-stable trapping conditions, external vibrations
need to be decoupled from the trap environment. The main sources of vibration are
scroll pumps (25 Hz), turbomolecular pumps (TMPs) (1350 Hz and 1010 Hz), as well as
typical laboratory noise sources like air conditioning, fans, water-cooling systems and
external vibrations transmitted via the laboratory floor. Additionally, the pulse-tube
cryocooler and its helium compressor introduce acoustic noise to the system. Therein,
a rotary valve separates the regions of high and low pressure and expands helium into
the cold head with a repetition rate of 1.7 Hz. Since the rotary valve is rigidly mounted
to the cold head, vibrations are introduced to the cryogenic stages and the vacuum
chamber. All these acoustic noise sources can induce mechanical vibrations to the trap
region, which are either transmitted via direct mechanical contact or through ambient
air. The experimental setup designed to decouple these vibrations from the trap region
is shown in Fig. 3.4, with the vibration decoupling elements highlighted in green.

The experiment is set up in two neighbouring laboratories. Thereby, the trap region
is acoustically decoupled from the noisy equipment, like TMPs or the cold head, using
a noise-insulating wall. The helium compressor is placed outside the two laboratories
and connected to the cold head using 20 m long hoses. The scroll pumps providing the
pre-vacuum for the TMPs are also located outside of both laboratories on a separate
platform and connected using flexible hoses made of PVC. All TMPs of the apparatus,
which are in operation during measurements, are mounted to the six-way cross below
the pulse-tube and, therefore, furthest away from the trap chamber.

In addition, different measures are taken to reduce mechanical vibrations on the
vacuum chamber. Vibrations induced to the six-way cross on the left side of Fig. 3.4 are
decoupled from the trap chamber using edge-welded CF160 bellows with 40 diaphragm
pairs, which connect the left six-way cross to the right one via the horizontal tube.
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Figure 3.4: Section view of the CAD model of the low-vibration cryogenic supply and ion
trap. The apparatus extends over two rooms, which are separated by a noise-
insulating wall (indicated in grey). The elements used for vibration decoupling
on the vacuum chamber or at the cryogenic stages are shown in green. The
ion trap chamber is mounted onto a floating optical table.

The second cross on the right side of the horizontal tube is rigidly connected to the
trap chamber, which is mounted onto an optical table. In order to decouple external
mechanical vibrations, air-pressured feet® are employed to connect the left six-way cross,
the horizontal tube, as well as the optical table to the laboratory floor.

Additionally, vibrations can be transmitted to the trap chamber via the HCI beamline
and the atomic beryllium source (see Fig. 3.1). The former is one-sidedly mounted to
the trap chamber and decoupled from EBIT and vacuum pumps using a DN40CF edge-
welded bellow with 46 diaphragm pairs. The beryllium oven is mounted onto the optical
table of the ion trap using rubber feet. Connection to the trap chamber is provided by
a DN16CF edge-welded bellow with 40 diaphragm pairs.

Smodel FAEBI from Bilz
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Table 3.1: Estimated total heat load onto the two temperature stages of the cryogenic
setup. This includes the ion trap environment, which is described in Sec. 3.2.1.

15¢ stage (W) 29 stage (W)

Thermal radiation 15.67 0.027
Conduction through spokes 1.57 0.080
Electrical connections 0.12 0.002
Total heat load 17.36 0.109

On the cryogenic stages, vibrations are decoupled using the horizontal pendulum and
flexible copper links, which connect neighbouring segments of the TTU (see Sec. 3.1.1).
The horizontal pendulum has a total mass of approximately 120kg. It is suspended
by two stainless steel spokes and represents an inertial pendulum acting as a low-pass
filter for mechanical vibrations on the cryogenic stages. The spokes are mounted onto a
DN40CF flange, which is fixed to a frame mounted onto the horizontal tube. To decouple
vibrations transmitted via the vacuum chamber, the flanges supporting the spokes are
connected to the horizontal tube using DN40CF edge-welded bellows. Additionally, the
flange support is mounted on four rubber rings.

3.1.3 Thermal budget and cryogenic engineering

The cryogenic supply is based on a two-stage pulse-tube cryocooler, which provides
steady-state temperatures of 45K at the first stage and 4.2 K at the second stage at
thermal loads of 40 W and 1 W, respectively [SHI19]. Higher thermal loads increase
the achievable temperatures. Due to the limited cooling power at the second stage, all
thermal heat loads need to be identified and minimized in order to ensure a trap tem-
perature below 5 K. This is crucial in order to ensure a low background pressure inside
the trap, which suppresses charge-exchange reactions of HCIs with neutral gas and thus
allows for long storage times. The estimated total heat load onto the two temperature
stages is listed in Tab. 3.1. A detailed compilation of the individual contributions and
the underlying basics of cryogenic engineering is given in this section.

Blackbody radiation

Heating of the cryogenic stages by thermal radiation emitted by a surface at higher tem-
perature, e.g. the vacuum chamber, can easily dominate the total heat load of a cryogenic
system. The radiation power Q,.q emitted by a surface with area A at temperature T
is given by the Stefan-Boltzmann law [EkiO6],

Qrad = ESGBAT4 ) (31)

where op denotes the Stefan-Boltzmann constant and e is the emissivity of the surface.
Due to the strong scaling with temperature, the cryogenic setup consists of two nested
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temperature stages, where the first stage at 40K acts as a heat shield for the second
stage at 4 K. This suppresses the radiative heat load onto the second stage by a factor
of (300/40)* > 3100.

Additionally, the heat load onto both temperature stages is reduced by optimizing
the emissivity €5, which depends on the material, but also on the surface finish and
cleanliness. Most well-polished metallic surfaces exhibit small emissivities (e5 < 0.05),
which are are well below that of non-metallic materials [Parl4]. Therefore, all vacuum
chambers made of stainless steel are electropolished. The heat shields and the cryo-
genic stages are made of annealed copper with a clean surface. In order to prevent the
formation of oxide layers, which results in an increased surface emissivity, the copper
parts of the trap chamber are additionally plated with 0.5 um gold (see Fig. A.4). An
intermediate layer of 10 pm silver is applied to prevent the diffusion of gold atoms into
the copper surface. The pendulum shield of the cryogenic supply is mostly covered in
aluminium foil, which preserves a low emissivity even after many ventings of the system.

The radiative heat load onto the two temperature stages can be estimated using the
Stefan-Boltzmann law for diffuse reflection between long concentric cylinders [Eki06]:

Ajop (T4 — T})
6s1,1 + % (Esla N 1)

This describes the radiative heat transfer from the outer surface Ay at temperature 15
to the inner surface A; at temperature T7. For specular reflection, A1 = As holds true
[EkiO6], which leads to minor modifications of the results obtained for diffuse reflection.
The heat load onto both temperature stages is estimated by averaging both results,
which yields 15.67 W and 0.002 W for the first and second stage, respectively. Here,
the emissivity for the electropolished stainless steel vacuum chamber as well as for the
copper parts is estimated to be 0.05.

The cryogenic shields around the ion trap exhibit openings to provide optical access
to the trap center for lasers, the imaging of trapped ions and the injection of HCIs
or beryllium atoms (see Sec. 3.2.1). These access ports allow thermal radiation from
room temperature to heat the second temperature stage. The exposure of the second
stage is restricted by tubes mounted to the horizontal ports of both heat shields and
an aperture mounted at the opening for the imaging system in the first stage. The
associated radiative heat load can be estimated by approximating the geometry with
two parallel plates [EkiO6]:

Qrad = (32)

: Aop (Ty —Ti)
Qrad = ﬁ

€s,1 €s,2

, (3.3)

where A is the area of the smaller surface, i.e. the exposed surface of the second tem-
perature stage. This yields an estimated heat load onto the second temperature stage
by room temperature thermal radiation of 0.025 W. The emissivity of the view ports
attached to the horizontal access ports around the trap was assumed to be equal to the
one of glass, €5 = 0.9 [Eki06].
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Table 3.2: Estimated thermal resistances of the copper elements of the TTU at their nom-
inal temperatures, i.e. 4K (second stage) or 40 K (first stage). The thermal
conductivities A\¢n(7) are taken from [Joh61; SDR92]. An RRR of about 1000
is assumed for the copper parts with purities between (99.995 —99.999) %. The
elements of each stage are listed from segment | to segment Il (see Fig. 3.2).

Stage Element Ap (Wem ™ K™ Ry, (KW
18t 15% vertical shield 20 0.04
15t 15¢ flexible link 20 0.29
15¢  Pendulum shield 20 0.11
1t 2nd flexible link 20 0.21
15t 27 yertical shield 20 0.12
ond 15t flexible link 70 0.16
ond  Pepdulum rod 70 0.10
ond  ond flexible link 70 0.15
ond Vertical rod 70 0.04

Thermal conduction

In order to ensure a low trap temperature, all thermal connections of the trap region to
the respective temperature stages of the pulse-tube cryocooler need to provide efficient
heat transport. This is ensured by a low thermal resistance. In general, the thermal
resistance Ry, of a material with thermal conductivity A, (7") at constant temperature
T is given by Fourier’s law:

Rin = m ) (3.4)
where [ and A describe the length and the cross section of the object, respectively.
Accordingly, all elements of the TTU are made of high-purity OFHC copper, which has
an excellent thermal conductivity (see Tab. 3.2) at cryogenic temperatures. In addition,
their geometry was chosen to maximize the ratio of cross section to length. An overview
of the estimated thermal resistances for all thermal links at their nominal temperatures
is shown in Tab. 3.2.

Besides ensuring efficient cooling of the trap region, the heat load by connections
between different temperature stages, e.g. for mechanical mounting or electrical connec-
tions, needs to be minimized. The heat flow through a link with length [ and cross
section A connecting two thermal reservoirs at constant temperatures T» and 77 is given
by [Eki06]

. A T2 A T Ty
Qcond = */ A (T)dT = — Aen(T)dT — An(T)dT ) . (3.5)
U Jn [ \Jak 4K

The mechanical mounting of the two nested temperature stages inside the vacuum cham-
ber is provided by sets of counteracting spokes made of stainless steel. The low thermal
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Table 3.3: Estimated heat conduction through stainless-steel spokes connecting different
temperature stages. The thermal conductivity integral values from Eq. (3.5)
are taken from [Eki06]. All spokes have a diameter of 2 mm.

Element T5(K) Ty (K) # Spokes Length (mm) Heat input (W)
Horizontal shield 300 40 2 150 0.12
Vertical shield 300 40 12 120 0.94
Trap shield 300 40 12 220 0.51
Horizontal rod 40 4 6 97 0.02
Vertical rod 40 4 6 43 0.04
Trap chamber 40 4 12 169 0.02

conductivity of the material ensures a low heat flow, which is further reduced by choos-
ing long and thin spoke geometries. The calculated heat load onto both temperature
stages by thermal conduction through spokes is listed in Tab. 3.3.

Electrical connections

The electrical connections of the experiment directly connect the cryogenic stages to the
room temperature vacuum feedthrough. Thus, they can represent a significant heat load
onto both temperature stages. This effect can be minimized in different ways.

For all applications, which do not draw significant electrical current from the power
supply (< 1mA), resistive wires with an electrical resistance of a few ohm and a small
thermal conductivity are used. This is the case for all quasi-static applications, such as
temperature sensors, electrostatic lenses, as well as direct current (dc) electrodes and
mirror electrodes of the ion trap. They are connected by 203 pm thick phosphor-bronze
wires with a 19 um polyimide insulation®.

The alternating current (ac) electrical connections to the cold stage are provided
by three resistive semi-rigid coaxial cables’. They are made of beryllium-copper with
polytetrafluoroethylene (PTFE) dielectric and feature a low thermal conductivity and
at the same time low attenuation of rf signals. The coaxial cables are connected to the
rf couplers of the cavity (see Sec. 4.2.5).

In addition, all cables are thermally anchored at each temperature stage before being
connected to the trap. The cable length between the temperature stages is maximized in
order to reduce heat conduction along the connection. The cryogenic wires as well as the
coaxial cables span a length of more than 0.8 m between two thermalization points. For
thermalization of the cryogenic wires inside the trap chamber, they are tightly wrapped
around a solid piece of copper, providing a contact length of a few centimeters, and
glued in position with a two-component thermally conductive epoxy®. The wires of

Smodel QT-32 from Lake Shore Cryotronics, Inc
“model SC-219/50-SB-B from COAX CO., LTD.
8Stycast 2850 FT with CAT9 from Henkel
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3.1. The cryogenic setup

Table 3.4: Estimated heat load onto the two temperature stages by thermal conduction
through electrical connections. The thermal conductivities A\, (7") for phosphor-
bronze [TCD10], polyimide [MLR02], PTFE and beryllium-copper [Joh61] are
taken from literature.

15 stage (W) 2" stage (W)

Conduction through ac wires 0.11 0.002
Conduction through dc wires 0.01 < 0.001

the temperature sensors of the cryogenic supply are thermally anchored using vacuum-
compatible Kapton tape. The coaxial cables are thermalized by directly mounting them
onto a solid piece of OFHC copper which is then thermally connected to the respective
temperature stage. The estimated heat loads by thermal conduction through electrical
connections is listed in Tab. 3.4.

Mechanical connections

Mechanical connections between two elements of the TTU can constitute a major contri-
bution to its total thermal resistance. This effect depends crucially on the force applied
onto the pressed contact. Since different materials are involved, it is important to match
the thermal expansion coefficient to ensure that the applied force stays constant during
cooldown. Furthermore, in order to maximize the surface area contributing to thermal
transport across the link, a cryogenic vacuum grease’ is applied to compensate for the
surface roughness of the linked materials. As the thermal conductance of the grease is
much smaller than that of the metal, only a very thin and uniform layer is applied to

the surface.

3.1.4 Performance characterization of the low-vibration cryostat

The characterization of the cryogenic supply is mainly focused on the temperature dis-
tribution of the cryogenic system and the final trap temperatures. Additionally, the
vacuum system and the achieved pressure as a crucial parameter for experiments with
HClIs are discussed.

The apparatus was set up in the scope of this thesis and partly within [Spil8]. For
the commissioning experiments presented in this thesis, it was constructed on the first
floor of the experimental hall at MPIK. Here, vibrations from the building and the
neighbouring laboratories are more pronounced compared to its final position inside a
ground floor laser laboratory. Therefore, no vibration measurements were performed.
However, due to the similar design, the results from the CryPTEx-PTB experiment
[Mic+19] should be directly comparable. There, the differential vibrations of the 4 K trap
region with respect to the optical table were measured using an interferometric setup.

9 Apiezon N grease from APIEZON
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One interferometer arm was directly connected to the trap region, while the reference
arm was mounted to the optical table. The measurements show vibration amplitudes
below 20 nm in the horizontal plane for frequencies between 1 Hz and 100 Hz, while no
vibration peaks were detected at higher frequencies. This corresponds to a suppression
of the cryocooler vibrations by three orders of magnitude.

Temperatures

The temperatures of the cryogenic setup are continuously logged using eight tempera-
tures sensors, four on each temperature stage. The positions of the sensors are indicated
in Fig. 3.2. A typical measurement of the temperature evolution during cooldown can
be seen in Fig. 3.5.

Steady-state temperatures are reached after 9d and 7d for the first and second
temperature stage, respectively. The quick drop of the second stage temperatures about
2.7d after start of the cooldown is related to a freeze-out of the phononic and electronic
degrees of freedom in the copper parts. This results in a reduced specific heat capacity
and an increased thermal conductivity below 40 K [Mic+19]. Due to the increased heat
load on the pulse tube, this effect is accompanied by an increase of the first stage
temperatures.

After this sudden temperature drop, the second stage temperatures show a slight
increase about 2.8 d after start of the cooldown, before they approach their steady-state
values. Since this subtle effect was not observed before the installation of the supercon-
ducting ion trap, it is suspected to be related to the build-up of the superconducting
phase. For the case of zero external magnetic field, this can be described by a second
order phase transition and, therefore, does not release latent heat. This is different in
an external magnetic field, since the phase transition is of first order. However, for
the magnetic fields present in the lab, the temperature increase of about 0.3 K cannot
be explained. Thus, an interplay between the reduced specific heat and the decreasing
thermal conductivity of niobium below its critical temperature could be responsible for
the observed effect.

A final second stage temperature of 4.15 K at the position of the ion trap is reached.
This compares well to the 4.60 K reported for the PTB setup [Mic+19]. As the final
trap temperature is far below the critical temperature of niobium, 7, = 9.25 K [Fis+05],
superconducting operation of the ion trap is ensured even for substantial rf power dissipa-
tion, see Sec. 5.2.4. The hierarchy of the second stage temperature sensors deviates from
the expected behaviour. Ideally, the temperatures along the cryogenic supply should
steadily increase from cryocooler to trap chamber. However, the temperatures below
the trap and at the horizontal pendulum are above the trap temperature. This might
be caused by radiative heating, since the two affected sensors are directly exposed to
thermal radiation from 40 K, which is not the case for the other sensors (see Sec. 3.1.1).

The first stage reaches a steady-state temperature of 69.49 K in the trap chamber,
which is significantly higher than the 49K reported for the PTB setup. This is mainly
related to the larger thermal resistances of the flexible links, see Tab. 3.2. For their
nominal temperatures of 40K, the thermal resistances of the two links are 50 % and
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Figure 3.5: Temperature measurements at different positions of the cryogenic supply dur-
ing cooldown. The dashed (solid) lines represent the temperatures of the first
(second) temperature stage. The hierarchy of the second stage temperature
sensors is affected by thermal radiation from the first temperature stage. The
sensor positions at the TTU are indicated in Fig. 3.2.

90 % larger than for the PTB design. Since the thermal conductivity of copper increases
drastically below 50 K, this could be enough to explain the large temperature difference.

Although this is not problematic for the ion trap operation due to the low temper-
atures reached at the second temperature stage, reducing the thermal resistance of the
links could speed up the cooldown. This is much faster for the PTB setup, which reaches
steady state after 3d. Additionally, the vacuum around the cryogenic enclosure could be
improved by reducing the first stage trap temperature significantly below 60 K. Thus,
the links will be upgraded to larger cross sections in the future.

The final temperatures at the cryocooler can be compared with the capacity map
of the pulse tube [SHI19] to get a rough estimate of the total heat load onto the two
temperature stages. With final temperatures of 31.59 K and 4.03 K, the heat loads onto
the first and second temperature stage are on the level of 25 W and 1 W, respectively.
The values are larger than the calculated estimates of 17.37 W and 0.109 W, as given
in Tab. 3.1. However, they compare rather well with the values reported for the PTB
setup of 22 W and 0.8 W at the first and second stage of the cryocooler, respectively.

Before venting the vacuum chamber in order to perform maintenance work, the
temperatures of the cryogenic setup need to be above the dew point. Due to the good
thermal insulation of the temperature stages in XHV conditions, the warm up takes
about two weeks. By injecting 1072 mbar helium gas into the system, heat convection
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Figure 3.6: Schematic of the vacuum system of CryPTEx-II. It is divided into the vacua
of the HCI source and beamline (HCI), the beryllium oven (BeO), and the
Paul trap using gate valves (GV). The Paul trap vacuum consists of the trap
chamber (PT) and the six-way crosses below the trap (BT) and at the cryo-
cooler (CC). The vacuum gauges are denoted with VG. The hand valves in
the pre-vacuum system are not labeled.

between the different temperature stages is increased. This leads to reduced warm up
times of two to three days until the complete setup has reached room temperature.

Vacuum

The vacuum system of CryPTEx-II is shown in Fig. 3.6. It separates into three distinct
vacua of the Paul trap, the beryllium oven (see Sec. 3.3.1) and the HCI source and
beamline.

The Paul trap vacuum is pumped using two 3001 TMPs. In order to reduce vibrations
during measurements, the one connected to the six-way cross below the trap can be
turned off after closing the attached CF100 gate valve. A pre-vacuum below 10~4 mbar is
provided using a 701 TMP, which increases the compression rate for molecular hydrogen.
This is important, since Hy represents the main contribution to the residual gas at
cryogenic temperatures. All scroll pumps are equipped with a HEPA filter'? to filter

¥model SCRINTRPNW25 from Agilent
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possible remainders of atomic beryllium. During warmup of the cryogenic stages, the
gas inlet can be used to inject a well-defined amount of helium into the system.

The pressure of the main vacuum is measured between the vacuum chamber and the
first cryogenic stage using hot filament gauges. They are mounted at the trap chamber
and the six-way cross below the Paul trap behind CF40 elbow pieces to reduce radiative
heating of the first stage. As described in Sec. 3.1.3, the cryogenic stages are nearly
closed and the pumping of the trap volume is only possible through the optical ports.
Without cryopumping, a rough estimation yields a pressure inside the cavity housing
that is up to two order of magnitude above the measured value between vacuum chamber
and the first cryogenic stage. The higher the initial pressure before cooldown, the faster
the cryogenic surfaces saturate, resulting in an increased pressure inside the cryogenic
enclosure. Thus, the cooldown was only started after the pressure in the Paul trap
chamber dropped below 3 x 10~7 mbar.

After cooldown, the constant inflow of residual gas from the room temperature vac-
uum through optical ports causes a deterioration of the trap pressure over time. Ac-
cordingly, other cryogenic Paul traps [Sch17; Leol8] observed declining storage times
of trapped Be™ ions by hydrogenation and trapped HCIs by charge-exchange reactions
with residual gas. This effect can be counteracted by regularly performing heat-up cy-
cles, where the cryogenic stages are warmed up to about 20 to 30 K at the second stage
by turning off the helium compressor. The desorbed gas is then removed by the TMPs
and the lifetimes of trapped ions are increased again after turning on the compressor
[Mic+19].

In order to improve the cryopumping around the ion trap, an activated charcoal getter
can be installed inside the second stage and outside of the first stage. The charcoal is
glued into a copper container using thermally conductive epoxy, which guarantees proper
thermalization and functionality as a cryogenic getter. This should increase the lifetime
of ions due to the much greater adsorption capacity of the porous charcoal compared to
the polished heat shields [Leol8; Mic+19]. However, the getter was not installed during
the commissioning experiments presented in this thesis, since it increases the initial
pumping time before cooldown significantly. Without charcoal getter, final pressures
after cooldown are in the upper 10~!° mbar range outside the cryogenic stages.

3.2 The cryogenic trap environment

The main part of the cryogenic setup developed during this thesis is the ion trap en-
vironment, which can be seen in Fig. 3.7. It was specifically designed to perform laser
spectroscopy of sympathetically cooled HCIs. Two nested cryogenic shields enclose the
experimental cold stage at 4 K. Its center piece is the superconducting rf ion trap, which
is described in detail in Chapter 4. Mounted on top of the ion trap is the imaging system,
which collects the fluorescence photons of trapped ions, see Sec. 3.2.3. Optical access to
the trap center for lasers as well as external atom or ion sources is provided by twelve
optical ports in the horizontal plane. For the alignment of different light sources to the
trap center, a wire-probe alignment system was built, which is described in Sec. 3.2.4. In
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Figure 3.7: CAD model of the trap chamber. The two nested temperature stages enclose
the inner trap region at 4 K. It houses the rf ion trap, parts of the imaging
system, the wire probe alignment system, and ion optics elements for the
injection of HCls from the EBIT. Not shown is the low-vibration cryogenic
supply, which is connected to the lower end of the trap chamber, see Fig. 3.2.
Pictures of the two cryogenic shields around the trap region as well as the rf
ion trap installed inside the 4 K enclosure of the trap chamber are shown in
Fig. A.4 and Fig. A.3, respectively.

addition, the setup contains several ion optics elements, which allow to guide and focus
HClIs from the EBIT into the Paul trap.

In the following, an overview of the main design features will be given. This includes
the design of the cryogenic shields, which was inspired by the predecessor experiment at
MPIK [Sch+12] as well as the CryPTEx-PTB setup [Leo+19].
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3.2. The cryogenic trap environment

3.2.1 The experiment cold stage

The two cryogenic shields enclosing the superconducting ion trap are mounted inside
the vacuum chamber in a nested configuration. Mounting of the first temperature stage
inside the trap chamber and the second stage inside the first stage is realized by two sets
of twelve counteracting stainless-steel spokes (see Sec. 3.1.3). The spokes are distributed
symmetrically with respect to the trap center. This ensures a high mechanical stability
of the mounting and reduces the relative displacement of the trap center with respect to
the optical table during cooldown.

The cryogenic shields consist of a cylindrical body, which is closed using two large lids
installed above and below the trap center. The shields are made of high-purity OFHC
copper (> 99.99 %) and have a thickness of 17 mm and 12 mm at the first and the second
temperature stage, respectively. This ensures proper thermalization and a homogeneous
temperature distribution of the shields. Furthermore, since the electrical conductivity
of high-purity copper increases dramatically at low temperatures, eddy currents induced
inside the copper shields decay only very slowly. Therefore, external ac magnetic field
noise is efficiently shielded by the copper enclosure. This was measured at the similar
setup of CryPTEx-PTB [Leo+19], for which a suppression of 30 - 40 dB was reported
for frequencies between 60 Hz and 1 kHz.

Optical access to the trap center is granted by twelve optical ports in the horizontal
plane, one every 30°. The two ports along the trap axis are equipped with two einzel
lenses at each side of the ion trap, which are used to guide the injected and transmitted
HCIs. One additional port is assigned for the wire probe alignment system. The re-
maining nine ports are distributed between the lasers for photoionization of beryllium,
cooling of Be™, and spectroscopy of HCIs as well as the beryllium atomic beam (see
Fig. 3.15).

In order to restrict the solid angle of the trap center to the room temperature envi-
ronment, long and thin stainless steel tubes are mounted to each port. This is needed
for two reasons. First, the flux of thermal radiation is reduced which suppresses heating
of the cryogenic shields (see Sec. 3.1.3). Second, particle flux from room temperature
through optical access ports can drastically reduce the storage times of HCIs in cryogenic
Paul traps by collisions and charge-exchange reactions [Sch12; Sch17]. This is suppressed
by the tubes mounted to the second temperature shield. With a distance from the trap
center of 185 mm and a diameter of 6 mm, the ten optical ports have a total solid angle of
0.07% of 4 7. Additionally, the two electrostatic lenses mounted at a distance of 150 mm
to the trap center have a diameter of 5 mm, which adds 0.014 % of 4 7. The opening used
for the imaging of trapped ions contributes only to radiative heating, since the access to
the trap center is blocked by the lens stack. Therefore, 0.084 % of the solid angle at the
center of the trap are exposed to particle flux from room temperature, which improves
upon the 2 % reported for the predecessor experiment CryPTEx [Sch+12] and compares
well to the values of the PTB setup [Leo+19].

The experimental cold stage at 4 K has an inner diameter of 269 mm and a height of
180 mm. In its center, the superconducting rf ion trap is mounted on a solid platform
made of high-purity OFHC copper (> 99.99 %), which ensures homogeneous thermal-
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Figure 3.8: Schematic drawing of the copper platform holding the rf ion trap (not to scale).
Sapphire crystals (orange) are used to decouple the dc potentials of platform
and 4K stage, while ensuring proper thermalization. For a homogeneous
temperature distribution of the trap, the three parts of the cavity housing
made of niobium are individually thermalized with the platform using copper
links (blue). The rf grounding of the cavity is indicated by the capacitance
connecting the platform to the 4 K stage.

ization of the trap. As described in Sec. 4.2, the cavity housing consists of a monolithic
body, which is closed by two lids above and below the trap center. In order to thermalize
the upper lid as well as the monolithic housing, additional copper parts are mounted
around the cavity. This can be seen in Fig. 3.8. The copper platform is mounted to
the bottom of the 4 K stage using four sapphire crystals. Each crystal has a height of
5mm and a cross section of 13 x 13mm?. The high thermal conductivity of sapphire
of 230 W(Km)~! at 4K [Eki06] ensures proper thermalization with the second temper-
ature stage. Additionally, the crystals isolate the trap from the electrostatic potential
of the trap chamber. This is needed in order to bias the trap during the injection and
retrapping of HCIs (see Sec. 4.5.2).

Access to the inner trap region can be necessary in case of maintenance work, to
adjust the alignment of the individual parts of the imaging system or to change the
coupling strength of the inductive rf coupler of the cavity (see Sec. 4.2.5). In order to
allow for easy access, the trap chamber has a modular design. The ion-trap environment
can be accessed from the top by opening the upper CF400 flange of the trap chamber
and removing the two lids of both cryogenic stages. This can be seen in Fig. A.3. In this
process, the cryogenic shields remain in position and the alignment of the 4 K region to
the optical setup or the HCI beamline remains unchanged. Additionally, the cabling of
the ion trap comprising 32 dc wires and 3 coaxial cables, is inserted from the top. They
can be easily removed and reinstalled without soldering (see Sec. 3.2.2).
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3.2. The cryogenic trap environment

3.2.2 Paul trap electronics

The electrical connections to the cryogenic trap region are provided using 32 dc wires,
which supply the dc electrodes of the ion trap, electrostatic lenses, temperature sensors
and allow to bias the rf cavity to an elevated ground. Additionally, the rf antennas of
the cavity are supplied using three coaxial cables. As described in Sec. 3.1.3, all cables
are thermalized at each temperature stage with more than 0.8 m cable length in between
to suppress heating of the cryogenic stages by thermal conduction.

In order to allow for easy access to the trap region during maintenance work, the
electrical connections are structured in a modular layout. For the electrostatic potentials,
the wires are interconnected using cryo-compatible multi-pin connectors'! between the
different temperature stages and on top of the ion trap (see Fig. A.3). The coaxial cables
are equipped with SMA plugs'? on both ends. This allows to completely remove the
cabling or the ion trap from the vacuum chamber without any soldering.

The ion trap and the trap platform are dc-wise disconnected from the cryogenic
environment by mounting the cavity on sapphire crystals (see Fig. 3.8). In order to
decouple the electrostatic potential of the coaxial cables from the trap chamber and
the external electronics, floating SMA feedthroughs and dc blocks are used. The latter
filter any dc component on signal line or cladding using capacitors. For rf grounding
of the trap region, the cavity is capacitively coupled to the 4 K cryogenic shields using
twelve capacitors of 22 nF each. This corresponds to a total impedance of 18 m2 at the
resonance frequency of the cavity around 34.52 MHz.

The electrostatic potentials of the dc electrodes are filtered using two-way, single-
stage low pass filters, similar to the ones presented in [Leo+19]. A schematic drawing
of the 4K electronic circuit connecting the dc electrodes to the external power supply
is shown in Fig. 3.9. The filter boards made of Rogers 4350B are mounted on top of
the superconducting cavity at 4 K, which suppresses the Johnson-Nyquist noise [Joh28;
Nyq28] of the filter components. Signals towards the trap electrodes are filtered with a
cutoff frequency of 30 Hz to increase the stability of the trapping potentials. Accordingly,
the rf signals picked up by the dc electrodes are filtered with a cutoff frequency of 30 mHz
in order to protect the dc power supply at room temperature. This is necessary due to
the high geometric capacitance (15 pF) between the dc and rf electrodes of the cavity (see
Sec. 4.2.3), due to which a significant fraction of the rf voltage amplitude is picked up by
the dc electrodes. In order to limit the outcoupled fraction of the stored electromagnetic
(em) energy inside the cavity, the external circuit is additionally decoupled using 66 M2
resistors directly at the cavity housing.

The room temperature electronics consist of several 16 bit digital-to-analog convert-

rs'?, which supply the dc electrodes of the cavity with individual electrostatic potentials.
The rf signals for the cavity are supplied by a signal generator'*. Due to the high quality
factor of the cavity (see Chapter 5) and the resulting enhancement of em fields inside the
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Figure 3.9: Overview of the 4K electronic circuit connected to the dc electrodes of the
ion trap. Top: Picture of the cryogenic filter boards mounted on top of the
superconducting cavity. Each board contains four channels, which are used
to filter the electrostatic potentials of the dc electrodes. Below: Schematic
drawing of the 4 K electronic circuit connecting a single dc electrode to the
external power supply. For details see text.

trap, no additional amplification of the supplied rf potentials is required and the signal
generator can be directly connected to the ion trap. However, due to the significant
reflected power from the cavity, an rf amplifier'® is added in between to protect the rf
generator.

For the trapping of “Be™ ions, the cavity is supplied with rf levels between 18 dBm
and 21 dBm and dc electrode potentials on the order of 1 V. The elevated platform is
set to dc ground. For the retrapping of HCIs, the cavity as well as the dc electrodes can
be biased to 130V to decelerate the injected ions.

3.2.3 The imaging system

The imaging system used to collect fluorescence of trapped ions from the trap center
was developed and characterized in [War19] and can be seen in Fig. 3.10. It is designed
to yield a maximum collection efficiency at 313 nm to detect and image the fluorescence
photons of the cooling transition of Be™.

The imaging system consists of eight lenses at the cryogenic stages, which collect the
light from the trap center and focus it onto the detection system at room temperature.

B model 110LC from RF Power Labs
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40K Aperture
4K
RF ion trap
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Figure 3.10: CAD model of the cryogenic parts of the imaging system. Fluorescence
photons from the trap center are collected by the lens stack on top of the
rf ion trap and focused onto a 2mm aperture in between the two cryogenic
stages. The asphere at 40 K refocuses the light onto the detection system at
room temperature. A picture of the imaging system mounted to the rf ion
trap is shown in Fig. A.2.

Here, the light is equally divided with a beamsplitter and subsequently detected using
an electron multiplying charge-coupled device (EMCCD) camera'S, used for crystal di-
agnostics and imaging, and a photomultiplier tube!” to investigate ion dynamics. Care
must be taken to restrict the solid angle of the trap region to 40 K and room temperature
to avoid radiative heating of the 4 K stage. Thus, an intermediate focus between the two
cryogenic shields is employed, which allows to introduce an aperture of 2 mm diameter.
The lens stack at 4K is directly mounted onto the housing of the niobium cavity,
which avoids misalignment during cooldown. It is placed at a working distance of 57 mm
to the trap center and features a numerical aperture of NA = 0.365. This yields a
collection efficiency around 3.45 % at the design wavelength of 313 nm, which corresponds
to 2.17 % at the detection system including reflection and absorption losses of the optical
elements [Warl9; War20]. An asphere, positioned inside a movable mount at the 40 K

model iXon Ultra 888 from Andor
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stage behind the intermediate focus, is used to focus the incident light onto the detection
system. By adjusting the vertical distance between asphere and intermediate focus, the
magnification of the image can be varied between 7.8 and 20.

Fach lens is mounted inside a flexible ring holder, which positions the lens by applying
a uniform radial pressure. This ensures that the total pressure on the lens stays constant
during cooldown and, therefore, avoids damaging of the lens as well as misalignment.

In order to limit chromatic aberrations of the optical setup, different lens materials
were used (ultraviolet (UV) fused silica and CaFg). Thereby, the wavelength range
for which photons are efficiently collected is extended and a total collection efficiency
of the imaging system above 1.1 % (including absorption and reflection losses of the
optical elements) between 300nm and 440 nm is achieved [War20]. This allows for the
application of optical fluorescence spectroscopy on trapped HCIs, e.g. the hyperfine
transition of “CAr'3T at 441 nm [Mic+11; Egl+19; Mic420]. Additionally, even photons
at 235 nm originating from the spontaneous decay of the resonantly excited intermediate
state during photoionization of beryllium (see Sec. 3.3.2) can be detected to optimize
the loading efficiency of “Be™ ions.

Since the main parts of the imaging system are located at the cryogenic stages, they
have to be aligned before cooldown. For the commissioning experiments described in
this thesis, the imaging system was aligned by optimizing the image of the dc electrode
tips illuminated with white light. This will be improved in the future using a precise
method for alignment, which is described in Sec. 3.2.4.

3.2.4 Wire probe alignment system

During experiments with the cryogenic Paul trap, the alignment of the various lasers, the
beryllium oven as well as the imaging system onto the center of the trap is crucial. For
this purpose, a cryogenic wire probe was designed in this thesis and in [Bogl9], which
allows to define a reference point in the center of the trap. It is shown in Fig. 3.11.

The main parts of the wire probe system are located at 4 K and mounted onto a
horizontal port of the cavity housing perpendicular to the trap axis (see Fig. 3.10). This
avoids misalignment during cooldown. At the tip of the wire probe, a tungsten wire
with 50 pm diameter is fixed to a titanium rod. It can be moved axially to position the
wire tip in the trap center using a linear drive at room temperature, which is connected
to the rod using two interconnected chain links. To prevent thermal bridges between
different temperature stages, the links can be disconnected during operation (not shown
in Fig. 3.10 or Fig. 3.11).

The titanium rod is suspended using two ball-bearings, which are separated axially by
25mm. Each bearing consists of three sapphire spheres with 1.5 mm diameter, which are
guided using shallow channels inside the bearing and the titanium rod. These channels
limit the axial travel range of the probe and, thus, avoid damaging the trap electrodes.
Additionally, the tip can be completely retracted into the opening inside the cavity
housing to minimize the outcoupled fraction of the em energy stored inside the cavity.
In order to maintain the wire orientation and ensure a constant force onto the titanium
rod during cooldown, the upper sapphire spheres of both bearings are pressed onto
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Figure 3.11: Section view of the CAD model of the wire probe alignment system. It is
mounted to the cavity housing to define a reproducible reference point in the
center of the ion trap (see Fig. 3.10). One support point of the three-point
rest, which connects the ball bearings to the cavity mount using leveling
wedges, is indicated. The connection of the titanium rod to the linear drive
at room temperature is not shown here. For details see text. Modified from
[Bogl9].

the titanium rod using bolt spring plungers. Both sapphire and titanium exhibit small
thermal expansion integrals [EkiO6], which guarantees full functionality of the bearings
after cooldown. Furthermore, the use of sapphire as a hard material avoids abrasion in
the trap region.

In order to allow for precise positioning of the wire tip inside the cavity, the bearings
are connected with a three-point rest to the cavity mount, which is fixed to the cavity
housing. The orientation as well as the distance to the cavity mount can be adjusted
using three high-precision leveling wedges held together by stainless steel springs. The
height of each wedge mount can be individually modified using a fine-thread M3 x 0.25
screw, which defines the position of the central wedge. Due to the small inclination of
its opposing surfaces of 6°, a full rotation of the screw changes the angle of the wire
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probe by 0.024° and moves the wire tip in the trap center by 40 pm. This should allow
to position the wire tip with a precision below 5 pm.

In order to align the cryogenic parts of the imaging system before cooldown, the
wire probe is precisely positioned in the geometric center of the cavity. Subsequently,
the image of the wire tip illuminated with a 313nm laser is optimized by adjusting
the position of the individual components of the imaging system. After cooldown, the
lasers as well as the beryllium oven (see Sec. 3.3.1) are aligned to the trap center by
detecting overlap with the wire tip. This method promises to be very robust as well as
reproducible and should allow for efficient realignment of all critical components of the
experiment after maintenance intervals. Additionally, the wire probe can be used for a
wide range of wavelengths and requires only little photon flux to detect overlap with the
reference point. This will be used in the near future for the alignment of spectroscopy
lasers probing long-lived optical transitions or transitions in the XUV region of trapped
HClIs. For the latter, a fluorescing coating can be applied to the wire tip. Since the wire
probe was still under construction during commissioning of the trap, it was not installed
for the experiments presented in this thesis.

3.3 Production and cooling of “Be™ ions

The production and laser cooling of “Be™ ions is implemented similarly to the CryPTEx
experiment, as described in [Sch17]. First, a thermal beam of beryllium atoms is pro-
duced inside an atom oven (Sec. 3.3.1) and directed towards the center of the cryogenic
ion trap. Here, it is superimposed with the photoionization laser, which results in partial
ionization of the atomic beam via a resonance-enhanced two photon process (Sec. 3.3.2).
The produced ions are subsequently confined inside the Paul trap and laser-cooled using
the scheme described in Sec. 3.3.3.

3.3.1 Production of an atomic beryllium beam

A thermal beam of neutral beryllium atoms is produced inside an atom oven and sub-
sequently collimated on its way towards the ion trap. The design of the beryllium oven
is adapted from [Sch17] and can be seen in Fig. 3.12.

The center piece is an Al,Og crucible with an inner diameter of d; = 1.6mm. It
is filled with several stripes of 30 pm thick beryllium foil amounting to a total load of
approximately 10 mg. The crucible is held in position by a tungsten heating coil, which is
surrounded by an Al,O3 tube and a heat shield made from tantalum. The latter reflects
a fraction of the emitted thermal radiation back onto the oven and thereby suppresses
radiative cooling. An additional aluminium housing around the oven is used to avoid
contamination of vacuum chamber and TMPs by restricting the beam emittance.

In order to maintain XHV pressures below 10~ mbar inside the cryogenic envi-
ronment, two apertures (Aj2) are used to separate the first and second stage of the
differential pumping system from the Paul trap vacuum. Additionally, the skimmer Ky
is used to further reduce the atomic beam width inside the trap. This is necessary since
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Figure 3.12: Schematic drawing of the beryllium oven. (@) The atomic beryllium beam
is emitted from the oven and collimated using two 60 mm long apertures A;
of diameter do = 3mm. The skimmer K; with diameter d3 = 800 pm at
a distance of L1 = 876 mm from the oven and Ly = 58 mm from the trap
center restricts the maximum beam width inside the trap. For diagnostics and
alignment, a beamsplitter (BS) and a thin-film sensor (TFS) can be moved
into the atom beam. The maximum beam diameter D and collimation angle
@ inside the trap are geometrically estimated by treating the oven as an
extended source (b) or point source (c), respectively. For details see text.

already small amounts of deposited beryllium on the trap electrodes can lead to patch
potentials and motional heating of the trapped ions (see Sec. 4.1.1).

An upper limit for the beam diameter inside the trap can be estimated by treating
the oven as an extended source (see Fig. 3.12(b)). The maximum beam diameter D at
distance [ behind skimmer Kj is given by

Dm:@+iuﬁwg, (3.6)

which results in an atomic beam diameter of about 960 pm throughout the trap region.
This avoids deposition of beryllium atoms from the oven onto the trap, as the minimum
distance of the quadrupole electrodes amounts to 1.95 mm.

During operation, the oven is typically heated to a temperature of 1250 K. This
results in a mean velocity of the Maxwell-Boltzmann distribution for beryllium atoms
around 1715ms ™! [Lau05]. For efficient photoionization of atoms inside the interaction
region of superimposed laser and atomic beam, the number of atoms which are addressed
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by the laser needs to be maximized. Since the ionization process includes the resonant
excitation of an intermediate state (see Sec. 3.3.2), the relative Doppler shift needs to
be smaller than the linewidth of the excited state.

Using a relative angle of 90° between atomic beam and photoionization laser reduces
the first order Doppler shift to the transversal velocity component of the atoms, which
depends on the collimation angle of the atom beam . It can be calculated by treating
the beryllium oven as a point source (see Fig. 3.12(c)). This is a valid approximation,
since both the diameter of the oven d; as well as the diameter of the skimmer d3 are
small compared to the distance L; between oven and skimmer: dy,ds < Lqi. The full
opening angle of the atomic beam is given by

d
2¢ = 2arctan <3> ~ (0.9l mrad . (3.7)
204

Since the transversal velocity component scales with sin(p) ~ 5 x 1074, the standard
deviation of the first order Doppler shift [Lau05] is on the order of 2 MHz. This is smaller
than both the linewidth of the photoionization laser of about 4 MHz [Sch17] as well as the
linewidth of the intermediate excited state of beryllium of 87.9 MHz [Kra+19]. Therefore,
all atoms in the interaction region are simultaneously addressed by the photoionization
laser.

Due to the small diameter of the skimmer Ky, the beryllium oven needs to be precisely
aligned with respect to the trap center. This is accomplished using a HeNe alignment
laser, as shown in Fig. 3.12(a). First, the HeNe laser is guided through the center of the
two skimmers, which are positioned symmetrically around the trap region. Subsequently,
the position of the beryllium oven is adjusted using an off-axis port aligner until the HeNe
spot is centered inside the AlaO3 tube of the oven. This can be visually observed using
a retractable beamsplitter.

The emitted flux of beryllium atoms can be measured using a retractable thin-film
18 which is mounted at a distance of 470 mm from the crucible. During com-
missioning of the oven, a measurement of the emitted flux was performed at a heating
current of 13 A in the tungsten filament. The corresponding oven temperature was es-
timated to 1410K using an optical pyrometer. This method is typically limited to an
accuracy of 100 K [RS95].

The flux measurement yields a total deposited mass of about 20 pg over a period
of 1.5h. This corresponds to an average deposition rate of 2.5 x 10! beryllium atoms
per second. Assuming that the complete detector surface with 8 mm diameter was
homogeneously covered with beryllium, a lower limit for the flux inside the trap region
is estimated to 7.2 x 10® atoms per second.

This is in agreement with the expected values using the derivation in [Sch17]. For
the oven geometry shown in Fig. 3.12, a flux of 1.2 x 10® to 1.1 x 10? atoms per second
at the position of the trap is expected at oven temperatures between 1250 K and 1350 K.

sensor
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Figure 3.13: Reduced electronic level structure of ?Be in singlet configuration (not to
scale). Beryllium is ionized using resonance-enhanced two-photon ionization
at 235 nm via an intermediate excited state. For details see text.

3.3.2 Photoionization of beryllium

The reduced electronic level structure of atomic beryllium in singlet configuration is
shown in Fig. 3.13. Its ground state, 2s'Sg, has an ionization threshold of 9.32 eV, which
corresponds to a wavelength of 133 nm [Kra+19]. As such low wavelengths are technically
challenging to generate and handle, a two-step ionization process via a resonantly excited
intermediate state is chosen.

The lowest-lying excited state, 2p Py, has a lifetime of 1.8ns, which corresponds
to a natural linewidth of 87.9 MHz [Kra+19]. It is connected to the ground state by a
dipole-allowed transition at 5.28 eV, which corresponds to a wavelength of 235nm. The
excited state with an ionization threshold of 307 nm can then be ionized by non-resonant
absorption of a second 235 nm photon. In order to saturate the first resonant excitation
step, the laser is focused to a 1/e? beam diameter of about 250 pm in the center of the
trap. Typical laser powers used during the experiments of this thesis are on the order of
1.5mW. However, reproducible loading of small ion crystals was also performed using
smaller laser powers around 80 pW.

The laser system for photoionization is described in [Sch17; Ebel3]. Radiation at
235 nm wavelength is produced in two steps from a commercial diode laser as reported
in [Lo+14]. First, light at 940 nm is frequency doubled to 470 nm inside an enhancement
cavity using a PPKTP (periodically poled potassium titanyl phosphate) crystal. The
subsequent second doubling stage is realized using cavity-enhanced frequency doubling
inside a beta barium borate (BBO) crystal. This allows to generate 235nm radiation
with up to 10 mW power.
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Figure 3.14: Energy level structure of °Be™ containing the relevant states for laser cooling
(not to scale). The hyperfine structure of the excited 2Py 5 state (~ 1 MHz
[Mon+-95]) is smaller than its natural linewidth and not shown on the right
side. The lasers for Doppler cooling (magenta) and repumping (cyan) are
shown for the case of o~ polarization. Additionally, a possible Raman laser
configuration for resolved sideband cooling is shown. Both Raman beams
(orange and blue) are detuned by Ap to the closest resonant excitation. For
simplicity, the Zeeman substates with different m g are drawn energetically
degenerate.

3.3.3 Laser cooling of “Be™

The reduced level structure of singly charged beryllium containing the relevant electronic
states for laser cooling is shown in Fig. 3.14. It has an electronic ground state configu-
ration of [He]2s! and features a single valence electron. Since the closed 1s? shell cannot
be excited using optical wavelengths, the ion can be treated here as a quasi one-electron
system. Due to the nuclear spin of beryllium, the ground state 2S; /2 splits into the two
hyperfine levels F' =1 and F' = 2, which are separated by 1.25 GHz [Kra05].

Doppler cooling is performed on the 2S1/2(F =2)— 2P3/2 transition at 313.133 nm
[Kra05]. The excited state has a natural linewidth of I'/27w = 17.97 MHz [Kra+19] which
corresponds to a lifetime of about 8.9 ns. Closed-cycle excitation can be achieved using
pure o /o~ polarization to drive transitions between the Zeeman sublevels |F, mp) of
ground and excited state, |2Sl/2,2,j:2) and |2P3/2,3,i3>. This is shown in Fig. 3.14
for the case of 0~ polarization. In case of imperfect polarization of the cooling laser,
some population of the ground state is transferred to the ?S;5(F = 1) state. This is
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depopulated using a repumper laser, which has the same polarization as the cooling laser
and connects the F' = 1 ground state hyperfine level to the excited state.

Usually, a bias magnetic field is applied to align the quantization axis at the position
of the ions with the propagation direction of the cooling laser. However, for the com-
missioning experiments presented in this thesis, no bias magnetic field was applied and
the quantization axis is given by the ambient magnetic field. Therefore, efficient laser
cooling requires high intensities of the repumper laser compared to similar experiments
[Leol8]. Typical laser intensities amount to 1 mW for the cooling laser and 0.5 mW
for the repumper, with 1/e? beam diameters in the trap center of 340 pm and 310 pm,
respectively.

After initial Doppler cooling, the ions can be cooled to their motional ground state
using resolved sideband cooling, see Sec. 2.2.2. A possible implementation for Be™
following [Leol8] is shown in Fig. 3.14. The two hyperfine levels of the ground state are
connected by a two-photon Raman transition via a virtual excited state. By choosing this
virtual level at about half-way in between the 2P, /2 and ’p, /2 states, a large common
detuning Apr of the two Raman beams to the closest resonant excitation is achieved.
This reduces the off-resonant scattering rate o 1/A%% and simultaneously allows for
reasonably high Rabi frequencies &< 1/Ag of the sideband transitions [Win+498a].

The UV laser systems for Doppler cooling are described in [Sch17]. Radiation at
313nm is produced by non-linear processes from longer wavelength radiation following
a two-step method described in [Wil4-11]. In a first step, sum frequency generation
of two infrared fibre lasers at 1051 nm and 1550 nm inside a PPLN (periodically poled
lithium niobate) crystal yields light at 626 nm wavelength. Subsequent cavity-enhanced
frequency doubling using a BBO crystal allows to generate 313 nm radiation with up
to 300 mW power. A small fraction (10 %) of the 313 nm light is then frequency shifted
using an acousto-optic modulator (AOM) setup for the repumper laser.

Due to the large detuning between the Doppler cooling wavelength and the Raman
transitions, Agr ~ 100 GHz, an additional laser source at 313 nm is required for sideband
cooling. This will be implemented in the future based on a commercial UV laser system
producing 313 nm light by frequency quadrupling of a diode laser.

3.4 Optical setup

For the commissioning of CryPTEx-II described in Chapter 5, the experiment was set up
on the first floor of the experimental hall at MPIK. The laser systems for photoionization
of beryllium and Doppler cooling of “Be™ are located directly below on the ground
floor. They are shared between the two Paul trap experiments, CryPTEx-1 & -II. The
laser beam guidance to the first floor laboratory will be described in the following.
Additionally, the optical setup around the ion trap and the allocation of the optical
access ports to the trap center, as can be seen in Fig. 3.15, is covered.

The UV lasers located at the ground floor are guided over a distance of about 8 m
to the optical table of CryPTEx-II through free space. Beam delivery using UV fibres

¥model TA-FHG pro from TOPTICA Photonics AG
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Figure 3.15: Schematic drawing of the optical setup around the ion trap (not to scale).
The UV lasers for Doppler cooling (CL, blue), repumping (Rep, blue) and
photoionization (Pl, magenta) are delivered from the laboratory one story
below, where the piezo-driven mirrors (PZ) for the first stage of the pointing
stabilization are located (not shown). The intensity of the cooling laser is
stabilized using a photodiode (PD). Cooling and repumper laser are over-
lapped using a non-polarizing beamsplitter (BS). The outlines of the rf ion
trap (gray) are indicated to show the allocation of the optical access ports
used for the beryllium oven (Be, green), the associated HeNe alignment laser
(HeNe, red) and the HCI beamline (HCI, yellow).

was not possible, since stable long-term operation with low transmission losses requires
hydrogen loading and successive UV curing of the fibres [Col+14; Mar+17]. However,
no manufacturer was able to supply sufficiently long hydrogen-loaded fibers to span the
full distance between both optical setups. In order to account for differential vibrations
between the two laboratories, the beam pointing is actively stabilized using a commercial
stabilization system®’. It was set up during this thesis and [Bog19].

2Omodel compact from MRC Systems GmbH
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The stabilization consists of two independent systems which are used to control
the beam pointing of cooling and photoionization laser. The repumper laser is guided
parallel to the cooling laser and, thereby, passively stabilized. This should be sufficient,
since both 313nm lasers take similar pathways between the two optical setups and
should therefore experience comparable perturbations. Each system consists of two
piezo-controlled mirrors, which stabilize the beam position at the corresponding position-
sensitive detector (PSD). The error signal for stabilization is generated by supplying each
PSD with a minor fraction of the laser power (100 W), which is decoupled from the
beams using beam samplers. In order to regulate the beam pointing in two spatial
directions, the piezo-driven mirrors are equipped with two piezo actuators each. A first
set, of piezo-controlled mirrors is mounted in the ground floor laboratory and stabilizes
the beam positions at the detectors PSD1 (see Fig. 3.15). These are mounted at a
distance of 6.1 m from the piezos, where the lasers enter the optical setup around the
ion trap. The second stage is used to stabilize the position of the beam focus inside
the trap. Since the PSD cannot be placed close to the trap center, it is mounted in the
corresponding virtual point. Thereby, the distance between the PSD (PSD2 in Fig. 3.15)
and the associated beam sampler is identical to the distance between beam sampler and
trap center.

Along the optical path of the laser beams, the piezo-controlled mirrors of the second
stage are mounted in front of the beam samplers supplying the PSD of the first stage,
due to spatial constraints. However, the distance between the two components (< 30 cm)
is small compared to the total length of the second stage, i.e. the distance between piezo-
driven mirror and the PSD, of more than 1 m. Therefore, the interference between both
stages should be negligible. Additionally, care was taken to align the beam paths towards
PSD1 and PSD2 non-parallel to each other. This increases the number of vibrational
modes which can be detected.

The typical performance of the system was measured in [Bogl9] using a test setup.
Slow perturbations between 1Hz and 70 Hz are efficiently suppressed to relative ampli-
tudes < 1/4/2, while higher frequencies lead to larger fluctuations of the beam pointing.
This can be improved in the future by reducing the weight of the piezo-driven mirrors.
In the current setup, three of the four piezos are equipped with 2inch mirrors. This is
necessary due to the large beam profiles originating from the initial divergence of the
laser beams and the long pathway between the two optical tables. Correcting this di-
vergence in the ground floor laboratory allows to reduce the mirror diameter to below
linch, which reduces the mirror weight by a factor of four. This should significantly
increase the maximum frequency that can be efficiently compensated.

At the optical table around the ion trap (see Fig. 3.15), the laser beams are collimated
using telescopes. This allows to reduce the 1/e? beam diameters to typical values of
1.5mm and 2.1 mm for cooling and repumper laser, respectively, and 2.5 mm for the
photoionization laser. The photoionization laser is subsequently focused to the trap
center using an anti-reflection coated lens with 500 mm focal length?', which yields a
1/e? beam diameter of 250 1m at the position of the ions. It enters the ion trap in the
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horizontal plane under an angle of 90° with respect to the atomic beryllium beam. This
is crucial for efficient ionization as it suppresses the first order Doppler shift between
thermal atomic beam and 235nm photons (see Sec. 3.3.1). In order to optimize the
ionization efficiency, the overlap between the beryllium beam with a diameter of 960 pm
and the photoionization laser needs be maximized. Therefore, the last lens in front of
the trap chamber is installed in a two-stage motorized mount??, which allows to precisely
adjust the laser focus position in the center of the trap.

Cooling and repumper laser are separated at the entrance of the optical table. Sub-
sequently, the linear polarization of both beams is cleaned up using a combination of
half-wave plate and Glan-Taylor prism, before being converted to circular polarization
using a quarter-wave plate. This suppresses unwanted contributions to the laser polar-
ization and yields a high efficiency for the Doppler cooling process (see Sec. 3.3.3). The
two circularly polarized beams are overlapped using a non-polarizing 50:50 beamsplitter.
They enter the trap in the horizontal plane under an angle of 30° with respect to the
trap axis. Thereby, efficient cooling of all three motional modes is ensured (see Sec.
2.2.1). Both beams are lightly focused to the trap center using anti-reflection coated
lenses with 1000 mm focal length??. This yields 1/e? beam diameters at the position of
the trap center of 340 pm and 310 pm for cooling and repumper laser, respectively.

The intensity of the cooling laser is stabilized using a 200 MHz AOM, similar to the
method described in [Sch17]. The -1% diffraction order is guided to the experiment,
while the 0*" diffraction order is blocked. Additionally, some fraction of the -15¢ order is
detected using a photodiode. This signal is used to compensate fast intensity fluctuations
of the cooling laser by adjusting the rf power supplied to the AOM and, thereby, the
intensity of the detected diffraction order.

3.5 Highly charged ion source and transfer beamline

A Heidelberg compact EBIT [Mic+18] is used as a versatile source of HCIs for the
CryPTEx-II experiment. It allows to produce a wide range of HCI species, which can
be transported to the cryogenic Paul trap for spectroscopy using a low-energy transfer
beamline [Mic20]. The EBIT as well as the beamline were assembled and characterized
in [Ros19; Kith21]. A schematic drawing of the experimental setup is shown in Fig. 3.16.

HCIs are produced inside the EBIT using sequential electron impact ionization of a
gaseous target. The electrons are emitted from a heated cathode and accelerated towards
a set of cylindrical electrodes, also called drift tubes, by the applied potential difference.
After passing the trap region, the electrons are dumped on a water-cooled collector. Gas
is injected into the trap center by means of a needle valve and ionized by the impacting
electrons. In order to reach a high ionization efficiency, a strong magnetic field gradient
is used to focus the electron beam down to a diameter on the order of 100 um in the
interaction region. The produced ions are radially trapped by the negative space charge
potential of the electron beam and axially confined by the electrostatic potential of

2model AGLS25 from Newport Spectra-Physics GmbH
Zmodel LA4663-UV from Thorlabs GmbH
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Figure 3.16: Schematic drawing of the HCl source and transfer beamline connected to the
cryogenic Paul trap. For details see text.

the trap electrodes. This allows to successively ionize the target up to a maximum
charge state, which is reached once the kinetic energy of the electron beam is below the
ionization threshold of the target. The highest achievable charge state as well as the
charge state distribution depends on the rate coefficients of the competing ionization and
recombination processes, see e.g. [Dob19]. Both can be adjusted by tuning the EBIT
parameters, e.g. injection pressure, breeding time, as well as electron beam energy and
current.

The ions are extracted in bunches through the hollow collector by inverting the trap,
i.e. increasing the potential of the central trap electrode above the adjacent ones. After
the extraction pulse, which has a typical duration of 200 ns, the charge breeding process
starts anew. The extracted ions enter the beamline with typical kinetic energies on the
order of 695eV X ¢, where ¢ denotes the charge state. While being guided towards the
Paul trap, several electrostatic lenses, dubbed Sikler lenses [MSM11], allow to focus and
steer the ion beam. A 90° electrostatic bender is used to connect the EBIT to the Paul
trap. This allows for two-way optical access to the central trapping region of the Paul
trap for laser spectroscopy experiments.

During transfer from EBIT to Paul trap, the different constituents of the ion bunch
separate according to their charge-to-mass ratio ¢/m. Neglecting any focusing, which
can be ¢/m-dependent, the TOF of the ions scales according to tTor x /m/q [Mic20].
This can be used to select the HCI species of interest for the injection into the Paul trap
by applying short voltage pulses to one of the electrostatic lenses and, thereby, deflecting
undesired ions. In order to allow for efficient retrapping inside the Paul trap (see Sec.
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4.5.2), the ions are decelerated using pulsed drift tubes, which leaves them with typical
kinetic energies around 130eV x ¢q. The serrated electrode structure of the pulsed drift
tubes allows in addition for a reduction of the kinetic energy spread and refocusing of
the ion bunch, as described in [Sch+415b; Ros19; Mic20].

Three microchannel plate (MCP) detectors are distributed along the beamline for
ion beam diagnostics, see Fig. 3.16. The detector behind the electrostatic bender is
used for charge-state identification by measuring the TOF of the ions. This allows to
optimize the charge breeding inside the EBIT for the desired charge state. A second,
retractable detector in front of the Paul trap is equipped with a retarding grid, which
allows to determine the kinetic energy and energy spread of the HCIs before they enter
the Paul trap. Finally, the MCP behind the Paul trap is used to optimize the beamline
parameters for the retrapping process.
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The Superconducting Radio-Frequency
Cavity

The novel superconducting radio-frequency (rf) cavity developed in this thesis consti-
tutes the main part of the cryogenic Paul trap experiment CryPTEx-II, described in
Chapter 3. It represents a unique combination of resonator and Paul trap and is de-
signed to confine ions in the low-noise rf potentials of the cavity. This concept promises
to yield ultra-stable trapping potentials as well as greatly suppressed motional heating
rates of trapped ions.

The following description of the superconducting rf cavity starts with a discussion
of the general concept and the basic working principle of the presented resonator ion
trap combination (Sec. 4.1). Subsequently, the cavity design is described in Sec. 4.2,
followed by a brief summary of the cavity fabrication and material selection (Sec. 4.3).
The second part of this chapter contains various simulations, which were performed to
evaluate the cavity performance and optimize its geometry. Simulations of the resonant
modes and estimates of different cavity loss mechanism are discussed in Sec. 4.4. In
addition, Sec. 4.5 provides simulations of the trapping potentials of the Paul trap and
the retrapping process of highly charged ions (HCIs). The chapter closes with a brief
discussion of the possible application of image current detection techniques to determine
the quantum state of ions confined inside the cavity (Sec. 4.6).
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4.1 Concept

The cavity developed in this thesis is designed to produce low-noise rf potentials, which
allow to confine ions in extremely stable pseudopotentials with suppressed motional
heating rates. Thus, the typical sources for motional heating of trapped ions in Paul
traps, which are described in Sec. 4.1.1 based on [Bro-+15], have to be suppressed. This
is achieved using the approach discussed in Sec. 4.1.2, where the basic concept of the
superconducting ion trap is described.

4.1.1 Heating rates in radio-frequency ion traps

Trapped ions are susceptible to external electric-field noise, which couples to the ion
motion and induces transitions between vibrational states of the confining harmonic
potential. This is the case even if the ion is cooled to the quantum-mechanical ground
state of its motion. In general, the heating rate of a motional mode w; is defined as the
temporal change of its mean phonon number, %(n,}. Here, we will consider the special
case of the rate I'y, at which an ion in the ground state of the harmonic potential is
excited to the first excited state. In case of negligible micromotion, this rate can be
approximated by [Bro+15]

~ 4mhwiSE(wi) , (4.1)

where ¢ and m describe the charge and mass of the ion and Sg(w) denotes the spectral
density of the electric field.

In the presence of micromotion, Eq. (4.1) may no longer hold. As discussed in
Sec. 2.1, micromotion describes a coherently driven motion. Thus, it does not represent
a source of heating by itself. However, for a radial displacement of the ion from the
rf node, e.g. due to static offset potentials on the trap electrodes, the time-dependent
electric fields from the quadrupole electrodes no longer vanish at the position of the
ion. Therefore, any residual voltage noise at the trap electrodes produces fluctuating
electric fields at the position of the ion. In case of non-vanishing spectral voltage density
Sy (2 + w;) at the motional sidebands of the trap frequency €, this results in heating
of the ion motion at secular frequency w;. Thus, in order to reduce motional heating of
ions, any electric-field noise at the secular frequencies w; and the corresponding sidebands
Q + w; of the rf drive needs to be suppressed.

Different sources for electric-field noise in ion traps can be distinguished. The most
fundamental ones are blackbody radiation and background electromagnetic (em) fields.
The latter can interact either directly with the ion or indirectly by coupling to parts
of the experimental apparatus. Another typical noise source in ion trap experiments
is technical noise, e.g. from power supplies, which is transmitted to the ion trap via
electrical connections. Additional electric-field noise is produced by the thermal motion
of electrons in resistive elements of the experiment. The spectral density of this so-called
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Johnson-Nyquist noise [Joh28; Nyq28] is given by [Bro+15]

_ 4kpTR(w,T)

‘S%N d2 (42>
eff

Here, kg is the Boltzmann constant, 71" is the temperature of the resistor with resistance
R and d.g is a geometry-dependent characteristic distance. Both, heating by Johnson-
Nyquist noise as well as blackbody radiation can efficiently be suppressed by reducing
the temperature of the trap and its surrounding.

Furthermore, local variations from the ideal electrode potentials on the microscopic
scale result in fluctuating potentials, which can contribute to motional heating of ions.
This is sometimes referred to as anomalous heating. Many potential microscopic mech-
anism have been proposed to cause this noise. Among them are fluctuating patch po-
tentials, adatomic dipoles, and adatomic diffusion. In general, this heating mechanism
depends strongly on the electrode-ion distance 79 and scales with ry 2 to Ty 4 depend-
ing on its origin. In addition, heating rate measurements of trapped ions indicate that
anomalous heating might be thermally driven and could be suppressed by decreasing the
trap temperature [Des+06].

4.1.2 Working principle

In order to suppress motional heating rates, confinement of ions is realized by combining
a high-@Q) resonator with a linear Paul trap to produce ultra-stable rf potentials. The
trap electrodes are integral constituents of a resonator structure featuring a quadrupole
resonant mode of the electric field. Its resonance frequency wg represents the trap drive
frequency €2 of the Paul trap. Ions are confined in a superposition of this quadrupole
field and a static electric potential.

As described in Sec. 2.3, an rf resonator can be modelled by an LCR resonant circuit.
The realization of a resonant circuit featuring a quadrupole mode of the electric field
is shown in Fig. 4.1. For a classical LC circuit, Fig. 4.1(i), the total em energy of the
system is transferred periodically between the electric field stored inside the capacitor
and the magnetic field of the inductance. The capacitance is formed by the two poles of
the resonant circuit, whose geometry defines the structure of the electric field. Modify-
ing this basic geometry allows to pictorially explain the working principle of the cavity
presented here. Simplifying the inductance to a single conductor loop, (ii), and subse-
quently adapting the shape of the capacitor to increase its capacitance, (iii), results in
a transformed LC circuit. Revolving this geometry around the indicated axis yields a
three-dimension resonant circuit, (v), which is additionally shown in a section view, (iv).
It consists of a cylindrical tank surrounding the two poles. In a last step, the number of
resonator poles is quadrupled, (vi), which results in a quadrupole mode structure of the
electric field around the symmetry axis of the tank. Each quadrupole electrode consists
of an inner and an outer electrode, which represent the opposite poles of the resonant
circuit. This yields a high capacitance and results in a low resonance frequency of the
quadrupole mode, as required for ion confinement (see Sec. 4.2). The relative rf phase of
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Figure 4.1: Schematic drawing of the realization of an LCR resonant circuit for a cavity
featuring a quadrupole mode. The resistive losses of the system are represented
by the lossy conductors. For details see text.

opposite quadrupole electrodes is exactly defined by geometry, which allows to suppress
a typical source for excess micromotion (see Sec. 2.1).

In case of a high quality factor of the quadrupole resonant mode, this concept allows
to produce ultra-stable rf potentials. For the cavity presented here, this is achieved
by superconducting operation, which suppresses resistive rf losses inside the resonator
surface (see Sec. 2.3.1). In general, the quality factor @ is defined as the ratio of the
stored em energy U to the dissipated power Py per rf cycle 1/wg (see Sec. 2.3.1):

= L7 (4.3)

It sets the time scale for the exponential decay of the em energy stored inside the cavity,
T = 2Q)/wp. For a high @ value, many cycles of the rf drive will be averaged inside the
cavity leading to suppressed amplitude and phase fluctuations of the trapping potentials.
Furthermore, the quality factor defines the bandwidth of the excitation spectrum.
An excitation spectrum resembling the one of the rf cavity presented here is shown in
Fig. 4.2. In case of a high @ value, the cavity acts as a narrow bandpass filter for the
supplied rf signals and features a resonance width of Aw = wy/Q at 3dB below the
maximum. Any technical noise from the rf drive at frequencies, which are separated by
a few linewidths Aw from the resonance, is strongly suppressed at the trap electrodes.
Thus, a high @ value yields ultra-stable rf trapping potentials and accordingly well-
defined secular frequencies of the trapped ions, which feature a reduced linewidth.
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Figure 4.2: Calculated excitation spectrum (cyan) of an rf cavity with quality factor
Qo = 2.3 x 10°, resembling the cavity presented in this thesis. The inset
shows a detailed view around the resonance at wy/2m = 34.46 MHz, which
features a linewidth of Aw/27m = 150 Hz. The motional sidebands (magenta)
of an ion with secular frequency w/2m = 1 MHz are well separated from the
carrier excitation at wy.

In addition, confinement of ions inside the superconducting cavity is expected to yield
suppressed motional heating rates. This includes heating by electric-field noise on the
trap electrodes. Technical noise on the quadrupole electrodes is reduced due to the band-
pass behaviour of the cavity, which efficiently filters frequency components Sg(wy + w;)
at the motional sidebands (see Fig. 4.2). Also, Johnson-Nyquist noise of cavity elements
is greatly reduced as the trap is operated at 4 K and completely superconducting. Ad-
ditionally, the electrostatic potentials of the direct current (dc) electrodes are filtered
using low-pass filters, which are also mounted at 4 K to suppress Johnson-Nyquist noise
(see Sec. 3.2.2). Furthermore, heating by blackbody radiation is completely rendered
negligible due to the cryogenic trap environment.

Other effects of motional heating, referred to as anomalous heating, are greatly re-
duced due to the macroscopic trap geometry with rg = 1.75mm, and the cryogenic
trap temperatures. Finally, the trap region in the center of the cavity is enclosed by
the superconducting walls of the housing. According to the Meissner-Ochsenfeld effect
(see Sec. 2.4.3), this should efficiently shield the trapped ions from external alternating
current (ac) magnetic field noise.
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4.2 Design

The superconducting ion trap presented in this chapter represents a combination of a
linear Paul trap and an rf resonator, as described in Sec. 4.1.2. Ions are confined radially
in the standing em fields of the cavity similar to a two-dimensional quadrupole mass filter.
Axial confinement is achieved by adding dc electrodes to the geometry. These are biased
to a static potential and confine the motion of the ions along the symmetry axis of the
quadrupole. A CAD model of the cavity is shown in Fig. 4.3.

The cavity is directly mounted onto the 4 K stage of the cryogenic setup described
in Chapter 3. It is intended to confine cold HCIs for high-precision laser spectroscopy
experiments. The following requirements and specifications were considered for the
cavity design:

(i) High mechanical stability and low differential contraction during cooldown to 4 K
to avoid misalignment.

(ii) Efficient capturing and preparation of HCIs inside the trap to maximize the mea-
surement time within the experimental cycle, which is limited by the HCI storage
time.

(iii) Multiple optical access ports to the trap center for lasers, external atom or ion
sources and the imaging system.

For high mechanical stability, (i), the monolithic housing of the cavity supporting the
trap electrodes is machined from one piece of niobium. Since the fits for the electrodes
were machined in one single run, very tight mechanical tolerances are reached. This
guarantees good positioning as well as alignment of the electrodes with respect to each
other. Differential contraction as well as distortion during cooldown is suppressed as all
electrically conducting parts are made of niobium. Additionally, all insulators used for
the positioning of the trap electrodes are made of sapphire, which features advantageous
thermal and mechanical properties. Its low thermal contraction compared to niobium
[EkiO6] and its high mechanical stability suppresses misalignment of the electrodes during
cooldown. In addition, the high thermal conductivity of 230 W(Km)~! at 4 K [Eki06]
ensures proper thermalization of the electrodes with the housing. Furthermore, sapphire
features small dielectric losses at cryogenic temperatures, which cause only minor rf
power dissipation inside the cavity (see Sec. 4.4.2).

The second requirement, (ii), is met by the large trap aperture of 2rg = 3.5 mm. This
ensures both a high acceptance for the injection of HCIs into the rf quadrupole field of
the cavity and allows to store large Coulomb crystals of up to 10% ions. The latter
is needed to efficiently stop and cool the injected HCIs using the retrapping scheme
introduced in [Sch+15b], which is discussed in Sec. 4.5.2.

Optical access to the trap center, (iii), is ensured by twelve ports in the horizontal
plane. The two ports along the trap axis are used for the injection and retrapping of
HCIs from the electron beam ion trap (EBIT). Additionally, the access port above the
trap (not shown in Fig. 4.3) is used for the imaging of trapped ions.
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Figure 4.3: Section view of the CAD model of the superconducting rf cavity. A section view
through the trap center of the cavity can be seen in Fig. 4.4. Detailed views
of the coaxial quadrupole electrodes, the dc electrodes and the rf couplers are
shown in Fig. 4.5, Fig. 4.6 and Fig. 4.7, respectively. For details see text.

4.2.1 Cavity tank and optical access

The box-shaped cavity (220 x 140 x 114 mm?) consists of four parts (see Fig. 4.4). The
monolithic body of the housing is used to mount the trap electrodes, the mirror electrodes
as well as the rf couplers. It is closed with two large lids above and below the trap center,
which are screwed into the wall of the housing. In order to ensure a superconducting
electrical connection, the lids are sealed using high-purity (99.99 %) lead wire, which
becomes superconducting below 7.2 K [Fis+05]. This is needed since a significant fraction
of the rf current inside the cavity walls is passing through the lids (see Sec. 4.4.1).

The upper lid is separated into two parts, where the inner one is used to mount
the imaging system. It is structured using a coarse-meshed grid that allows 83.2%
of the incident light from the trap center within a solid angle of /47 ~ 0.106 to be
transmitted (see Fig. 4.4). The imaging system mounted to the cavity can be seen in
Fig. 3.10. Further optical access to the trap center is provided by twelve ports in the
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Figure 4.4: Section view of the CAD model of the superconducting rf cavity through the
trap center at z = 0. For details see text.

horizontal plane, one every 30° (see Fig. 4.3). For all openings inside the cavity housing,
the length-to-diameter ratio was maximized to reduce the leakage of em energy from the
cavity. In addition, the inner diameters are chosen much smaller than the wavelength of
the resonant mode, \g >~ 8.7m.

4.2.2 Quadrupole electrodes

A critical design parameter of the cavity is its resonance frequency wp, which corresponds
to the operating frequency € of the ion trap (see Sec. 4.1.2). For stable confinement of
ions, it is restricted by the stability condition for the radial motion of an ion inside a linear
Paul trap. According to Sec. 2.1.1, the radial stability parameter for the confinement of
an ion inside the time-dependent quadrupole potential of the cavity is given by

4qVie
mr3Q2 -’

lgr| = (4.4)

where ¢ and m denote the charge and mass of the ion, respectively, and V¢ is the rf
voltage amplitude. As the ion trap is operated inside the first stability region (see Sec.
2.1.1), g, is limited to values between 0 < |g.| < 0.908 for typical stability parameters
la,| < 1. However, around the origin (a,,q,) = 0, the stability region becomes very
small. This yields a weak upper bound on the resonance frequency, since the rf amplitude
Vit is limited by practical considerations. Additionally, in order to allow for ground state
cooling, radial secular frequencies, w, ~ Q4/¢2/8, on the order of 1 MHz are needed (see
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Figure 4.5: Horizontal section view of the CAD model of the rf cavity at the position of
the lower coaxial electrodes. A detailed view of the indicated region (magenta)
can be seen on the right. The coaxial segments consist of an inner (yellow)
and outer (blue) electrode, which are one-sidedly electron-beam welded to the
monolithic housing (dark grey) and at the other end fixed in position using
sapphire rods (cyan).

Sec. 2.2.2). Inserting the definition of ¢, from Eq. (4.4), this corresponds again to an
upper limit for the trap frequency €2 and, thus, for the resonance frequency wg of the
cavity.

For the trap geometry presented here, resonance frequencies on the order of 200 MHz,
for example, would require radial stability parameters around |g,| ~ 0.014 in order to
achieve radial secular frequencies of 1 MHz. According to Eq. (4.4), this corresponds to
a voltage amplitude of Vi >~ 6.4kV. In order to reduce this minimum rf voltage required
for sufficiently high secular frequencies, the resonance frequency of the cavity should be
restricted to below 100 MHz.

For the presented cavity, a coaxial trap electrode geometry is employed to achieve a
small resonance frequency on the level of tens of MHz. This is shown in Fig. 4.4 and
Fig. 4.5. Each quadrupole electrode consists of an inner and an outer part representing
the two opposite poles of the quadrupole resonant mode. Due to the small separation
of 300 pm, the capacitance of one coaxial segment amounts to ~ 230 pF. This increases
the quadrupole capacitance Cqp by two orders of magnitude compared to simple rod
electrodes and, thereby, lowers the resonance frequency of the quadrupole mode, w3 oc
C_Pl, (see Sec. 2.3.2). The coaxial electrode design was developed using finite element
method (FEM) simulations, which are described in Sec. 4.4.1.

The positioning of the coaxial electrodes is shown in Fig. 4.5. The inner and outer
electrodes of one coaxial segment are one-sidedly mounted into opposite walls of the
monolithic housing and electron-beam welded from the outside. There, the weld follows
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the circular contour of the electrodes, which ensures a proper thermal and superconduct-
ing electrical connection. The other side of the electrodes is held in position by sapphire
insulators. In order to ensure precise alignment of the electrodes, tight mechanical tol-
erances are employed for positioning (see Fig. 4.5). Each side of the monolithic cavity
housing supports two inner and two outer electrodes, where the four inner and the four
outer electrodes are each arranged in an electric quadrupole configuration.

For larger optical access to the trap center, the hyperbolic electrode geometry of
an ideal Paul trap is not convenient and was therefore modified. A blade-style elec-
trode geometry was chosen for the outer electrodes, while the inner electrodes feature a
circular cross section (see Fig. 4.4). The tapered outer electrodes feature an electrode
tip radius of 0.9 mm and allow for optical access within a two-dimensional opening an-
gle perpendicular to the trap axis of {2op = 50.3°. This is large compared to circular
trap electrodes with minimized anharmonic contributions to the radial potentials (see
Sec. 2.1.2), which are limited to Qop = 25.4°. The electrode geometry was optimized
using electrostatic simulations of the radial trapping potentials to reduce higher-order
anharmonic contributions. These are presented in Sec. 4.5.1.

4.2.3 DC electrodes

For axial confinement of ions, eight dc electrodes are embedded inside the quadrupole
electrodes around the trap center, as can be seen in Fig. 4.3 and in more detail in Fig. 4.6.
Their contour follows the tapered shape of the quadrupole electrodes. They are held
in position using three sapphire rods of 1.5 mm diameter providing electrical insulation
and proper thermal contact. The sapphire rods are hidden from the direct line of sight
of the ions by choosing their length accordingly. Thereby, stray electric fields on the
trap axis are avoided in case the insulators charge up, e.g. by incident ions or ultraviolet
(UV) photons.

Mounting the dc electrodes directly into the quadrupole electrodes at a distance of
2p = 2.05mm from the trap center yields a strong axial confinement. In case of *Be™ ions,
this allows for high axial secular frequencies of w, /27 ~ 1 MHz at moderate dc voltages
around 25V. The electrode geometry as well as its distance zy to the trap center were
optimized using FEM simulations (see Sec. 4.5.1) to reduce anharmonic contributions to
the electrostatic trapping potential. The geometric factor from Eq. (2.4) is determined
by simulations and amounts to x ~ 0.3379.

The dc electrodes can be individually biased, which allows to minimize the excess
micromotion originating from mismatching dc and rf nodes. Electric connection is pro-
vided using long niobium rods of 1.8 mm diameter (silver in Fig. 4.6), which are screwed
into a M1.6 thread inside the dc electrode. They are guided out of the cavity inside a
3mm hole in the quadrupole electrode. In order to ensure electric insulation, the rod is
precisely positioned using polytetrafluoroethylene (PTFE) tubes mounted at the outer
surface of the cavity housing. Additionally, a polyether ether ketone (PEEK) sleeve
positioned along the middle of each rod acts as a spacer between rod and quadrupole
electrode. To avoid cold welding between dc electrode and supply rod, the thread is
greased with high-purity indium foil (99.999 %), which offers low outgassing rates com-
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Figure 4.6: Detailed view of the dc electrodes. The electrodes (orange) are fixed in position
using three sapphire rods (cyan) of 1.5 mm diameter. Electrical connection is
provided by niobium rods (silver), which are screwed into the electrodes. The
outer quadrupole electrode (light grey) is only indicated. A picture of two dc
electrodes installed inside a quadrupole electrode is shown in Fig. A.1.

pared to other cryo-compatible vacuum greases. This is crucial in close proximity to the
trap center to reach long storage times of HClIs.

Due to the large geometric capacitance between the dc electrode including the supply
rod and the quadrupole electrode of about 15 pF, a sizable fraction of the rf voltage will
be picked up by the dc electrode. This is intended, since a purely electrostatic potential of
the dc electrodes would result in a drastic loss of HCIs during transit due to the reduced
radial confinement at the dc electrode position. In order to determine the required rf
potential of the dc electrodes to render these losses insignificant, ion-flight simulations
were performed, which are presented in Sec. 4.5.2. These suggest equal rf potentials of
dc and quadrupole electrodes for a maximized retrapping efficiency. In order to limit
the outcoupled fraction of the em energy stored inside the cavity, the supply rods are
connected to the external supply circuit using 66 MS2 resistors. This reduces the load
to the cavity and leaves the dc electrodes at 100 % of the rf voltage amplitude of the
quadrupole. A detailed description of the 4 K electronics is given in Sec. 3.2.2.

4.2.4 Mirror electrodes

For the injection and retrapping of slow HCIs from the transfer beamline, two mirror
electrodes are mounted on both sides of the trap. The electrodes are mounted onto the
monolithic housing using a sapphire ring, which grants electric insulation and proper
thermalization with the cavity (see Fig. 4.3). The large distance between the two elec-
trodes of 155 mm ensures that the complete incoming HCI bunch can enter the trap
before the first mirror electrode is switched to a higher potential to close the trap for
retrapping. Additionally, the field penetration of the mirror electrode potential into the
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quadrupole structure was maximized by mounting it close to the trap electrodes. This
increases the radial confinement at the turning point of the ions during reflection from
the electrostatic mirror and, thereby, reduces ion loss. Ion-flight simulations for the
retrapping of HCIs are shown in Sec. 4.5.2 for the optimized electrode geometry.

4.2.5 Radio-frequency coupling

Three different rf couplers are installed at the cavity. An overview of the couplers and
their relative orientation is shown in Fig. 4.7.

Coupling to the resonant mode of the cavity is realized using one capacitive pickup,
which couples to the electric field, and one inductive coil, that couples to the magnetic
field. The latter is used for efficient incoupling of rf power by impedance matching the
cavity to an external signal generator. As explained in Sec. 2.3.4, this can be achieved by
adjusting the orientation of the coil with respect to the enclosed magnetic field vector of
the resonant mode. Thereby, the enclosed area of the loop needs to be roughly matched
to the quality factor of the cavity. The inductive coupler is fixed to a rotatable mount,
which allows to continuously adjust the coil orientation, as can be seen in Fig. 4.7. While
one end of the coil is connected to the external electronic circuit, the other is connected
to the rf ground of the cavity via the rotatable mount.

Characterization and monitoring of the stored em energy inside the cavity is per-
formed using the capacitive coupler. It is kept rather short and protrudes only 4.9 mm
into the inner volume of the cavity. This results in weak coupling to the electric fields
and, thereby, limits the fraction of em power drained from the cavity. The capacitive
coupler will be used in the future to lock the frequency of the rf drive to the quadrupole
resonance of the cavity using Pound locking [Lin+11; Pou46; Dre+83].

Additionally, a microwave antenna is installed, which is intended to drive the ground
state hyperfine transition in “Be™ ions at 1250 MHz. This can be used to characterize the
shielding of external ac magnetic field noise by measuring coherence times of Rabi flops
[Leo+19]. The antenna is mounted under an oblique angle, i.e. not parallel to any of the
three trap axes or the bias magnetic field, to ensure coupling to all polarization compo-
nents of the transition (see Fig. 3.14). In order to minimize reflection of the incoupled rf
power, the length of the \/4 antenna needs to be matched to a quarter of the transition
wavelength, A ~ 24 cm. However, due to capacitive coupling between antenna and cavity
housing, this approach still results in a sensible fraction of the rf power being reflected at
1250 MHz. Thus, the antenna length was adjusted inside the cavity while simultaneously
measuring the reflected power. For the commissioning experiments presented in Chapter
5, the microwave antenna was replaced with a second capacitive coupler identical to the
first one, which allows for more flexibility during cavity characterization.

All rf couplers are made of niobium to suppress eddy current losses by oscillating
em fields. The 2mm thick rods are machined from the same niobium sample as the
other parts of the cavity. They are mounted to the cavity using PTFE holders. In order
to limit dielectric losses, the holders are retracted into the respective opening inside
cavity housing and do not protrude into the inner volume. Connection to the external
electronic circuit is provided by soldering the couplers into SMA connectors.
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Figure 4.7: Horizontal section view of the rf cavity at the position of the upper coaxial
electrodes. The detailed views show the rf couplers made of 2mm thick
niobium rods. (@) The microwave antenna is intended to drive the ground
state hyperfine transition in Be™. It has dimensions of [ = 57mm and
d = 5.9mm and is tilted ~ 17° into the plane (not shown). (b) The inductive
coupler used to drive the quadrupole mode has a coil geometry of x1 = 9 mm,
xg = 7mm and 23 = 5mm and extends 24 = 14.9 mm into the cavity. (c) A
short pickup, s = 4.9mm, is used to couple capacitively to the electric field
inside the cavity.

4.3 Cavity fabrication

The cavity described in this thesis was fabricated in the mechanical workshop at Max-
Planck-Institut fir Kernphysik (MPIK). The following chapter covers the material se-
lection (Sec. 4.3.1), as well as the fabrication process including the surface preparation
of the cavity (Sec. 4.3.2).

4.3.1 Material selection

The main requirements for the material of a superconducting cavity are a high critical
temperature, T;, and a high critical magnetic field, Hg,. Among all elemental supercon-
ductors, niobium offers the highest T, and Hg, [Pad01]. It has thus been used for super-
conducting cavities already since 1967, replacing lead-plated copper cavities [Kne+13].
Alternative materials for the fabrication of cavities include composite superconductors,
such as NbsSn. It features an increased critical rf magnetic field, which is about twice
as large as the one of niobium [Pad01]. Thus, these superconductors can potentially
be used to reduce surface losses and reach higher em fields. However, further research
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regarding the techniques for fabrication and surface preparation is required until they
can potentially outperform niobium cavities [Kec+19].

One major limitation for the cavity performance regarding the highest achievable em
fields is thermal breakdown of superconductivity caused by microscopic regions of high rf
loss [Pad01]. Two complementary approaches for the fabrication of niobium cavities were
developed over the years representing different measures to overcome thermal breakdown:
copper cavities coated with thin films of niobium and cavities made of bulk or sheet
niobium.

The first approach provides an improved stability against thermal breakdown of
superconductivity due to the excellent thermal conductivity of copper. Furthermore,
it offers the advantage of being cost-efficient, as only very little high-purity niobium
material is needed. Different techniques for the coating of copper surfaces including
electrolytic deposition [MS65], vapour deposition [Piz+16], ultra high vacuum (UHV)
cathodic arc [Cat+07] and cylindrical magnetron sputtering [Orl+93] were reported. Al-
ternatively, the second approach relies on the use of high-purity bulk niobium to achieve
a reasonably high thermal conductivity at cryogenic temperatures. The performance of
the cavity depends on the material purity as well as surface inclusions (see Sec. 2.4.2).

For the presented cavity geometry, it would have been challenging and costly to apply
a homogeneous coating to all surfaces due to the unusual shape of the quadrupole elec-
trode structure. Therefore, the cavity is made of high-purity bulk niobium. The material
specifications are related to the requirements used at accelerator facilities. However, the
design requirements are relaxed compared to state-of-the-art superconducting rf cavities
[Sin+16]. Especially the designated highest electric fields of 6 MVm ™! as well as the
quality factors of Qg = 10° — 107 are well below the values reported for the cavities
of the European X-Ray Free-Electron Laser (EuXFEL) with Qo > 10'° at gradients
of 20MVm~! [Res+17]. These cavities are operated at 2K and, therefore, require a
high residual-resistance ratio (RRR) of about 300 to ensure a sufficiently high thermal
conductivity. Here, the RRR serves as an indicator for the purity of the metal and is
commonly defined as the ratio of the electrical resistivity p at 273 K compared to 4.2 K
[Sch81]:

RRR = 228K (4.5)
P4.2K

Since the cavity presented here is operated at 4.2 K, the thermal conductivity of niobium
is increased compared to operating temperatures of 2K [KB96]. Additionally, due to
the reduced highest fields, thermal breakdown of superconductivity should not pose a
limitation. Therefore, the limits for the material impurities were partially weakened and
the requirement for an RRR above 300 defined for the EuXFEL cavities [Sin+15] was
rejected.

For the niobium material used for the fabrication of the rf cavity, the RRR was
not specified by the supplier!. However, an upper limit for the RRR can be obtained
using the dependence of the residual resistance on the atomic concentration of selected

!Companhia Brasileira de Metalurgia e Mineracio (CBMM)
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Table 4.1: Excerpt from the chemical analysis of the niobium ingot used for the fabrication
of the cavity, as provided by the supplier. The material has a total purity
Am/m > 99.86 %. The measured dependence of the electrical resistivity on
the atomic concentration, Ap/Ac, is taken from [Sch81].

Impurity Ap/Ac Am/m Impurity Ap/Ac Am/m
atom (10712 Qm/ppm) (ppm) atom (1072 Qm/ppm) (ppm)
N 5.2 18 W 0.4-1.1 )
(@) 4.5 4 Ta 0.25 1233
C 4.3 30 H 0.8 2
Ti 1.4 7 Mo 0.21 2
Hf 1.4 2 Ni - 1
Zr 0.6-1.4 1 Fe - 3

impurities in niobium. In general, the electrical resistivity of metals at low temperatures
can be expressed as [Sch81]

p = ppu(T) + pim + pa +ps - (4.6)

It comprises contributions from scattering of electrons on lattice defects pq, physical
boundaries pg, chemical impurities pj, and lattice excitations ppn. The latter depends
strongly on temperature and is typically negligible at cryogenic temperatures.

The impact of homogeneously distributed chemical impurities onto the resistivity pim
depends only their concentration ¢; [Sch81]:

Ap
Pim = Z AeC (4.7)

The proportionality constants Ap/Ac; were determined in [Sch81] for high-purity nio-
bium by intentionally contaminating the samples and measuring its electrical resistivity.
They are listed in Tab. 4.1 together with the chemical analysis of the niobium ingot used
for the fabrication of the cavity. The total effect of the impurities listed in Tab. 4.1 results
in a residual resistivity of 5.7 x 10712 Qm at 4.2 K, which corresponds to RRR < 267.

4.3.2 Fabrication and surface preparation

The machining of metallic surfaces causes plastic deformations and the inclusion of
foreign materials. For niobium, this is often referred to as the damaged or dirty layer,
which has to be removed to achieve a good performance as an rf superconductor [KR17].
Therefore, the main fabrication steps were performed using wire electrical discharge
machining (EDM), which is non-intrusive and was performed at small material ablation
rates with negligible heating of the niobium surface. The latter is crucial since niobium
getters hydrogen, oxygen, and other gases when heated above 200 °C [Bau80].
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Capacitive coupler Monolithic housing Inductive coupler

=7

Figure 4.8: Picture of the electropolished and welded cavity (top view) with both lids
removed from the housing. The rf couplers shown here are made of OFHC
copper and were replaced with niobium couplers after the first commissioning
measurements.

At the beginning of the fabrication process, all parts were cut from a single niobium
ingot using wire EDM. Several steps of wire EDM followed with stepwise decreasing
material-ablation rate approaching the final contour. Subsequently, all holes, fits and
threads were milled.

After degreasing and cleaning, electropolishing (EP) was employed to remove the
damaged surface layer. Its thickness depends on the details of the fabrication process
and varies between 50 pm and 200 pm [KR17]. Due to the gentle fabrication process
described above, only 50 pm were removed from all surfaces’. During the EP process,
all fits and threads were covered using PTFE covers and protective varnish.

After EP, all parts were cleaned including several rounds of ultrasonic cleaning in
destilled water (50kcm), isopropyl alcohol (99.9 % purity), ethanol (99.9% purity)
and deionized water certified with 18.2 M2 cm and a total organic carbon content below

2The EP process was performed by the company Poligrat GmbH.
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3 ppb. Subsequently, the parts were dried using pressurized nitrogen (99.999 % purity).
For the transport into the clean room and the storage before being assembled, they were
sealed in bags filled with nitrogen (99.999 % purity).

The cavity was assembled inside an ISO6 clean room. First, the dc electrodes
are mounted inside the quadrupole electrodes. Subsequently, the coaxial segments are
mounted inside the cavity housing, before being joined using electron-beam welding.
Welding is chosen to ensure a pure superconducting connection between the coaxial
electrodes and the cavity housing. This provides a small electrical and thermal con-
tact resistance. Contamination of the inner cavity surface during welding is avoided by
closing all access ports to the inner volume, except for a long and thin tube used for
evacuation. FElectron-beam welding was performed with a background pressure below
1.2 x 10~*mbar. A total of 7h exposure to clean room air between cleaning and welding
of the cavity parts was was not exceeded.

After welding, the dc supply rods, the mirror electrodes as well as the rf antennas
were installed and all three lids were sealed using lead wire. A picture of the fully
assembled cavity before closing the lids can be seen in Fig. 4.8.

4.4 Simulating the cavity performance

This chapter covers simulations and estimates of the expected performance of the pre-
sented rf cavity. For the development of a cavity geometry satisfying the specifications
formulated in Sec. 4.2, especially a quadrupole resonant mode with an eigenfrequency on
the order of 10 MHz, simulations are required. These are discussed in Sec. 4.4.1, where
the main focus is on the quadrupole resonant mode. Subsequently, possible limitations
of the quality factor and performance of the cavity are analyzed in Sec. 4.4.2.

4.4.1 Simulations of the quadrupole resonant mode

The em eigenmodes of the presented cavity geometry were determined using FEM simu-
lations. In general, this method allows to compute numerical approximations to partial
differential equations for complex geometries and the associated boundary conditions.
The details will not be discussed here, as these are described in many textbooks, e.g.
[Zoh15]. The simulations described in this section are performed using the commercial
COMSOL Multiphysics software [COM20a]. It can be expanded by the RF module
[COM20Db] to simulate rf properties of complex structures. In particular, this allows to
perform an eigenfrequency and eigenmode analysis of the presented cavity geometry in
full 3D vector mode.

At the start of the simulations, the CAD model of the rf cavity is imported and
approximated using small tetrahedral elements, which make up the so-called mesh. The
minimum and maximum size of the mesh elements can be specified by the user. Sub-
sequently, an algorithm chooses the size of individual elements automatically to resolve
narrow regions, e.g. the gap between the two coaxial electrodes. In the next step, the
boundary conditions for the simulation are defined, e.g. material properties. Based on
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this information, the resonance frequencies and the corresponding eigenmodes of the
geometry are determined by solving the time-dependent wave equation. However, some
combinations of material properties and boundary conditions can results in non-linear
differential equations. This can be handled by linearizing the description around a given
frequency. The computed eigenfrequencies consist of real and imaginary part, where
the latter represents the damping of the harmonic oscillations (see Sec. 2.3.2). For the
simulations presented here, the eigenfrequencies were determined with five significant
digits and feature a zero imaginary component.

The quality of the simulations depends critically on the size of the mesh elements,
since these only approximate the real geometry. For all rf applications, the maximum
element size should be limited to a fraction of the wavelength of the em fields. In ad-
dition, the minimum element size needs to be substantially smaller than the smallest
structures to resolve detailed regions of the geometry. Thus, the required computation
power increases dramatically with the spatial dimensions of the simulation volume. Ac-
cordingly, the simulations were performed on the MPIK cluster with an available memory
of 300 GB RAM. This allowed to refine the simulation mesh down to a minimum mesh
size of 51 pm.

However, in order to allow for sufficient mesh refinement, the geometry had to be
simplified. Therefore, elements of the geometry which are located at low field amplitudes
or are expected to have a minor effect on the result, were not included. This applies for
all threads located at the outer surface of the housing, the sapphire insulators, the rf
couplers, and the protective lids around the weld joint of the inner electrodes.

The simulations are performed at room temperature, T = 293.15K. All cavity
parts are modelled with identical material properties. The electric conductivity was set
to 0 = 5.7 x 10'2Sm ™!, which represents the maximum value that could handled by
COMSOL for the finest mesh size employed here. Additionally, the relative permittivity
¢, and relative permeability u, are both set to unity. The cavity is completely embedded
in vacuum and enclosed by a perfectly conducting box to yield well-defined boundary
conditions.

Eigenfrequencies and resonant modes

The simulations yield four resonant modes in the frequency range between 1 MHz and
100 MHz. An overview of the determined eigenfrequencies is given in Tab. 4.2 together
with an error budget, which will be discussed in the next section.

The quadrupole mode of the cavity has a resonance frequency of 34.851 MHz, which
is within the frequency range specified in Sec. 4.2. It will be used to radially confine
ions similar to a linear Paul trap and represents the relevant eigenmode of the cavity.
The quadrupole mode is well-separated from the other three resonances, which exhibit
fundamentally different mode structures. Therefore, they will not be considered for the
following discussion.

The relative amplitude of the electric field of the quadrupole mode is shown in
Fig. 4.9(a,b). The highest field strengths are radially confined around the central elec-
trode structure and decay quickly towards the cavity walls. The peak values are found
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Table 4.2: Overview of the simulation results. The eigenfrequencies of the four resonant
modes between 1 MHz and 100 MHz are shown together with estimates of
the simulation uncertainty. The simulations yield five significant digits for the
determined eigenfrequencies. The uncertainties from mesh and geometry are
added quadratically to estimate the total uncertainty. For details see text.

Resonance frequency Mesh uncertainty Geo. uncertainty Tot. uncertainty

(MHz) (MHz) (MHz) (MHz)
34.851 0.009 0.002 0.009
58.613 0.034 0.104 0.109
58.651 0.036 0.102 0.108
70.372 0.051 0.231 0.237

in between the coaxial segments of each quadrupole electrode. This is expected due to
the small gap of 300 pm, which yields a high capacitance and, thereby, a low resonance
frequency of the complete geometry. The inner electrodes do not contribute to the elec-
tric field around the trap axis, which is determined by the shape of the outer electrodes
and features a quadrupole structure.

Due to the high geometric capacitance between quadrupole and dc electrodes, they
exhibit nearly identical rf potentials. Accordingly, the simulation shows nearly zero
electric field between the quadrupole electrodes and dc supply rods or dc electrodes,
respectively. Along the quadrupole structure, the electric field strength near the trap axis
stays approximately constant, which corresponds to a homogeneous radial confinement
(see Fig. 4.9(b)). A detailed analysis of the radial electric field structure is presented in
Sec. 4.5.1.

The simulated magnetic fields are shown in Fig. 4.9(c,d). They are produced by
alternating currents inside the cavity surface, which reverse the polarity of the quadru-
pole electrodes. Due to symmetry, the magnetic field vanishes around the trap axis and
reaches sizable values around the electrode structure. This is in accordance with the
simulated current density inside the cavity walls, which is shown in Fig. 4.10. The max-
imum current densities are located at the backside of the outer quadrupole electrodes
and produce the highest magnetic fields. The simulations of the em fields show a limited
leakage of em energy through the optical ports or the upper lid, as both the magnetic as
well as the electric fields do not penetrate deep into the openings of the cavity housing
(see Fig. 4.9(a,c)). However, as the imaginary part of the simulated eigenfrequencies
determined with five significant digits is zero, the presented simulations do not allow to
estimate the residual rf loss due to leakage.

The simulated electric current density inside the cavity walls is shown in Fig. 4.10.
The currents connect the poles of the resonant mode, i.e. the inner and outer quadrupole
electrodes, via the cavity housing. In the radial plane, the current density is more or
less equally distributed between the four walls of the housing. This is not obvious,
since the direct path over the central, monolithic housing naturally features less resistive
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Figure 4.9: FEM simulations of the em field structure of the quadrupole mode obtained
for a minimum mesh size of 51 pm. Top: The relative electric field strength
is plotted in the radial plane at z = 0 (a) and in the (yz)-plane at z = 0
(b). The maximum field strength of 10 kVm™" is cut off for better visibility of
the fields around the symmetry axis of the quadrupole. Bottom: The relative
magnetic field strength is plotted in the radial plane at z = 0 (c) and in the
(yz)-plane at © = 0 (d). The cavity contour is indicated in all four plots.

losses compared to the connections via the upper and lower lid, which have to bridge
two geometric boundaries. However, the currents reflect the symmetry of the electric
and magnetic mode structure and, therefore, are symmetrically distributed around the
cavity housing. In order to achieve low resistive losses for the currents flowing through
the lids, these are connected to the monolithic housing using lead sealings, which become
superconducting below 7.2K (see Sec. 4.2.1).

In order to estimate the effect of thermal contraction during cooldown, the resonance
frequency of the quadrupole mode was additionally simulated for a re-scaled cavity
geometry. According to [EkiO6], the thermal expansion integral for niobium amounts
to AL/L = 0.143% for the cooldown from room temperature to 4K. The resonance
frequency of the accordingly scaled cavity geometry was computed with a minimum mesh
size of 200 pm. The simulation yields a modified resonance frequency of the quadrupole
mode of 34.897 MHz, which is shifted by 50 kHz to higher frequencies compared to the
room-temperature result for similar mesh size.
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Figure 4.10: FEM simulation of the quadrupole mode current density inside the cavity
surface obtained for a minimum mesh size of 51 pm. The relative current
density is plotted in the radial plane at z = 0 (a) and in the (yz)-plane at
x = 0 (b). The maximum values for the current density of 103 kAm~2 are
cut off for better visibility of the currents inside the cavity walls. The cavity
contour is indicated.

Simulation uncertainty

Several sources of uncertainty of the simulations have to be taken into account. An
overview of the estimated uncertainties for the determined eigenfrequencies of the cavity
is shown in Tab. 4.2.

A systematic uncertainty stems from the fact that the mesh is only approximating
the real geometry. For the presented simulations, the mesh was refined down to a mini-
mum element size of 51 pm, which is below the smallest features of the cavity geometry.
The narrowest regions are given by the minimum separation between dc electrodes and
quadrupole electrodes of 250 pm and the 300 pm gap between the coaxial electrode seg-
ments. Furthermore, the discretization of the real geometry by the mesh introduces an
error, which depends on the element size. In order to estimate this uncertainty, the
simulations were performed for different minimum mesh element sizes between 51 pm
and 2.6 mm. The results for the four resonant modes are shown in Fig. 4.11.

One can see that the simulated eigenfrequencies of all resonant modes are converg-
ing to the final result for decreasing element size. This effect is most distinct for the
quadrupole resonant mode, which is shown in detail in the right panel of Fig. 4.11. The
simulation converges until no clear trend is observable for minimum element sizes below
200 pm. In this region, the simulations show fluctuations on the kHz level. In order
to account for this, the values below and including 200 pm minimum element size are
averaged to obtain the final simulation result. The largest deviation between any two
eigenfrequencies in this mesh range is used to estimate the systematic uncertainty.

A similar behaviour can be observed for the other three resonant modes, although
the convergence is less pronounced. The results show finite fluctuations on the level of
tens of kHz. The corresponding uncertainty is estimated using the identical procedure
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Figure 4.11: Simulation results for the eigenfrequencies of the four resonant modes be-
tween 1 MHz and 100 MHz. The difference A f between the simulated eigen-
frequency and the final simulation result, as listed in Tab. 4.2, is shown as
a function of the minimum mesh size. A comparison of the four resonant
modes (left) is shown together with a detailed view of the quadrupole mode
simulations (right).

as for the quadrupole mode. The values are listed in Tab. 4.2, where the systematic
uncertainties are denoted as mesh uncertainty.

The discussed convergence of the simulation results with refined mesh size does not
rule out a systematic offset from the real eigenfrequencies. This can only be determined
by comparison to a system with known or analytical solution. Since this is not available
for the presented cavity geometry, this source of uncertainty cannot be excluded.

Another possible simulation uncertainty arises from the simplification of the real
cavity geometry, which was necessary since the available memory for the simulations
was limited. The corresponding effect on the final result was estimated by simulating
the complete cavity geometry without any simplifications for a minimum mesh size of
0.8 mm, which could still be handled by the cluster. This yields resonance frequencies of
34.842 MHz, 58.484 MHz, 58.521 MHz and 70.110 MHz. The corresponding uncertainty
is estimated by the difference between the simulation result obtained for the reduced
geometry and the one of the complete geometry for identical mesh size. Here, the
smallest deviation is found for the quadrupole resonant mode, since the simplifications
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of the cavity geometry were chosen accordingly. The values are listed Tab. 4.2 and
denoted as geometric uncertainty.

Finally, the influence of the linearization point on the simulation result was inves-
tigated. As described above, non-linearities of differential equations can be solved by
linearizing the description around a given frequency. For the presented simulations,
this frequency was set to 34.854 MHz, which corresponds to the simulation result of the
quadrupole mode obtained for the minimum mesh size. Varying this linearization point
between 30 MHz and 40 MHz resulted in unchanged eigenfrequencies of the four resonant
modes. Thus, this effect can be neglected for the simulations presented here.

4.4.2 Cavity loss mechanisms

Several loss mechanism of superconducting rf cavities are distinguished in literature,
which can fundamentally limit their performance. Many of them have been studied
extensively over the past decades [CAS89; PHKO98]. Among the most common ones
are field emission and thermal breakdown, which manifest themselves only at high fields
above 10 MVm ™! [Kno97]. Since the presented cavity is designed for electric fields below
6 MVm~!, both processes should be negligible. However, several loss mechanisms are
known, which might be relevant even at low fields. These will be discussed in the
following chapter based on [CAS89; Kno97; PHK98], together with an analysis of their
potential impact on the presented cavity.

Flux trapping

This process describes the trapping of residual dc magnetic flux inside the cavity walls
during cooldown through the superconducting phase transition at T.. According to
the Meissner-Ochsenfeld effect, the magnetic field should be expelled from the interior
of the superconductor once it is cooled below its critical temperature (see Sec. 2.4.3).
However, defects and impurities in the superconducting sample can lead to flux pinning
and prevent the complete expulsion of magnetic field. Experimentally it was shown that
this holds true even for high-purity niobium samples with RRR = 500, for which the
complete magnetic flux up to an external field of 3 Oe was trapped [Val492].

The trapped flux leads to the formation of normal-conducting regions, which carry
a single flux quantum, ¢9 = hc/2e, each. In the presence of rf fields, these so-called
fluxoids perform oscillations, which dissipate power. These losses correspond to a flux-
dependent contribution to the surface resistance, Rg, which is theoretically described
by [BS65; KHS65; GRO3]

Hext
Ry = Rh——— 4.8
o = g (4.8)
where R, is the surface resistance of the sample in the normal-conducting state, Heyt
denotes the external magnetic field and Hco is the upper critical magnetic field of the
superconductor. Experimental values for critical magnet fields of niobium are listed in
Tab. 4.3.
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Table 4.3: Measured critical magnetic fields of high-purity niobium with RRR = 1600(400)
at 4.2 K. The data is taken from [FSS66].

Critical field Hey H. He
Exp. data (Oe) 1425 1598 2757

For the presented cavity with a resonance frequency of 34.52 MHz and RRR ~ 267,
we obtain R, ~ 278 {2 using the expression from Eq. (2.67). Thus, already the earth
magnetic field of ~ 30 nT increases the surface resistance by Re ~ 30nf). Additionally,
we intend to apply a bias magnetic field along the direction of the cooling laser for future
trapped ion experiments. With a typical field strength of 200 T in the center of the
trap, the surface resistance is increased by Rg ~ 202nf), if this bias field is applied
during cooldown.

These values need to be compared to the surface resistance R, pcs as predicted by the
Bardeen—Cooper—Schrieffer (BCS) theory. A rough estimate for the BCS value can be
obtained by comparison with results reported for niobium cavities operated at 1.3 GHz
[Aun+00] using the frequency scaling from Eq. (2.69). The reported value of 800 n{2 at
4.2 K temperature translates to R, gcs >~ 1 n2 for an operating frequency of 34.52 MHz.
Thus, the flux-dependent contribution R¢ to the surface resistance is substantially higher
than the BCS value.

In order to reduce Ry, the cavity needs to be shielded from environmental magnetic
fields during cooldown, e.g. using p-metal. Additionally, the bias magnetic field for
efficient laser cooling can be applied at temperatures below T¢ to avoid flux trapping.

Adsorbed gases

The surface resistance can also be degraded by adsorbed gases on the cavity walls.
Experimentally, a reduction of the highest achievable quality factor was observed in case
the cavity was not completely evacuated before cooldown [Kne95]. However, a significant
effect was only detected for vacuum levels above 10~4mbar prior to cooldown. Here,
the cooldown is typically started if the pressure inside the trap chamber, measured
between the vacuum chamber and the 40 K heat shield, drops below 3 x 10~7 mbar. The
corresponding pressure level inside the cavity at room temperature is about two orders
of magnitude above this measured value (see Sec. 3.1.4). This corresponds to an intra-
cavity vacuum well below 104 mbar before cooldown. Thus, this loss mechanism should
be negligible for the experiments presented in this thesis.

Hydrogen contamination

Another cause for low-field rf losses of superconducting cavities is the contamination of
niobium with hydrogen, which will be briefly discussed based on [Kno97; BRG12]. The
accepted mechanism is the precipitation of dissolved hydrogen at temperatures between
100 K and 150 K. These hydrides are normal-conducting at cryogenic temperatures down
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to 2 K and thus cause increased rf losses. This can reduce the quality factor by up to two
orders of magnitude [Ant+91]. It is expected that the size of this effect depends on the
atomic hydrogen concentration in the sample, the cooldown rate as well as the amount
of interstitial impurities. The effect can be avoided altogether by vacuum annealing of
the cavity at temperatures above 900 °C for several hours.

The hydrogen concentration in the niobium surface depends on the original purity of
the sample. In addition, several processing steps, which are typically employed during
the fabrication of rf cavities, can lead to an increased concentration. Contamination can
occur during chemical polishing, especially at temperatures above 15 °C, and mechanical
polishing in a solution which is not hydrogen-free [PHK98; Hig+01]. However, EP, which
was applied here, should cause only a mild contamination of the processed niobium parts
[BRG12].

The material used for the fabrication of the cavity exhibits a hydrogen concentration
of Am/m = 2ppm (see Tab. 4.1). This was previously identified as an upper limit
resulting in the formation of significant amounts of hydrides. Additionally, the low-
vibration cryostat, which is used to cool the cavity, takes several days for the complete
cooldown (see Sec. 3.1.4). In particular, the cavity spends more than ten hours in the
temperature range critical for the formation of precipitates. Considering that vacuum
annealing of the cavity was not applied, hydrogen contamination represents a realistic
source of rf loss for the presented cavity.

Multipacting

A loss mechanism typically present in rf cavities is multipacting (MP), which stands for
multiple impact electron amplification [Parl1; Pad15]. It describes a resonant process, in
which a large number of electrons builds up in an avalanche within a small region of the
cavity surface. Acceleration of the emitted charges absorbs power from the cavity and
limits the achievable em field amplitudes, i.e. the fields inside the cavity do not increase
with increasing input power. MP requires the trajectory of the emitted electrons to be
synchronized with the rf fields and electron multiplication via secondary emission. The
second condition is satisfied for a secondary emission coefficient larger than one. This
is typically achieved for electron impact energies between 50 eV and 1000 eV, depending
on the cleanliness of the surface. The initial ejection of an electron can be caused by
cosmic rays, photoemission or field emission.

Two types of MP can are distinguished. Omne-point MP occurs when the electrons
impact the cavity surface almost at the same place where they were emitted. Synchro-
nization requires the time-of-flight (TOF) to be an integer multiple of the rf period.
Since the trajectory depends strongly on the details of the field distribution, no analyt-
ical description is possible. The general scenario requires an electric field normal to the
cavity surface, which accelerates the emitted electrons, and a magnetic field, that forces
them on quasi-circular orbits.
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A rough estimate can be made to evaluate the likeliness of MP to develop. In case
of circular orbits, the resonant condition is satisfied for a magnetic field of [Parl1]
womMme

By = : (4.9)

en

where n is the MP order, m, and e are the mass and charge of the electron and wy is the
resonance frequency of the cavity. This yields a magnetic field of By ~ 1.2mT for the
first order. Such high magnetic fields could be found at the backside of the quadrupole
electrodes, where the highest magnetic field strengths are located (see Fig. 4.9). How-
ever, detailed simulations are required to determine if the energy gain is enough to cause
secondary emission and therefore MP.

The second type of MP, which was also observed for quadrupole resonators [Klel7],
is two-point MP. There, electrons travel between two opposite surfaces within half, or
odd multiples of half an rf period. Potential locations are small gaps, in which the
magnetic field vanishes. In addition, the gap width [ should be much smaller than the rf
wavelength, [ < A\g. This can be found between inner and outer coaxial electrodes, which
are separated by [ = 300 pm. Here, the electric field distribution is very homogeneous
and can be approximated by two parallel plates. In good approximation, the electrons
are emitted with zero kinetic energy. This yields an expression for the gap voltage V,
and the corresponding impact energy of the electrons Ejn,, [Parll]:

me(wol)?
Vo =————
me(2n + 1)
2me (wol )2
EBnp =—57—"= - 4.1
P a2(2n +1)2 (4.10)

The gap voltage for the first order process (n = 1) of about 2.5 mV allows only for kinetic
energies on the order of a few meV at impact. Since this is not sufficient for secondary
electron emission, two-point MP is strongly suppressed for the presented cavity geometry.

Dielectric losses

Several electrical insulators are installed inside the cavity, which are used, for example, to
position the quadrupole electrodes relative to the housing (see Sec. 4.2). These dielectric
materials can cause significant rf loss, if they are located at high em field amplitudes of
the resonant mode.

In general, the frequency-dependent rf loss inside a dielectric material is described
by its loss tangent, tan d, which is defined as [Poz12]

we" +o
tand(w) = —a (4.11)

with the complex permittivity ¢ = € — i€’ and the electrical conductivity o of the
material. If some fraction the total em energy U of the cavity is stored inside a dielectric
material, the quality factor of the resonator is limited to [EK02]

Uu 1

Qae = ﬂtané

(4.12)
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Table 4.4: Dielectric rf loss tan ¢ of sapphire, PTFE and PEEK.

Material ~Frequency (GHz) Temperature (K) tan o Reference

Sapphire 21.4 —21.7 15 <50x107%  [Kru+99]

Sapphire 9 4 7.0 x 10719 [BIB87]
PTFE 18.92 28 2.3x 1076 [Jac+02]
PTFE 9.95 77 8.0x107%  [GK95]
PEEK 0.001 296 4.8 x 1072 [CGT20]

where Uge denotes the electric field energy stored inside the dielectric. In order to
suppress these rf losses, the employed insulators were carefully selected according to
their material-specific tand.

For the presented cavity, sapphire crystals are used to mount the trap electrodes.
These dielectrics are located at high field amplitudes and can, therefore, significantly
affect the performance of the cavity. Additionally, the dc supply rods are positioned
inside the quadrupole electrodes using PEEK sleeves, which are mounted in the middle
of the rods. Since the electric field between quadrupole electrode and dc rods is basically
zero (see Fig. 4.9), the induced losses are expected to be negligible. In addition, the dc
rods are fixed to the outside of the cavity housing using PTFE mounts, which are located
at high field amplitudes and, thus, need to be taken into account. Finally, the rf couplers
are mounted to the cavity using PTFE holders.

A rough estimate of the dielectric losses can be obtained using FEM simulations
similar to the ones presented in Sec. 4.4.1. Thereby, the insulators were included into
the simulation geometry, but modelled as vacuum to determine the relative em energy
stored inside them. This yields a fractional stored energy of 8.6 x 1076 and 8.2 x 10™*
for the PTFE and sapphire insulators, while the PEEK sleeves only contribute with
9.7 x 10710,

The rf losses of dielectric materials depend strongly on frequency as well as tempera-
ture. Experimental values for the involved materials are shown in Tab. 4.4. For crystals,
the dielectric losses are expected to increase with frequency and temperature [GT86].
Although this does not directly apply for PTFE and PEEK, the listed values should
correspond to an upper limit for the expected losses at 34.52 MHz and 4 K. Using the
values from [Jac+02; BIB87], the quality factor of the cavity is limited to 5.0 x 10! and
1.7 x 10'2 by the losses of the PTFE and sapphire parts, respectively. The dielectric
losses of PEEK correspond to an upper limit for the quality factor of 2.1 x 10''. There-
fore, the installed dielectric materials are expected to limit the cavity performance only
at quality factors which are three orders of magnitude above the design value.

4.5 Simulating ion confinement inside the cavity

In addition to the performance as an rf cavity, the confinement of ions inside the electric
potentials of the cavity puts further constraints on the electrode design. The cavity
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geometry presented in this chapter was developed using various simulations of the trap-
ping potentials. In order to ensure harmonic confinement of ions, simulations of the
axial and radial trapping potentials were used to optimize the geometries of rf and dc
electrodes (Sec. 4.5.1). Additionally, ion-flight simulations were performed to optimize
the geometry of mirror electrode and dc supply to allow for efficient retrapping of HCIs
(Sec. 4.5.2).

4.5.1 Trapping potentials

Deviations from the ideal electrode geometries result in higher-order contributions to the
harmonic trapping potentials (see Sec. 2.1.2). In order to suppress these anharmonicities,
the cavity geometry was optimized according to the specifications described in Sec.
4.2, using electrostatic FEM simulations of the axial and radial potentials. These are
performed using the AC/DC module [COM20c] of the COMSOL Multiphysics software
[COM20a].

The simulations are divided into several steps. First, the CAD model of the cavity is
imported and approximated using tetrahedral mesh elements, as described in Sec. 4.4.1.
Since the complete cavity geometry would have been too detailed to be solved with the
given computation power, the geometry was simplified. Thus, insulators, inner coaxial
electrodes, and dc supply rods are removed and the cavity housing is replaced by a
closed cuboid shell coinciding with its inner walls. These modifications of the geometry
are expected to have a negligible effect onto the simulation results regarding the region
around the trap center, which is of interest here. Since the inner coaxial electrodes are
enclosed by the outer quadrupole electrodes, they do not contribute to the potential
around the trap center. The same holds true for the dc supply rods as well as the
insulators, which are mounted at a large distance from the trap center, hidden inside
the quadrupole electrodes. Additionally, the effect of the simplified cavity housing is
suppressed, since the trap region is enclosed and shielded by the quadrupole structure
(see Fig. 4.9).

In the second step, the cavity surfaces are modeled as perfect conductors and Dirichlet
boundary conditions are applied. After all surfaces are assigned with an individual
electrostatic voltage, the potential distribution inside the simulation volume is computed
by solving Gauss’ law.

In the following, the simulation results obtained for the minimum achievable mesh
size within the given computation power of 300 GB RAM are discussed. These are
intended to serve as an estimate for the anharmonic contributions to the axial and
radial trapping potentials.

Axial confinement

For the simulation of the electrostatic potential used for axial confinement of ions, the ge-
ometry is meshed with a minimum element size of 10 pm. The housing and all electrodes
were set to ground, while only the eight dc electrodes were supplied with a potential of
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Figure 4.12: Simulation of the electrostatic potential around the trap center in the case of
eight identical dc electrode potentials of 1.0 V. Left: The two-dimensional
potential is plotted in the horizontal plane of the cavity spanned by the trap
axis z (dashed line) and the direction £+g3. Middle: The simulated potential
along the trap axis is shown together with a sixth order polynomial fit to the
data. The fit range of +£0.25mm is indicated by the gray region. Right:
The residuals of the fit are plotted (note the different scale).

1V. The simulation of the electrostatic potential around the center of the trap is shown
in Fig. 4.12.

In order to evaluate the harmonicity of the axial potential, the simulated potential
along the trap axis is plotted on the right side Fig. 4.12 with a polynomial fit to the
data. As discussed in Sec. 2.1.2, the potential can be written as

(I)(Z) =Cp+ 0222 + 0424 + 0626 + ... (4_13)

around its minimum. By fitting this model to the data, the expansion coeflicients up
to Cg were determined for different fit ranges Az. The results are summarized in Tab.
4.5. This can be used to calculate the corresponding maximum shift of the axial trap
frequency resulting from the first two higher-order contributions, C4 and Cg. Using
the approximation Aw,/w, < 1, the resulting frequency shift from Eq. (2.12) can be
expressed as

w, 4

<02+4022 ‘

(4.14)
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Table 4.5: Coefficients of the axial trapping potential at the rf node for identical dc elec-
trode potentials of 1.0 V. The parameters are determined by applying a polyno-
mial fit (see Eq. (4.13)) to the simulation data from Fig. 4.12 with different fit
ranges Az around the potential minimum. The geometric factor of the linear
Paul trap is determined using k = C323. The corresponding frequency shift
Aw,/w, (see Eq. (4.14)), caused by the listed anharmonicities, is given for the
maximum displacement z within the fit range.

Az = £0.25 mm Az = £0.5mm Az = £1.0mm
Cy (V/mm?) 8.04145(8) x 1072  8.04134(2) x 1072 8.04115(2) x 102

Cy (V/mm?) 1.32(3) x 1073 1.349(3) x 1072 1.3592(7) x 1073
Cg (V/mmb) ~7(4) x 107*  —8.56(7) x 107*  —8.731(5) x 1074
K 3.37942(3) x 101 3.37937(1) x 10~1  3.37929(1) x 10~}

Aw, Jw, 7.3(3) x 1074 2.522(8) x 1073 2.498(9) x 1073

The results are also listed in Tab. 4.5. As expected, anharmonic contributions to the
potential become increasingly important at larger distances to the potential minimum.
This is also reflected in the estimated frequency shifts for the different fit ranges. Closer
to the trap center, the absolute contribution to the potential by higher-order terms
is suppressed by z% and 2%, respectively. Thus, for typical Coulomb crystals used for
the preparation of cold HCIs for spectroscopy, which feature an axial extent of about
200 pm [Schl7; Leol8], the maximum frequency shift is expected to be significantly
smaller compared to the values listed in Tab. 4.5. A rough estimate for the correspond-
ing frequency shift can be determined using the expansion coefficients obtained for the
fit range of Az = +0.25mm. This yields an upper limit for the expected frequency
shift of Aw,/w, = 1.22(3) x 10~* for the outermost ion at z = 100 m compared to
the center ion at z = 0. For a single “Be™ ion confined inside the cavity with a sec-
ular frequency of w,/2m = 1MHz, the residual motion with an amplitude of 120 nm
at the Doppler temperature of 0.3 mK corresponds to a maximum frequency shift of
Aw, /w, = 1.77(5) x 10710,

In principle, it is possible suppress Cy and Cg by optimizing the distance between dc
electrode and trap center (zg) and adjusting the axial length of the electrodes. However,
for the cavity presented in this thesis, additional requirements had to be considered.
Most importantly, the axial distance of the dc electrodes, 2z = 4.1 mm, was kept small
to allow for high secular frequencies on the order of 1 MHz at moderate dc voltages
around 10 V. Thus, it was not possible to further minimize the anharmonic contributions
to the axial potential within the constraints for mechanical stability of the mounting.

In order to further reduce these anharmonicities, correction electrodes need to be
added to the trap geometry. The corresponding correction voltage is chosen such that
the first higher-order contribution vanishes, C4 = 0. In order to ensure that the axial
trap frequency is not changed during the minimization of Cy4, the correction electrodes

corr

should be positioned to yield C5°™" = 0. Furthermore, the electrode length should be
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Figure 4.13: Electrostatic simulation of the radial potential around the trap axis at z = 0.
Anharmonic contributions to the potential are estimated using polynomial
fits to the data within a radial distance of » < 0.5mm to the trap axis.
(a) The radial potential of the cavity is shown for quadrupole potentials of
+1.0V. (b) The residuals o¢ of the sixth order polynomial fit are shown.
(c) Shown is the absolute value of the first anharmonic contribution ¢¢ of
the sixth order polynomial fit. Values below 1 nV are shown in black.

adjusted such that the ratio C{°™"/C§°™ is identical to the ratio of the dc electrodes.
This yields a very small contribution Cg ~ 0 for compensated Cy = 0 term of the axial
potential and results in an orthogonal and compensated trap [Ulm11; Stul2].

The presented design of the cavity does not include correction electrodes. However,
the lids of the housing feature designated mounting ports, which can be used in the
future to install additional electrodes above and below the trap axis. These allow to
insert two electrodes each on the base and the lid of the housing, which can be used to
compensate the C4 and Cjg terms of the axial potential.

Radial confinement

In order to characterize the radial confinement inside the quadrupole potential of the
cavity, electrostatic simulations were performed. The cavity geometry was meshed with
a minimum mesh size of 47.5 pm. All conducting surfaces were placed on ground, except
for the dc and the quadrupole electrodes, which were supplied with £1 V. The resulting
electrostatic potential in the z = 0 plane around the trap axis is shown in Fig. 4.13(a).

In order to estimate the deviation from the ideal quadrupole potential, a two-
dimensional model is fitted to the data. For this, the potential perpendicular to the
symmetry axis (z) of the quadrupole is expanded in a multipole series:

(I)({E, y) = A+ ZAn¢n(xa y) , (4.15)
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Table 4.6: Coefficients of the radial trapping potential at z = 0 for quadrupole potentials
of 1.0 V. The parameters are determined by fitting a polynomial of n'" order
(see Eq. (4.15)) to the simulation data from Fig. 4.13. The fit range is restricted
to a radial distance of » < 0.5 mm to the trap axis.

Polynomial order As (V/mm?) Ag (V/ mmb) Ao (V/mm!0)
nd 3.029136(5) x 107!
6th 3.029161(2) x 1071 2.2852(2) x 1073
10t 3.029161(2) x 1071 2.285(6) x 1073 —1(1) x 10~*

where the first three terms are given by [Den+15]

¢2 = (mQ - yQ) )
o6 = (28 — 152y + 15224 — %) |
P10 = (3710 — 45368y2 + 2103:6y4 — 210x4y6 + 451:2248 — ylo) . (4.16)

To evaluate the influence of the the lowest-order anharmonic contributions to the radial
potential, ¢g and ¢1qg, three different fits up to the second, sixth and tenth polynomial
order were performed. The results are summarized in Tab. 4.6. One can see that the
first anharmonicity, ¢g, contributes significantly to the radial potential and has to be
considered for the analysis of the radial confinement. This is different for second order
anharmonic contribution with expansion coefficient Ao, which can be neglected within
the statistical error of the fit. Thus, the second order anharmonicity ¢1g will be discarded
in the following discussion.

The residuals og, representing the difference of the sixth order polynomial fit to
the simulated radial potential, are shown in Fig. 4.13(b). One can see that the coarse
structure of the data is well-described by an ideal quadrupole potential extended by
the first order anharmonic contribution, ¢g. Especially, no higher-order multipoles are
visible, which is in agreement with the fit parameters from Tab. 4.6. The fine structure in
the fit residuals og are suspected to result from the simulation mesh. Since only a section
view through the three-dimensional FEM simulation volume is shown, the residual plot
reflects the mesh structure around z = 0.

In order to estimate the relative contribution of anharmonic terms to the radial
potential, the first order anharmonicity ¢g of the sixth order polynomial fit from Tab. 4.6
is plotted in Fig. 4.13(c). The largest deviations from the ideal quadrupole potential are
on the level of tens of 1V and become negligible around the trap axis, where the ions are
confined. Typical Coulomb crystals feature a radial extent of less than 200 pm. In this
case, the outermost ions will experience a relative contribution of anharmonic terms to
the radial potential of 7.5 x 10~7. Therefore, the radial potential close to the trap axis
can, in good approximation, be described as an ideal harmonic quadrupole potential.
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4.5.2 Retrapping of highly charged ions

Sympathetic cooling of HCIs inside a linear Paul trap represents an import pre-requisite
for the application of high-precision laser spectroscopy. It was for the first time demon-
strated in [Sch+15a] utilizing a versatile approach based on the retrapping of slow HCIs
and the subsequent multi-pass stopping inside a laser-cooled Coulomb crystal of “Be™
ions. In order to define the important parameters and time scales, the retrapping process
will be briefly discussed in the following based on [Sch+15b; Sch17]. Additionally, ion-
flight simulations were performed to optimize the geometries of mirror and dc electrodes
and to determine experimental parameters allowing for efficient retrapping of HClIs.

Working principle

The injected HCIs are decelerated by the Coulomb interaction with pre-stored and laser-
cooled ?Be™ ions confined inside the Paul trap. An upper limit for the initial kinetic en-
ergy of the HCIs allowing for efficient retrapping and stopping inside the target Coulomb
crystal can be estimated using the plasma frequency wy, of the target. It defines the time
scale for the interaction with the incoming HCIs and is given by [ZTR99]

2
wp = [ BT (4.17)

€01t

which depends on the mass my, charge ¢; and number density n; of the “Be™ target.
The number density nt can be calculated using the assumption that the interior of the
Coulomb crystal is free of electric fields. This is, however, only valid at the position of
the ions, where the repulsive Coulomb interaction between target ions and the confining
force of the pseudopotential ¥ of the Paul trap exactly balance each other. Following
this approximation, the total electric potential inside the crystal has to be constant:
®; + U = c. This defines the electric potential of the target ions @ inside the Coulomb
crystal up to a constant. The target charge density p; is then derived by solving the
Poisson equation, egA®; = —p¢. Using the expression for the pseudopotential from Eq.
(2.8) yields the number density of the target ions:

€gm
nt:&: Ozt(wi—I—wg—wa) . (4.18)
as as

Typical trap frequencies of (wg, wy, w,)/2m = (1.56, 1.56, 0.90) MHz result in densities
of the Be™ target on the order of 10" m™3. This is a factor of 50 higher compared
to the value reported [Sch+15b], where Coulomb crystals with an axial extent of 2mm
were considered for retrapping. Here, we consider a target crystal with an equal number
of ions and similar aspect ratio, which results in an axial length of the Coulomb crystal
of 0.5 mm due to the increased trap frequencies. In order to guarantee efficient collective
stopping of HCIs, the interaction time inside the target crystal for each transit needs to
be on the order of the plasma response time [Sch+15b], 7, = wp I ~ 66ns. This yields
an upper limit for the kinetic energy of the incoming HCIs, e.g. E52* ~ 12.6€V in the
case of A3t
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The interaction of the injected HCIs with the laser-cooled “Be™ ions inside the Paul
trap can be described by a frictional force acting on the HCIs during transit. In order
to estimate the retarding force of the Coulomb crystal, the interaction is described in
terms of the stopping power of the Be*t plasma [Bus+06]:

2
dEnct _4pcr
ds 47’(601}12{01

w2Ao(Euct) - (4.19)

This expression gives the energy loss of the projectile per travelled distance, which
is derived from integrating the energy loss of a single Coulomb collision with impact
parameter b over all possible impact parameters. Here, Fycr denotes the initial kinetic
energy of the incoming HCI with mass mycy, charge qucr and velocity vgcor. The last
term in Eq. (4.19) describes the so-called Coulomb logarithm, A, = |, li::" %. It can be
expressed by [Bus-+06]

3/2
Ao =In ( v128méo By ) (4.20)

qHCI14t+/ M HCIWp

The required stopping length s of the target can be estimated by neglecting the energy
dependence of A. and assuming that the target does not undergo a phase transition, i.e.
wp =~ constant. This modifies Eq. (4.19) to

d
—FEBycr =
15 HCT

— 4.21
Enct ( )

In the case of 0Ar!3+

projectile ions, the maximum kinetic energy derived above yields
f =157meVZ pm~!. The corresponding stopping length s ~ 500 mm is much longer than
the largest Coulomb crystal that can be confined inside the trap. Therefore, multiple
transits through the trap center are required to stop the ions. This is achieved using the
retrapping scheme developed in [Sch+15b], which is schematically shown in Fig. 4.14.

The HCIs are extracted from the EBIT in bunches at high kinetic energies of 695V x ¢
and decelerated to 130 V x ¢ before they reach the Paul trap. In order to ensure efficient
ion transport, the last deceleration step is realized by the common trap bias of 130V.
Whenever an ion bunch arrives at the Paul trap, the first electrostatic mirror is pulsed
down to the trap bias to allow the ion bunch to enter. In this process, the ions lose most
of their remaining kinetic energy. Once the ion bunch passed this mirror, it is switched
to 200V and the HCIs are axially confined between the two electrostatic mirrors at both
ends of the quadrupole. The ions are then successively reflected back and forth through
the trap center, where they are slowed down and finally stopped by Coulomb interaction
with laser-cooled “Be™ ions.

The comparison of the stopping length s ~ 500 mm with the crystal length of 0.5 mm
yields a required number of reflections on the order of 103 to stop the injected HClIs.
In order to ensure a high efficiency of the retrapping process with minimum ion loss,
ion-flight simulations were performed.
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Figure 4.14: Schematic of the retrapping process. The simulated electric potential along
the trap axis before the arrival of HCls is shown in magenta. After the bunch
of HCls has entered the cavity, the first electrostatic mirror is switched to
200V to close the trap (cyan line). The simulation parameters are given in
Tab. 4.7.

Ion-flight simulations

Ton-flight simulations were carried out to determine the experimental parameters allow-
ing for efficient retrapping of HCIs inside the cavity. The simulations are performed
using the commercial SIMION software [SIM19]. It allows to solve partial differential
equations using the finite difference method. At the beginning of the simulation, the trap
geometry is approximated by a uniform mesh consisting of cubes. The electric poten-
tials inside the simulation volume are obtained by solving the Laplace equation for each
electrode individually. Subsequently, the electric fields are calculated as the potential
gradient. For the simulations presented here, Dirichlet boundary conditions are applied.
Each part of the geometry is set to an electrostatic potential and the cavity is enclosed by
a grounded box, yielding well-defined boundary conditions. This approximates the real
situation in the trap chamber to a high degree, since the cavity is completely surrounded
by the cryogenic shields.

Based on the simulated electric fields, the trajectories of the charged particles are
calculated stepwise. For each step, the ion parameters, e.g. velocity, electric field, and
acceleration, are initialized. Subsequently, a forth-order Runge-Kutta algorithm with
variable step size is used to propagate the ion one step further. In general, SIMION
only allows to calculate quasi-static electric fields. In order to simulate ion trajectories
in the time-dependent fields of the cavity, the temporal evolution of the rf potentials
is divided into discrete steps. Hence, for each simulation step the ion experiences an
adjusted static electric field, which approximates the time evolution of the rf potentials
and is used to calculate the ion trajectory.

The simulation geometry includes the rf cavity and the 4 K electrostatic lenses. Due
to the limited computational power, the housing of the cavity was replaced by a simplified
geometry. In addition, the inner electrodes of the quadrupole were removed, since they do
not modify the potentials along the trajectory of the ion (see Sec. 4.4.1). The simulation
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Table 4.7: Parameters used for the simulation of the retrapping process. The cavity is
operated with frequency 2 and rf amplitude Vis. During injection of HCls with
mass m and charge ¢, the first mirror electrode potential is switched from the
common trap bias, Upias, to the mirror electrode voltage, Unirror, With a time
constant of Tiror. The dc electrodes are set to Uj. above the trap bias to
mimic the axial confinement of ?Be™ ions.

Parameter Value Parameter Value
q 13e Ubias 130V

m 40u Ui, 1V
Vac 400V Unirror 200V
Q/2r 34.46 MHz Tmirror 0.1pus

grid has a limited resolution of dx = dy = 0.2mm and dz = 1.0mm. Therefore, the
simulations are intended to give only a qualitative insight into the retrapping process
using the cavity. The simulation parameters are summarized in Tab. 4.7.

The simulation sequence is very similar to the retrapping process shown in Fig. 4.14.
At the beginning of the simulation, ¢ = 0, the ion is located in the middle of the 4 K
electrostatic lens with a certain radial distance r to the trap axis z. For each ion, the rf
phase of the quadrupole potential is set randomly between zero and 27. The complete
trap assembly including the cavity housing is set to a dc bias of 130V, while the 4 K
electrostatic lenses are set to ground. In order to allow the ion to enter the trap, only
the second mirror behind the trap is put on the mirror voltage of 200V, while the first
one is kept at the trap bias. After the ion has entered the trap, the first mirror electrode
potential is switched to 200V at t = 6 us. The ion is then axially confined between the
mirror electrodes and its TOF is registered every time it passes through the center of the
trap. The simulation stops in case the ions hits a geometry boundary. This is repeated
several times with only one single ion inside the cavity. Similar to the simulations
performed in [Piel5], the retrapping efficiency is characterized by the fraction of ions
left inside the trap after t = 500 ps.

Three different simulations are performed, which are shown in Fig. 4.15. First, the
influence of the dc electrodes on the retrapping process was investigated. Since each
quadrupole electrode is equipped with two dc electrodes, the radial ion confinement of
the transiting ions strongly depends on the fraction of the rf voltage picked up by the dc
electrodes. The simulations are shown in Fig. 4.15(a). The ions are injected parallel to
the trap axis with a maximum distance of r = 0.05 mm. In case of purely static potentials
on the dc electrodes, the retrapping efficiency drops drastically. With increasing rf
voltage amplitude, the retrapping efficiency increases as well as the acceptance range in
kinetic energy. This result is reflected in the dc electrode geometry presented in Sec.
4.2.3. The high capacitance between quadrupole electrode and dc electrode of 15pF
corresponds to a small impedance of about 300 2 at the quadrupole resonance frequency.
By connecting the dc supply rods to the external electronic circuit via a resistance of
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Figure 4.15: lon-flight simulations of retrapping of HClIs inside the cavity. The colors
indicate the retrapping efficiency, which corresponds to the percentage of
ions confined for more than 500 ps inside the cavity. (@) The retrapping
efficiency for injection parallel to the trap axis at a distance of r < 0.05 mm
is shown as a function of the fractional rf voltage on the dc electrodes and
the initial kinetic energy. (b) The retrapping efficiency for injection parallel
to the trap axis is shown as a function of the initial radial distance r and
kinetic energy of the ions. The dc electrodes hold the full rf voltage. (c)
The ions are injected with a random angle of up to 1° with respect to the
trap axis. The retrapping efficiency is shown as a function of the initial radial
position r and kinetic energy. The dc electrodes hold the full rf voltage.

66 MQ (see Sec. 3.2.2), the dc electrodes are charged to the full rf potential present at the
quadrupole electrodes. This is considered for the remaining two simulations, for which
the dc electrodes are supplied with the full rf voltage.

In order to determine the HCI beam characteristics, which allow for efficient retrap-
ping, the initial kinetic energy of the ions as well as their radial distance to the trap axis
are varied. For injection parallel to the trap axis (Fig. 4.15(b)), a clear cut off energy
around 1690eV (130V x 13e) is visible at 7 = 0. This corresponds to the minimum
kinetic energy required to overcome the potential barrier of the trap bias. For larger
distances to the trap axis, the retrapping efficiency drops quickly and allows only ions
with higher kinetic energies to be retrapped.

Finally, the influence of the injection angle with respect to the trap axis is investigated
(Fig. 4.15(c)). To this end, the ions are injected with a random angle of up to 1° with
respect to the trap axis. The angle was chosen according to geometric considerations.
If the ions pass through all electrostatic lenses on both sides of the cavity, the angle of
the ion beam with respect to the trap axis is already restricted to < 1°. The simulation
shows that the total retrapping efficiency is reduced compared to the case of injection
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parallel to the trap axis, but still allows for retrapping of a decent fraction of the injected
ion bunch. This agrees qualitatively with the results obtained in [Piel5].

4.6 Application of image current detection techniques

Image current detection techniques are well established in Penning trap experiments to
determine the eigenfrequencies of trapped ions, e.g. [Ulm11]. Due to the confinement
in extremely stable, purely static magnetic and electric potentials, such measurements
have reached relative accuracies on the level of Av/v ~ 107! and below [Sch19)].

In Paul traps the situation is different. Here, the rf fields for the radial confinement
of ions constitute a noise source, which might exceed the amplitude of the induced image
current at the frequency of the ion motion. However, due to the high quality factor Qq
of the cavity developed in this thesis, the residual signal amplitude of the rf drive at the
secular frequency of the ion is strongly suppressed (see Fig. 4.2). This might allow for
the application of image current techniques, which is discussed in the following section
based on [WD75; Ulm11; Stul2].

We consider the case of a single ion of mass m and charge ¢, which is confined inside
the ion trap. The harmonic motion of the ion along the trap axis z with frequency w,
induces an image current in the trap electrodes. It can be derived by modelling the
electrodes as two infinitely extended plates. The induced image current is then given by

q .
i 4.22
Do (4.22)

Iind =

where Dqg denotes the effective distance between the trap electrodes, which are used for
image current detection. It depends on the trap geometry and the electrode configuration
used for readout. In order to reach sizable image currents, one set of four dc electrodes
at identical axial distance to the trap center is read out together.

The effective distance Deg can be determined using FEM simulations, similar to the
one described in Sec. 4.5.1. To this end, a voltage of 1V is applied to one set of dc
electrodes, while the remaining parts of the cavity are set to ground. The axial electric
field in the center of the trap determines the effective distance:

Doy = E’Z(lz\i()) ~11.74mm . (4.23)
In order to measure the image current, the trap electrodes are connected to a detection
system. A typical detection system consisting of a cryogenic resonator and amplifier is
shown in Fig. 4.16 based on [Weil9]. It will be used for the following discussion.
The image current induces a voltage drop over the external LCR resonant circuit,
which is given by

Uind = aninnd 5 (4.24)
where Z¢,, denotes the impedance of the cavity from Eq. (2.35). Due to the voltage
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Figure 4.16: Equivalent circuit of ion and detection system consisting of an external res-
onator, which is modelled by an inductance L, capacitance C' and resistance
Ry, and a cryogenic amplifier. The ion motion induces an image current Iing
in the trap electrodes. The capacitance of the trap electrodes and the cable
connecting it to the detection system are described by C;. The cryogenic am-
plifier consists of an ideal amplifier A with input resistance and capacitance
R;, and Cj,, which is coupled to the LCR circuit using a coupling capacitance
C.. The electronic noise of the amplifier is modelled by a current source i,
and voltage source u,. Modified from [Weil9].

drop over the electrodes, the ion motion in the trap is damped with the force

Uina _ s

- av N9
D eff Dgﬁ

Fing = i (4.25)

This modifies the equation of motion, which is then given by

o ey

: 2
Z+ ngﬂz—l—wzz:() . (4.26)

Therefore, the ion motion depends on the impedance of the external LCR circuit, Z¢ay.
The real part of the impedance leads to dissipation of axial kinetic energy until the ion
is in thermal equilibrium with the detection circuit. The decay constant is given by

I ngﬁ
R(v)  ¢*R(Zeav)
The imaginary part of the impedance shifts the axial frequency of the ion by [Nat93]

202 LQ3
Aw, ~ 241G
mDeﬁ

T =

(4.27)

(W —wo) (4.28)

where wg, L and (g denote the resonance frequency, inductance and quality factor of
the external resonator, respectively. Here, the detuning of the axial frequency of the ion
from the resonance frequency was assumed to be small, i.e. w, >~ wy.

Two methods to determine the motional frequency of the ion based on this image
current detection technique can be distinguished, which will be explained in the following.

113



Chapter 4. The Superconducting Radio-Frequency Cavity

4.6.1 Dip detection

The comparison of Eq. (4.26) with the differential equation for an LCR circuit, allows
to model the ion interacting with the trap electrodes and detection system as a series
LC circuit. The complete system of ion and detection system is thus described by two
coupled resonant circuits with effective impedance Zyg;p.

The measurable signal is given by the thermal Johnson-Nyquist noise [Joh28; Nyq2§]
of the equivalent circuit of resonator with ion. It depends on the electric resistance of
the component and is given by

udip = \AETR(Zap) Av (4.29)

where Av is the frequency bandwidth of the measurement and the real part of the
effective impedance is described by

e (;‘;—ff)ﬂ_ . (4.30)

Here, R, denotes the parallel resistance of the external resonator. If the ion is in res-
onance with the external resonator, w, = wyp, the spectrum exhibits a dip at wgy, which
features a width of

R(Zaip(w)) = By

2
o, = L = O ) (4.31)
T mDZg

In order to be able to detect this signal, the trap frequency w, and, thus, also the
axial trapping potential need to be stable on the level of dw,/w, for the duration of
the measurement. Additionally, higher-order contributions to the trapping potential
induce an energy-dependent shift of the axial frequency (see Eq. (4.14)). This limits the
maximum oscillation amplitude of the ion to

4 CQ 5wz
max — R ; 4.32
5 \/ 3Cs w, (4.32)

including only the first order anharmonic contribution Cy. For the presented trap ge-
ometry, this was estimated in Sec. 4.5.1. Due to the small oscillation amplitude of the
ion, we will use the expansion coefficients Cy and Cy obtained for the smallest fit range
Az = +0.25 mm.

The dip width dw, is directly proportional to the real part of the resonator im-
pedance, R(Zcay), which is approximately equal to its parallel resistance R, close to
resonance. Therefore, R, needs to be large enough to achieve reasonable dip widths.
Typical tank resonators used for image current detection at Penning trap experiments
[Ulm+09; Sch19] exhibit loaded quality factors around 5000 with resonance frequencies
between 500 kHz and 740 kHz and parallel resistances Ry, of several 10 Mf). For the de-
tection system described in [Weil9], even larger values of R, ~ 344 M() were reported
for a detection system with a loaded quality factor of 40000 at wy/27 ~ 651 kHz. Since
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4.6. Application of image current detection techniques

the resistive losses of the resonator increase approximately quadratically with frequency
(see Eq. (2.69)), it seems feasible to achieve R, = 100 M at a resonance frequency of
1 MHz. This will be considered for the following evaluation.

In the case of a single Be™ ion, Eq. (4.31) yields a dip width of dw, /27 ~ 198 mHz,
which corresponds to a required stability of the axial frequency of dw, /w, ~ 2.0 x 1077
throughout the measurement. For the estimated anharmonic contribution Cy to the
axial potential, the maximum oscillation amplitude is given by zmax = 4.0 pm. However,
in order to detect the dip of the ion motion, the ion has to be in thermal equilibrium
with the tank resonator, which is typically at 4 K temperature. This results in a thermal
oscillation amplitude of the ion on the order of zy ~ 13.7pm. Therefore, it will be
challenging to detect the dip signal, since the dip is smeared out due to the anharmonicity
of the axial potential.
For a single “°Ar!3* ion confined inside the trap, the dip width for the same axial
frequency is given by dw, /2w ~ 7.5 Hz, which corresponds to a required stability of axial
frequency below 6w, /w, ~ 7.5 x 1076, This yields a maximum oscillation amplitude of
Zmax == 24.8 pm for the estimated anharmonicity of the trap. As the motional amplitude
in thermal equilibrium with the resonator is on the order of zy, ~ 6.5 pum, this signal
should be detectable.

In case the ion is cooled far below 4K, e.g. by direct laser-cooling in the case of “Be™,
an additional damping term is added to left side of Eq. (4.26). Since the coupling to the
resonator is typically much weaker than the coupling to the laser field, the ion motion
is strongly damped, depending on the saturation intensity of the laser, and the dip
amplitude decreases drastically [Kral7]. In order to increase the ion-resonator coupling,
the effective distance between ion and electrode has to be reduced.

4.6.2 Peak detection

If the ion is not in thermal equilibrium with the tank circuit, i.e. for large oscillation
amplitudes, the image current of the ion results in a signal peak on top of the noise
spectrum of the detector. The detected signal depends on the cryogenic detection system
and will be briefly discussed for the detection system shown in Fig. 4.16 based on [Ulm11;
Weil9)].

The quality of the detection system is quantified by the signal-to-noise ratio (SNR)
of the peak signal. This is given by the ratio of the image voltage amplitude and the
sum of all noise sources:

SNR — Iind’{cR;; Tm

(4.33)

2
\/ Ak T Ryk2 + 12 + (inRyr2)

where the coupling between resonator and amplifier is given by the coupling constant k.,
R denotes the effective parallel resistance, RY = (1/Rp, + £2/Rin) ™!, and the measure-
ment time is given by 7,. At typical experimental conditions, the current noise i, can
be neglected and the thermal noise dominates, 4kpT Ry > uy [Ulm11]. The maximum
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SNR for an optimized coupling constant k. is given by
TLinar/ Ry
SNR = VPR , (4.34)
Un
4kgT (14 —n—
\/ g ( - kBTRm>

where Hsz /Rin < 1 was taken into account. This can be used to estimate a lower
limit for the oscillation amplitude of the ion, which results in SNR > 3dB. Neglecting
the technical noise of the amplifier u, compared to thermal noise at 4 K, this yields a
minimum oscillation amplitude Zm;, for a “Be™ ion of

Zmin = 2 ~44pm (4.35)

using a measurement time of 7, = dw; ! ~ 32s (see Eq. (4.31)). This is smaller than
the oscillation amplitude of the ion in thermal equilibrium with the detection system at
4 K. Thus, this detection scheme can in principle be used to detect the motion of a hot
9Be? ion confined inside the cavity. The same holds true in case of an “°Ar'* ion, for
which the minimum motional amplitude is given by zpin ~ 2.1 pm.
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CryPTEx-1I: Commissioning and First
Trapped lons

This chapter covers the commissioning of the cryogenic Paul trap experiment CryPTEx-11
with a focus on the novel superconducting ion trap. This includes both a detailed perfor-
mance characterization as a radio-frequency (rf) cavity as well as the first experiments
with trapped ions. The presented results constitute the proof-of-principle operation of
the unique resonator ion trap combination developed within the scope of this work.

The description of the superconducting cavity follows selected results of the cavity
prototype in Sec. 5.1, which was built to understand the main features of the cavity
and test the fabrication process. In particular, the experimental scheme for impedance
matching of the cavity to an external rf source was successfully implemented.

The characterization of the superconducting cavity starts with its performance as an
rf resonator presented in Sec. 5.2. Here, the focus is on the electric quadrupole resonant
mode of the cavity, especially its resonance frequency and the achieved quality factor. In
addition, the cavity behaviour at high electromagnetic (em) field amplitudes, which are
required for the strong confinement of ions at high secular frequencies, was investigated.

Besides the commissioning as an rf cavity, the confinement of ions inside the electric
potentials of the cavity was investigated (see Sec. 5.3). Therefore, two complementary
experiments were performed, which constitute the successful commissioning of the su-
perconducting cavity as an rf ion trap. For future experiments, the cavity is designed
to capture and retrap highly charged ions (HCIs) from the external ion source. In order
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to characterize the injection performance and probe the quadrupole eigenmode of the
cavity, the transmission of HCIs through the cavity was investigated.

Additionally, the first experiments with trapped ions were performed. By operating
the cavity as an rf ion trap, the production, confinement, and laser-cooling of Be™ ions
was successfully implemented within this thesis.

5.1 The cavity prototype

Before the development of the superconducting cavity, a cavity prototype made of copper
was built to investigate the main rf characteristics of the resonator. This allowed in
particular to test the frequency of the quadrupole resonant mode, as predicted by finite
element method (FEM) simulations. In addition, different experimental procedures for
cavity characterization and impedance matching were implemented, which are crucial
for the operation of the superconducting cavity. Selected results for the quadrupole
resonant mode will be presented in Sec. 5.1.2.

Furthermore, the prototype was used to test and advance the fabrication of critical
cavity parts as well as the mounting and positioning of the quadrupole electrodes relative
to each other. Consequently, the prototype design differs from the final geometry of the
superconducting cavity. The main design features will be briefly reviewed in Sec. 5.1.1 in
order to compare the characterization results of prototype and superconducting cavity.

The cavity prototype was built within the scope of this work based on the design
developed during the author’s Master thesis [Stal5]. Therein, a detailed description of
the prototype design and the corresponding FEM simulations of the quadrupole mode
is presented. The commissioning experiments of the prototype presented here were
performed in the framework of this thesis and partially within [Liel7].

5.1.1 Design

The cavity prototype was primarily built to investigate the rf characteristics of the
resonator. Therefore, the design does not include mirror electrodes or direct current
(dc) electrodes, which are only required in order to confine ions inside the cavity (see
Sec. 4.2). However, the basic geometric structure of both resonators is very similar.
The following discussion is focused on the main differences and their impact on the rf
properties of the cavities.

Similar to the superconducting cavity, the coaxial quadrupole electrodes consist of
an inner and outer electrode, representing the opposite poles of the resonant structure
(see Sec. 4.1.2). The main differences are related to the positioning and mounting of
the coaxial segments inside the cavity and relative to each other. At the prototype,
the electrodes are mounted individually onto socket plates, which are screwed into the
resonator housing. Electrical connection between the electrodes and socket plates, as
well as between these plates and the housing is provided by solder joints. Since the
electrodes on opposite sides of the housing are mounted on individual sockets, the relative
alignment is expected to be much worse compared to the superconducting cavity, where
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all electrodes are mounted to the monolithic tank. Positioning of the inner and outer
electrodes is ensured by insulating spacers made of PEEK, which are positioned at the
highest electric field amplitudes. This causes substantial rf loss inside the dielectrics (see
Sec. 4.4.2) and lowers the breakdown voltage of the cavity.

These shortcomings were improved substantially for the superconducting cavity,
which features suppressed dielectric losses due to low-loss insulators as well as an in-
creased breakdown voltage. The latter is achieved by mounting the positioning insula-
tors to the housing and decreasing the length of the coaxial segments, which increases
the creeping distance between the cavity poles. These modifications result in a reduced
coaxial capacitance of the superconducting cavity and, thereby, an increased resonance
frequency of the quadrupole mode compared to the prototype [Stal5].

This effect is enhanced by the differing electrode geometry. At the prototype, the
outer tapered electrodes feature a tip radius of r. = 2.1 mm and are placed at a radial
distance of 79 = 2mm to the trap axis. The corresponding ratio r./rg = 1.05 is much
larger compared to r./rg ~ 0.51 for the superconducting cavity (see Sec. 4.2). This
results in an increased quadrupole capacitance of the prototype and, therefore, further
lowers its resonance frequency compared to the superconducting cavity.

Coupling to the resonant mode is realized using four rf couplers, two capacitive
pickups and two inductive coils. They are are made of 1.5 mm thick oxygen-free high
thermal conductivity (OFHC) copper rods and feature similar shapes as the couplers
of the superconducting cavity (see Sec. 4.2.5). However, they protrude deeper into the
cavity volume and are mounted closer to the quadrupole electrodes. Similar to the
superconducting cavity, the inductive couplers are fixed to rotatable mounts. This is
used to match the impedance of the cavity prototype to an external rf source, using the
scheme described in Sec. 2.3.4.

The discussed differences of the cavity geometries are expected to have a minor
effect on the rf properties of the resonator. However, the resonance frequency of the
quadrupole mode is expected to be smaller for the prototype. In addition, since all
electrically conducting parts of the prototype are made of OFHC copper (99.95 %), it is
expected to feature increased resistive losses at cryogenic temperatures. This limits the
achievable quality factor and thereby the highest em fields amplitudes inside the cavity
due to heat-up. Still, the main results obtained for the prototype can be qualitatively
compared and applied to the superconducting cavity.

5.1.2 Characterization of the cavity prototype

The prototype was built and characterized before the construction of the cryogenic setup
of CryPTEx-II was completed. Therefore, the experimental setup employed for the
characterization of the prototype is substantially different compared to the one of the
superconducting cavity. In particular, the deviating external electronic circuit and its
effect on the experimental results has to be taken into account for a direct comparison.

In order to evaluate the performance at cryogenic temperatures, the prototype was
installed at the test bench of the cryogenic storage ring at Max-Planck-Institut fiir
Kernphysik (MPIK). It features a closed-cycle cryocooler, which allowed to cool the pro-
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totype to approximately 12 K. Since the cavity was directly mounted to the inner stage
of the cold head, the induced vibrations prevented any sensible measurement while the
cryocooler was operational. Thus, the cryogenic tests of the prototype were performed
directly after the cooler was turned off. In order to account for the temperature in-
crease over the course of the measurement, the nominal temperature is given by the
average value. Its uncertainty represents the temperature difference between the start
and the end of the measurement, which is much larger than the accuracy of the employed
temperature sensors'.

The cavity prototype features a single resonant mode between 1 Hz and 40 MHz. It
was experimentally identified with the quadrupole resonant mode of the electric field
by directly measuring the relative rf phase of the quadrupole electrodes during resonant
excitation. The following performance characterization of the prototype is focused on

this resonant mode. The measurements are performed using a vector network analyzer?.

Quality factor and resonance frequency

In order to determine the quality factor and resonance frequency of the quadrupole
mode, transmission spectra are recorded. The transmitted rf signal between two ports
of the cavity is described by Eq. (2.44). Since the transmission is typically measured in
decibel, the following model is used to describe the data:

4 -1 -
|S21| = 101ogy (Q2Q1) 5 | +10 logo(A)
@t (5-2)
1

@+ (5-2)

Here, @ and wy denote the loaded quality factor and resonance frequency of the cavity,
and Qf% represent the losses of the corresponding ports (see Sec. 2.3.3). Additionally, the
losses of the external electronic circuit, e.g. transmission lines, and the gain of external
rf amplifiers are taken into account by A. Since the losses of the two rf ports and
the external circuit cannot be distinguished by fitting this model to the data, they are
combined to A = A(QQQl)*l.

Two typical transmission spectra recorded at room temperature and 15(1) K are
shown in Fig. 5.1. Within the measurement uncertainty, given by the accuracy of the
network analyzer, both measurements are well described by the model from Eq. (5.1).
The fit results are listed in Tab. 5.1. Since the two measurements are performed using
different experimental setups, not all results can be directly compared. While the ef-
fect on the quality factor should be rather small, the determined amplitudes A depend
strongly on the external electronic circuit. In addition, the resonance frequency deter-

'model DT670 from from Lake Shore Cryotronics, Inc
*model Bodel00 from OMICRON Lab
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Figure 5.1: Transmission measurement of the cavity prototype at room temperature (left)
and 15(1) K (right) using capacitive coupling at both ports. The measured
data is fitted with the model from Eq. (5.1). The residuals are plotted below.

mination is affected by the temperature-dependent properties of the rf couplers and the
external circuit. This will be discussed in Sec. 5.2 for the superconducting cavity.

Both measurements yield a resonance frequency of the quadrupole mode around
30 MHz. The results can be compared with the FEM simulations of the prototype
performed in [Stal5], where a resonance frequency of 27.2(3) MHz was determined. The
large deviation can be explained by the limited computation power of 128 GB available
for the simulations, which restricted the mesh resolution to a minimum element size of
2.1mm. Compared to the detailed simulations of the superconducting cavity presented
in Sec. 4.4.1, the simulation result obtained at this large mesh size deviates by ~ 1 MHz

Table 5.1: Characteristics of the cavity prototype at room temperature and 15(1) K. The
parameters are determined by fitting the model from Eq. (5.1) to the measured
transmission spectra presented in Fig. 5.1. The parameter uncertainties denote
the statistical uncertainty of the fit result.

Temperature Quality factor Resonance frequency Amplitude A

(K) (MHz)
300 1.236(1) x 10? 29.598410(7) 1.2720(6) x 10~°
15 5.820(4) x 103 29.771779(2) 8.881(3) x 1078

121



Chapter 5. CryPTEx-II: Commissioning and First Trapped Ions

from the simulation result determined with a minimum element size of 51 ym. Thus, the
experimental results are in reasonable agreement with the simulations.

After cooldown to 15(1) K, the resonance frequency is shifted by ~ 173 kHz towards
higher frequencies. This is in qualitative agreement with the simulations of the super-
conducting cavity, which predict an increased resonance frequency after cooldown due
to thermal contraction. However, a quantitative comparison is not meaningful since the
cavity geometries differ significantly. A detailed discussion of the temperature depen-
dence of the resonance frequency will be given in Sec. 5.2.2 for the superconducting
cavity.

The measurements yield a loaded quality factor of 1236(1) at room temperature and
5820(4) at 15(1) K. This corresponds to a resonance linewidth, i.e. the width 3dB below
the maximum, of 23.94(2) kHz and 5.115(4) kHz, respectively. The observed increase
of the loaded quality factor after cooldown is related to the temperature-dependent
resistivity of the metal, as described by Eq. (4.6). Due to the freeze-out of lattice
excitations at low temperatures, the surface resistance of the cavity is reduced. Although
the prototype was never tested at temperatures below 12 K, measurements of the quality
factor as a function of temperature indicate that the limit is already reached at 17 K.
Thus, further reducing the temperature of the prototype will not significantly improve
its performance.

The determined quality factor can be used to estimate the expected rf losses during
operation as an rf ion trap. For strong radial confinement of Be™ ions with secular
frequencies on the order of 1 MHz, quadrupole voltage amplitude of Vi = 325V are
required for the prototype geometry. Using the LCR model of a resonator (see Sec.
2.3.2), its resistive losses are characterized by the parallel resistance, R, = Q(woC) L.
The capacitance of the prototype can be calculated using the formula presented in [Stal5]
and amounts to ~ 994.7pF. This yields a parallel resistance of R, = 31.28(2) k{2
at 15(1) K. The corresponding power dissipation for the required rf voltage can be
estimated by

VZ
Py= 2R—rf =6.753(5) W . (5.2)
P

For the cryogenic setup of CryPTEx-II, the available cooling power of the trap region
is limited. Compared to the capacity map of the employed cryocooler [SHI19], the
estimated heat load given in Eq. (5.2) would significantly increase the second stage
pulse tube temperature to about 7 — 12K. The corresponding increase of the trap
temperature would drastically reduce HCI storage times due to the deteriorated vacuum

conditions inside the 4 K enclosure. Therefore, the prototype cannot be used for the
planned experiments at CryPTEx-II.

Impedance matching

The cavity prototype was used to test the technique for impedance matching described
in Sec. 2.3.4. In order to match the cavity to the impedance of an external rf drive,
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Zs = 50, the coupling strength of the inductive coupler is adjusted. Close to resonance,
the transformed input impedance of the cavity as seen by the external circuit is given
by

B3
U

where the inductive coil is described by the number of windings N and the enclosed
area A.. The em fields of the cavity are described by the average magnetic flux enclosed
by the coil, By, and the average em energy stored inside the cavity, U. For impedance
matching, the coupling strength of the inductive coupler is adjusted by varying the angle
v between its surface normal and the local magnetic field vector.

It has to be noted that the relation from Eq. (5.3) neglects the effect of the external
electronic circuit on the effective cavity impedance. Coaxial transmission lines as well
as parasitic capacitances of the setup can potentially add a substantial reactive contri-
bution to the total impedance. Therefore, impedance matching is typically achieved for
Rin/ cos? v > 50 4.

Nevertheless, Eq. (5.3) can be used to estimate the dimensions of the coil allowing
for impedance matching. Since the value of B3/U is independent of the employed em
field amplitudes inside the cavity, it was determined using simulations similar to the
ones described in Sec. 4.4.1. This yields an average magnetic flux inside the coil of
approximately Byg = 5T with an average em energy of U = 4.5nJ stored inside the
cavity. For high mechanical stability of the coupler, the number of windings is set to
unity. Using the room temperature characteristics of the prototype determined in Sec.
5.1.2, the coil area for Ry, = 10012 is given by

1
Rin = SwoN* A2 Qocos™y (5.3)

2U R; 4 cm?
A = — 5 . (5.4)
woB§Qocos*y  cosy

Since the effective area can always be reduced by decreasing ~, the first coil geometry
was chosen slightly larger and features A. ~ 6 — 7 cm?.

Impedance matching of the prototype can be tested either by measuring the frequency-
dependent impedance of the cavity, or by measuring the reflection from the impedance-
matched port. Both measurements were performed at room temperature for the coil
geometry described above. The coil orientation ~ is estimated by the angle between its
surface normal and the vertical axis and features a typical uncertainty of 10°.

The measurement of the cavity impedance is shown in the left panel of Fig. 5.2 for
frequencies between 29.0448 MHz and 29.9255 MHz and three different coil orientations
v. As discussed in Sec. 2.3.4, the impedance of the cavity in the complex plane follows
a circular evolution, where the real part of the impedance is maximized at resonance wy
and given by Rj,/cos?v. The measurement performed with v = 0 yields a transformed
input resistance of R;, ~ 600 €.

The horizontal symmetry axis is shifted from the imaginary axis by the impedance of
the inductive coupler, wgL., with self inductance L.. However, the offset of 128 2 would
correspond to an inductance of 0.7 nH, which is nearly two orders of magnitude larger
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Figure 5.2: Impedance matching of the cavity prototype at room temperature using in-
ductive coupling. The colours indicate different angles of the inductive coil
with respect to the vertical axis. Left: The measured impedance of the cavity
including the external electronic circuit is shown as a function of frequency
around its resonance. The frequency increases by following the curves clock-
wise. The typical source impedance of 502 is indicated by the intersection of
the grey lines. Right: The corresponding reflection from the cavity is shown
as a function of frequency. The measured data is fitted with the model from
Eq. (5.5) (solid line).

than the expected value for the coil geometry on the order of 10nH. Thus, the offset is
most likely related to the external electronic circuit including the coaxial transmission
lines.

Impedance matching is only achieved for a coil orientation of v = 25°, for which
the source impedance of 502 is matched at a modified resonance frequency. This is
indicated by the grey lines in the left plot of Fig. 5.2. The other two coil orientations
feature an input resistance R;, which is either too large or too small to allow for imped-
ance matching. This is confirmed by the measurement of the reflected power from the
inductive port, shown in the right panel of Fig. 5.2. For perfect impedance matching,
the reflected power vanishes at resonance. This is the case for v = 25°, for which a
minimum reflection of —71.9(1) dB was measured. The other two coil orientations result
in a sizable fraction of the rf power being reflected at resonance.

For a quantitative analysis, the coupling constant k of the inductive coupling can be
determined using the theoretical description from Eq. (2.41). The reflection is measured
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Table 5.2: Impedance matching of the cavity prototype at room temperature. The pa-
rameters are determined by fitting the model from Eq. (5.5) to the measured
reflection spectra presented in Fig. 5.2. The parameter uncertainties denote the
statistical uncertainty of the fit result.

Coil angle v  Quality factor  Resonance frequency coupling & Amplitude A

(deg) (MHz)
0 1.1912(6) x 103 29.723803(8) 1.6867(7)  0.96794(5)
25 1.179(1) x 103 29.7171527(3) 1.000(1)  0.9701(2)
45 1.1838(4) x 10° 20.712553(3) 0.5119(1)  0.96524(2)

in decibel and accordingly fitted with the model

(k- 1)+ Q3 (”—“’0)2

1511 = 101og, ‘;0 :}"0 5 | +101og,(4) (5.5)
ko 1)? 4 Q2 ( _ )
(k+1)% + Q5 o w

where the scaling factor A accounts for the losses of the external electronic circuit. The
fit results are presented in Tab. 5.2.

Within the measurement uncertainty, the coil orientation of v = 25° corresponds to
perfect impedance matching with & = 1.000(1). For the two other configurations, the
coupling strength is either too high (y = 0°, £ > 1) or too small (y = 45° k < 1) to
achieve impedance matching. As expected, the coil orientation with the smallest angle,
i.e. the largest effective area A.cos?y, corresponds to the strongest coupling with the
largest coupling constant.

Since the logarithm in Eq. (5.5) is not defined at resonance for k£ = 1, the fitting
process for v = 25° was unstable and converged to two different results depending on the
initial value of k. Therefore, the fitting process was performed for 1000 initial values of
k €{0.01,...,2.0}. The results listed in Tab. 5.2 represent the mean value of the obtained
fit results. The uncertainties are given by the squared sum of the fit uncertainty and the
standard deviation of the distribution.

The results are in good qualitative agreement with the theoretical description from
Sec. 2.3.4. For a detailed quantitative comparison, e.g. including the exact frequency
shift of the resonance as a function of coupling strength, the external electronic circuit
has to be taken into account. Additionally, the comparably small quality factor of the
cavity prototype required a large inductive coil to be mounted in between the quadru-
pole electrodes and the cavity walls. Due to the close proximity, the coil also couples
capacitively to the cavity, where the coupling strength should also depend on the coil
orientation. This modifies the load to the cavity represented by the coupler coil and
might affect the determined quality factor.

In order to achieve impedance matching at cryogenic temperatures, the coil orienta-
tion corresponding to impedance matching at room temperature needs to be adjusted.
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Following Eq. (5.3), the relation between the impedance-matched angles vy at temper-
atures 171 and T5 is given by

Ac(T1)wo(T1)Qo(T1)
Ac(T)wo(T2)Qo(12)

Qo(T1)
Qo(Tz)

COS2 YIM (TQ) = COS2 YIM (Tl) ~ COS2 YIM (Tl) (56)

The final result neglects changes of the coil cross section A, due to thermal contraction
or expansion as well as the temperature dependence of the resonance frequency. The
latter is justified due to the measured change in resonance frequency listed in Tab. 5.1,
which is below 1% for a cooldown from room temperature to 15(1) K. Additionally,
the thermal expansion integral AL/L for a complete cooldown from room temperature
to 4K is smaller than 1% in the relevant cases of niobium or copper [EkiO6]. Thus,
the approximation of Eq. (5.6) should agree with the exact result on the level of a few
percent.

Since the coil orientation can only be adjusted at room temperature, each attempt
for impedance matching at low temperatures requires a separate cooldown and warmup.
In addition, the influence of the external electronic circuit on the total impedance of
the cavity, as shown in Fig. 5.2, is temperature dependent. Thus, it is challenging to
precisely set the coupler orientation which corresponds to impedance matching at low
temperatures. For the prototype, the minimum reflection achieved at 15(1) K amounts
to —25.0(1) dB at resonance. This value can be further reduced by additional fine-tuning
of the coupler orientation. The result is in reasonable agreement with the expectation
for impedance matching at low temperatures, given the experimental challenges.

In conclusion, the employed scheme for impedance matching of the high-Q cavity to
the external rf drive was successfully tested, both at room temperature and at cryogenic
temperatures. Thus, it will also be implemented at the superconducting cavity.

5.2 Characterization of the superconducting cavity

The presented commissioning experiments of the novel superconducting cavity were per-
formed after integrating it into the cryogenic setup of CryPTEx-II. As the cavity is
designed to confine ions, the main focus is on the performance characterization of its
electric quadrupole resonant mode. This is identified using the FEM simulation de-
scribed in Sec. 4.4.1 to analyze the excitation spectrum of the cavity (see Sec. 5.2.1).

The performance characterization of the cavity includes the evaluation of its quality
factor and resonance frequency at room temperature and during cooldown to 4K (see
Sec. 5.2.2). Here, a detailed study of the rf coupling to the cavity is conducted in
order to evaluate the performance of the loaded cavity as well as the properties of
the employed capacitive and inductive couplers (see Sec. 5.2.3). In addition, since the
cavity is intended to confine ions at high secular frequencies, its behaviour at high rf
amplitudes is investigated in Sec. 5.2.4. The characterization results are discussed in
Sec. 5.2.5 together with potential limitations of the cavity performance.
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A major part of the characterization is based on the analysis of transmission and re-
flection spectra. These are recorded with a vector network analyzer®. The measurement
uncertainty for all recorded spectra is given by the instrument accuracy.

The first commissioning experiments were performed with rf couplers made of OFHC
copper. These have nearly identical shapes as their niobium equivalents described in
Sec. 4.2.5 and thus exhibit similar rf properties. However, a direct comparison of the
obtained results has to account for material-specific effects, e.g. the power dissipation of
the coupler itself. The measurements performed with the copper couplers are indicated.

5.2.1 Resonant modes

In order to identify the quadrupole resonant mode of the cavity, a broad excitation
spectrum is recorded at room temperature, which is shown in Fig. 5.3. The spectrum
features three isolated regions of increased transmission between 1Hz and 100 MHz,
which indicate the eigenfrequencies of the cavity. These can be compared to the simu-
lated eigenfrequencies from Sec. 4.4.1, which are indicated by the magenta lines in Fig.
5.3.

Although the simulation results deviate from the measured resonances, they can
definitely be assigned to the corresponding transmission peaks. The resonant mode
around 34.4 MHz is identified as the electric quadrupole mode. It shows the smallest
discrepancy between the simulation result and the measured resonance frequency. This
could be related to the simplifications of the simulation geometry, which were chosen in
order to minimize their effect on the quadrupole mode (see Sec. 4.4.1). The two distinct
eigenfrequencies at 58.6(1) MHz and 58.7(1) MHz predicted by the simulations are not
resolved in the measurement. It is suspected that the resonance linewidths are larger
than their separation.

For a detailed comparison of the quadrupole mode frequencies of simulation and
experiment, the transmission spectrum from Fig. 5.3 is fitted with the model from Eq.
(5.1). This yields a resonance frequency of 34.3829(2) MHz, which deviates by 468.1 kHz
from the simulation result. This discrepancy is much larger than the estimated sim-
ulation uncertainty of 9kHz. Since the simulation is neglecting resistive and dielectric
losses, the corresponding damping of the em fields inside the cavity might cause a shift of
the resonance frequency in experiment. According to Sec. 2.3.2, the resonance frequency
wq of the damped LCR circuit is given by w3 = w3 — 42, with the damping constant
v = wp/2Q. Thus, for the determined quality factor of @) = 270(3) at room temperature,
the correction contributes only at the level of wq/wg =~ 1 —107°. Therefore, this effect is
smaller than the uncertainty of the fit result and cannot explain the deviation from the
simulation. However, the simulation did not include the rf couplers as well as the ex-
ternal electronic circuit. These can cause a significant shift of the resonance frequency,
e.g. due to the capacitance of the coaxial transmission lines or parasitic capacitances
between coupler and rf ground.

3model ZVL3 from Rohde & Schwarz GmbH & Co. KG
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Figure 5.3: Excitation spectrum of the superconducting cavity between 1 Hz and 100 MHz
recorded at room temperature. The transmission was measured using inductive
coupling at port one and capacitive coupling at port two (cyan). The vertical
lines (magenta) represent the simulated eigenfrequencies of the cavity (see
Sec. 4.4.1). Detailed views of the resonances are shown in the panels above.

Both, the simulation as well as the measured transmission spectrum, indicate that
the quadrupole resonance is well-separated from the other eigenmodes of the cavity. This
allows to selectively couple to this mode and justifies its theoretical description as an
isolated resonance. The following commissioning results of the superconducting cavity
are completely focused on the quadrupole mode.

5.2.2 Cooldown of the cavity

In order to understand the behaviour of the superconducting cavity during the transition
from the normal conducting to the superconducting state, the transmission is continu-
ously measured during cooldown. Each recorded transmission spectrum is fitted with
the model from Eq. (5.1) to determine the resonance frequency and quality factor of the
cavity. The temperature at the position of the cavity is measured before and after each
scan and the nominal temperature is given by the average of both measurements. The
temperature uncertainty is estimated by the squared sum of the sensor accuracy and the
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Figure 5.4: The quality factor and resonance frequency of the superconducting cavity as
a function of temperature during cooldown (left) and warmup (right). The
parameters are determined by fitting the model from equation Eq. (5.1) to the
measured transmission spectra. The vertical lines indicate the critical temper-
atures of niobium (TNP = 9.25 K, solid) and lead (7'® = 7.2 K, dashed). The
measurements are performed using capacitive couplers made of OFHC copper
at both ports.

difference of the two measurements. A complete cooldown scan from room temperature
to below 6 K is shown in the left panel of Fig. 5.4.

For temperatures above 10K, the change of the quality factor is related to the
temperature-dependent resistivity of the normal-conducting metal (see Eq. (4.6)). As
the lattice excitation freeze out towards lower temperatures, the surface resistance of the
cavity is reduced and the quality factor increases.

Below 10K, the quality factor shows three distinct jumps. The first two are related
to the drastic decrease of the resistive cavity losses below the critical temperatures of the
involved superconductors. They coincide reasonably well with the critical temperatures
of niobium, TNP = 9.25 K [Fis+05], and lead, X" = 7.2 K [Fis+05], which are indicated
in Fig. 5.4.
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While the first observed discontinuity around Tch is expected, since most of the
cavity parts are made of niobium, the extent of the second feature at T'® might be
surprising. However, as shown by the FEM simulations presented in Sec. 4.4.1, the lids
of the cavity housing, which are connected to the monolithic tank using lead sealings,
contribute significantly to the oscillating rf currents inside the cavity walls. Thus, at
temperatures T1P < T < TNP, the resistive losses of the normal-conducting lead sealings
dominate the rf losses of the cavity and limit its quality factor.

A precise comparison of the temperatures related to the observed sudden increases of
the quality factor and the indicated critical temperatures of the involved superconductors
reveals that the temperature measurement is lagging. These small deviations can easily
be explained by the short time-scale of the cooldown through both critical temperatures.
The temperature range between 10 K and 6.9 K is bridged within approximately 4 min,
while each transmission spectrum in this region takes approximately 40s. Since the
temperature sensor is constantly heated by thermal conduction through its electrical
connections, it needs a finite time to thermalize with its surroundings. Therefore, it is
expected to show a certain time delay to the actual temperature of the 4 K stage.

Below 7 K, the measurements shown another sudden increase in quality factor, which
is caused by the measurement settings. For the short cooldown through the supercon-
ducting phase transitions, the measurement bandwidth was set to 100 Hz to allow for
fast measurements. At temperatures below 7 K, this limits the measured linewidth of the
resonance, which amounts to approximately 350 Hz at @ = 10°. Thus, the measurement
bandwidth was decreased to 10Hz in order to resolve the narrow resonance at lower
temperatures.

The resonance frequency as a function of temperature during cooldown can also be
seen in the left panel of Fig. 5.4. The measurement shows two distinct jumps at T and
TFPP where the latter is hardly visible due its small size. They are expected to result
from the sudden increase of the quality factor at the corresponding temperatures. As
discussed in Sec. 5.2.1, the suppression of the resistive losses of the cavity, indicated by
the increase of the quality factor, should have a negligible effect on the free resonance
frequency. However, the observed jumps of the quality factor can potentially cause
a drastic change of the capacitive coupling strength and thereby shift the measured
resonance frequency.

The overall increase of the resonance frequency during cooldown from room tem-
perature to 6 K amounts to 133.1(1) kHz. This is substantially larger than the value
predicted by the simulations presented in Sec. 4.4.1, which show an increase of 50 kHz
after cooldown to 4 K due to thermal contraction. This deviation can be explained by the
temperature dependence of the coupling strength, which affects the resonance frequency
determination. In addition, the simulations do not include the external electronic circuit,
which loads the cavity. Since the coaxial transmission lines connected to the rf couplers
are directly thermalized to 4 K, this effect is expected to be temperature-dependent and
could potentially cause an increased frequency shift during cooldown.

As a consistency check, an identical measurement of the cavity transmission is per-
formed during warmup. The results are displayed in the right panel of Fig. 5.4. The

130



5.2. Characterization of the superconducting cavity

— 5.774(T) K =
2 ol |[—201(2)K g2 0] 1
= ——59.47(4) K g
= —294.47(3)K £ 20 2
A = ]
5 20| g —w0— 1
2 /\ 102 10!
% a0 Temperature in K |
=

—200 —150 —100 —50 0 50 100 150 200
v - g in kHz

Figure 5.5: Transmission spectra of the superconducting cavity recorded at different tem-
peratures using capacitive coupling at both ports. The data represents an
excerpt of the cooldown measurement presented in Fig. 5.4. The inset shows
the transmission amplitude at resonance as a function of temperature for the
complete cooldown. The vertical lines mark the displayed transmission mea-
surements.

measurements are taken after the cryocooler was turned off. Due to the large temper-
ature gradients over the course of a single measurement below 10K, the temperature
uncertainty is estimated by the largest difference between any two consecutive measure-
ments. Again, the evolution of the quality factor shows two distinct discontinuities at the
critical temperatures of lead and niobium. The same can be observed for the resonance
frequency. Compared to the cooldown measurement, the second jump at TCP b is clearly
visible due to the different frequency scale of the plot.

In order to show the drastic transformation of the transmission spectrum during
cooldown, Fig. 5.5 shows selected resonance curves. These were recorded during the
cooldown measurement shown in Fig. 5.4. With decreasing cavity temperature, the
bandwidth of the resonance decreases while the transmission amplitude at resonance
increases.

A second cooldown measurement of the cavity is shown in Fig. 5.6 for temperatures
below 6 K. Both the determined quality factors as well as the resonance frequencies
show fluctuations larger than the measurement uncertainties. While the quality factor
is determined with a typical uncertainty below 10%, the resonance frequency features an
uncertainty on the level of a few Hz. Each measurement represents the average of 200
individual transmission scans and took more than one hour. Therefore, the temperature
change of the second stage as well as the first stage (see Sec. 3.1.4) over the course of
one measurement is significant. This can affect the external electronic circuit inside the
cryogenic shields and thereby cause shifts of the measured resonance frequency. Ac-
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Figure 5.6: The quality factor (left) and resonance frequency (right) of the superconduct-
ing cavity as a function of temperature during cooldown. The parameters are
determined by fitting the model from equation Eq. (5.1) to the measured trans-
mission spectra. The measurements are performed using capacitive couplers
made of niobium at both ports.

cordingly, most spectra showed mildly asymmetric lineshapes of the resonance, which
also affects the quality factor determination. Nevertheless, the measurements consis-
tently show quality factors around 2 x 10° below 5 K. A detailed analysis of the cavity
transmission and reflection at 4 K will be given in the subsequent sections.

5.2.3 Cavity performance at low temperatures

As described in Sec. 2.3.3, an rf cavity can be characterized by measuring its transmission
and reflection spectra. Thereby, it is in general not possible to determine the free, i.e. the
uncoupled properties of the cavity, since the measurement itself is affecting the cavity
performance. This is related to the influence of the external electronic circuit, which
also depends on the coupling constant k& of the employed rf couplers, and the supplied
input power of the rf drive. While the former effect was already observed for the cavity
prototype and the cooldown measurement, the latter will be discussed in detail in Sec.
5.2.4.

Capacitive coupling to the cavity

The capacitive couplers of the cavity are designed to couple very weakly (k < 1) to the
electric fields of the resonant mode. Therefore, they present a minor load to the cavity
and are expected to have a negligible effect on the determination of its quality factor Q.
In order to determine the free parameters of the cavity, the input power is reduced as
much as possible. The measurements are taken with supplied rf powers of —60 dBm and
—40dBm for the transmission and reflection scans, respectively. In order to provide the
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Figure 5.7: Characterization of the superconducting cavity using capacitive coupling at
both ports. Left: The transmission measured at 4.26(1) K is shown as a
function of frequency together with a fit to the data (model from Eq. (5.1)).
The residuals are plotted below. Right: The reflection measured at 4.14(1) K
is plotted as a function of frequency together with a fit to the data (model
from Eq. (5.5)). For better visibility, the error bars are only shown for the
residuals, which are plotted below.

network analyzer with a measurable signal, the transmitted power is typically amplified
using two broadband amplifiers®, which yields a total amplification around 48 dB.

The characterization measurements of the superconducting cavity using capacitive
coupling are shown in Fig. 5.7. In order to determine the cavity characteristics, the
transmission and reflection spectra are fitted with the models from Eq. (5.1) and Eq.
(5.5), respectively. The results are listed in Tab. 5.3.

The transmission measurement shown in the left panel of Fig. 5.7 is well described
by the fitted model, with the residuals scattered symmetrically around zero. However,
the residuals increase towards lower signal amplitudes, i.e. for larger detuning from
the resonance, and are significantly larger than the measurement uncertainty. This is
suspected to result from strongly underestimated uncertainties, which are given by the
instrument accuracy. Since this is only specified for a source power of 0dBm down
to a signal size of —40dB, it does not cover the detected signals of the transmission
measurement with absolute amplitudes between —65 dBm and —85 dBm.

4model ZFL-500LN-BNC+ from Mini-Circuits
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Table 5.3: Characteristics of the superconducting cavity for capacitive coupling. The pa-
rameters are determined by fitting the model from Eq. (5.1) (transmission) and
Eq. (5.5) (reflection) to the measured data presented in Fig. 5.7. The parameter
uncertainties denote the statistical uncertainty of the fit result.

Measurement Quality factor Resonance frequency coupling k Amplitude A
type (MHz)
Transmission ~ 2.32(8) x 10° 34.522455(2) - 5.33(4) x 1076
Reflection 1.83(5) x 10° 34.522412(2) 0.00166(3) 8.3097(1) x 107!

The reflection measurement is shown in the right panel of Fig. 5.7. Due to the
weak coupling, only a small fraction of the supplied signal is fed into the cavity while
most of it gets reflected. Therefore, the absorption dip at resonance is much smaller
than the measurement uncertainty. Additionally, the input power had to be increased
to —40dBm in order to achieve a reasonable signal-to-noise ratio (SNR). The data is
rather well described by the fitted model, although the measurement shows comparably
large fluctuations and asymmetric residuals on the wings of the resonance.

The transmission fit yields a loaded quality factor of 2.32(8) x 103, which corresponds
to resonance linewidth of 149(5) Hz. As described in Sec. 2.3.3, the quality factor de-
termined using a transmission measurement represents a lower limit for the unloaded
quality factor of the cavity. However, since the capacitive coupling is so weak, k < 0.002
(see Tab. 5.3), the external losses introduced by the measurement are suppressed. There-
fore, the determined quality factor also represents a good approximation for the unloaded
quality factor of the cavity.

The quality factor determined by the reflection measurement is significantly lower
compared to the result of the transmission scan. However, since the measurement was
performed at much higher rf power, heating of the coupler and the external circuit can-
not be neglected. This can cause the observed asymmetry of the lineshape and, thereby,
affect the quality factor determination (see Sec. 5.2.4). In addition, the measurement
features a small SNR and comparably large fluctuations of the data points around res-
onance. Therefore, the reflection measurement is only intended to give an estimate for
the capacitive coupling constant. The determined value supports the expected weak
coupling strength. This allows to use the capacitive coupler to monitor the status of the
cavity during operation without influencing its performance.

The determined quality factor of 2.32(8) x 10° is within the specifications for the
performance of the superconducting cavity given in Sec. 4.3.1. However, it is much
smaller than typical values reported for state-of-the-art superconducting cavities used at
accelerator facilities, e.g. [Res+17]. Possible limitations of the cavity performance and
potential measures to improve it will be discussed in Sec. 5.2.5.
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Figure 5.8: Characterization of the superconducting cavity using inductive coupling at port
one and capacitive coupling at port two. Left: The transmission measured
at 4.12(1) K is shown as a function of frequency together with a fit to the
data (model from Eq. (5.1)). The residuals are plotted below. Right: The
reflection measured at 4.12(1) K is plotted as a function of frequency together
with a fit to the data (model from Eq. (5.5)). The residuals are shown below.

Inductive coupling to the cavity

The inductive coupler is designed to efficiently drive the cavity. For impedance matching,
the experimental scheme introduced in Sec. 2.3.4 will be employed. This method was
successfully implemented at the cavity prototype, as described in Sec. 5.1.2. Since the
superconducting cavity was not yet characterized when the niobium rf couplers had been
installed, it was not attempted to impedance-match the cavity. For the commissioning
experiments presented here, the niobium coupler was installed in horizontal orientation,
which corresponds to the maximum coupling strength.

The transmission and reflection measurements are performed at input powers of
—80dBm and —70 dBm, respectively. These are reduced compared to the characteriza-
tion measurements using the capacitive coupling in order to suppress the asymmetry of
the resonance lineshape induced by heating. This effect will be discussed in more detail
in Sec. 5.2.4.

The transmission measurement is shown in the left panel of Fig. 5.8. Due to the
increased coupling strength of the inductive coupler compared to the capacitive pickups,
the measurement is performed without external amplification. The data is well described
by the model from Eq. (5.1) and shows symmetrically scattered residuals. Similar to
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Table 5.4: Characteristics of the superconducting cavity for inductive coupling. The pa-
rameters are determined by fitting the model from Eq. (5.1) (transmission) and
Eq. (5.5) (reflection) to the measured data presented in Fig. 5.8. The parameter
uncertainties denote the statistical uncertainty of the fit result.

Measurement Quality factor Resonance frequency coupling & Amplitude A

type (MHz)
Transmission  5.79(5) x 10% 34.522204(2) - 1.969(8) x 1076
Reflection ~ 2.43(2) x 10° 34.5221608(6) 2.820(9) 8.88(1) x 1071

the capacitive characterization, the measurement uncertainty, given by the instrument
accuracy, is substantially underestimated.

The reflection spectrum shown in the right panel of Fig. 5.8 exhibits a sizable ab-
sorption dip at resonance. This already indicates a strong coupling to the cavity. The
data is well described by the fitted model from Eq. (5.5).

The fit results of both measurements are listed in Tab. 5.4. The resonance frequency
in reflection is shifted to smaller values compared to the transmission measurement. The
determined coupling constant of k ~ 2.8 indicates over-critical coupling to the cavity,
which was expected due to the coil orientation chosen to maximize its effective area.

The reflection measurement yields an unloaded quality factor of Qg = 2.43(2) x 10°.
This result has to be compared to the loaded quality factor determined in transmission.
According to Eq. (2.38), the loaded quality factor can be expressed by

Q'=o;'+> Q" (5.7)

where the sum represents all external losses introduced to the systems. This includes
the losses of the employed rf couplers. Using the definition of the coupling strength at
port i, k; = Qo/Qi, the unloaded quality factor can be approximated by

Qo~Q (1 +> kn> , (5.8)

neglecting further loss mechanisms. Since the inductive coupling strength is much larger
than the capacitive one, the latter can neglected. This yields an unloaded quality factor
of Qg = 2.21(6) x 10°, which is in reasonable agreement with the result from the reflection
measurement considering the simplified description. In addition, both values agree with
the result obtained with capacitive coupling and are thus also within the performance
specification of the superconducting cavity (see Sec. 4.3.1). A detailed discussion of the
cavity performance and its potential limitations will be provided in Sec. 5.2.5.

For impedance matching at cryogenic temperatures, the cavity needs to be impedance-
matched at room temperature first. Even though this was not attempted during com-
missioning, the obtained characterization results can be used to estimate the input im-
pedance of the cavity, which is described by Eq. (5.3). The FEM simulations presented
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in Sec. 4.4.1 yield an average magnetic field amplitude inside the inductive coupling coil
of By ~ 31T with a total em energy stored inside the cavity of U = 1.84nJ. Using the
characterization results from Tab. 5.4, one finds a transformed input resistance of the
inductively coupled cavity of Ry,/ cos?y ~ 58 Q. However, the real value can be slightly
larger as the enclosed area of the coil might be increased due to fabrication tolerances.
Eventually, the suitability of the coil for impedance matching depends on the external
electronic setup and needs to be tested in experiment.

5.2.4 Power dissipation of the cavity

The rf power dissipation of the cavity during operation represents a heat load to the
cryogenic system and leads to an increased trap temperature. This can limit the storage
times of HCIs, since the residual gas pressure inside the cryogenic enclosure increases
with the second stage temperature. Therefore, it is necessary to evaluate the cavity
performance at high amplitudes of the intra-cavity em fields, which are required for the
operation as an rf ion trap.

For the strong radial confinement of “Be™ ions with secular frequencies around
1 MHz, the superconducting cavity requires quadrupole voltage amplitudes on the order
of Vi =280 V. The corresponding power dissipation can be estimated using the parallel
resistance R, = Qo(woC)~! of the equivalent LCR circuit. The geometric capacitance
of the superconducting cavity can be calculated using the formula presented in [Stal5]
and amounts to C =~ 928 pF. This is slightly smaller compared to the capacitance of the
prototype due to the design changes of the coaxial segments. Using the cavity param-
eters of the inductive reflection measurement listed in Tab. 5.4, one obtains a parallel
resistance of R, = 1.207(8) MQ. The corresponding losses can be calculated using Eq.
(5.2), which yields a dissipated power of 129.9(8) mW for an rf amplitude of V;f = 280 V.

Compared to the capacity map of the employed cyrocooler [SHI19], the estimated
heat load would only cause a minor heat-up of the pulse tube and leave the trap at
a temperature below 5K. This is comparable to the trap temperatures reported for
CryPTEx-PTB [Leo+19] and should therefore allow for reasonable storage times of
HClIs. However, this rough estimate neglects the temperature-dependence of the surface
resistance of the cavity, which is shown by the cooldown measurements (see Sec. 5.2.2).
The resistive losses of the cavity, which are indicated by its quality factor, increase
with temperature, which leads to an enhanced heat-up of the cold stage. In order to
investigate this effect two measurements were performed, which will be discussed in the
following.

In order to characterize the cavity performance at high input powers, its transmission
and reflection is measured as a function of the input power supplied to the inductive
coupler. The measurements are performed using the rf couplers made of OFHC copper
and are shown in Fig. 5.9. Each spectrum represents the average of ten measurements,
which were recorded in one series. The total measurement time at each input power
amounts to 20 min.

Both measurements show a shift of the resonance towards lower frequencies with
increasing input power. This shift is accompanied by an asymmetry of the resonance
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Figure 5.9: Transmission (left) and reflection (right) spectra of the superconducting cavity
as a function of the input power applied to port one. The data was recorded at
4.29(1) K using inductive coupling at port one and capacitive coupling at port
two. The measurements are performed using the rf couplers made of OFHC
copper.

lineshape, which becomes more pronounced for higher rf powers. Additionally, the am-
plitude of the transmission peak as well as the amplitude of the reflection dip decreases
as a function of power.

According to the measurements of the cavity cooldown and warmup (see Sec. 5.2.2),
both the resonance frequency shift as well as the reduced quality factor indicate a rise
of the cavity temperature. However, no significant increase above 10 mK was observed
over the course of the complete measurement series. The measured frequency shifts on
the order of kHz can be compared to the warmup measurement. This shows that an
increase of the cavity temperature on the order of 1 K would be necessary in order to
cause the observed shifts.

Another explanation could be a potential warmup of the rf coupler, which is used to
drive the cavity. In contrast to the cavity, which features a frequency-dependent rf power
acceptance, the rf coupler is constantly exposed to the applied rf signal and thus con-
tinuously dissipates power. This could increase the temperature of coupler and external
electronic circuit, which causes a change of the coupling and the coupling constant k,
thereby affecting the load to the cavity. Accordingly, the measured resonance frequency
drifts, which could explain the observed frequency shift as well as the asymmetry of the
lineshape due to the averaging. In addition, a modified coupling constant would also
affect the fraction of the applied rf power which is coupled into the cavity. This could
explain the reduced amplitudes of transmission peaks and reflection dips at high powers.

In order to investigate the steady-state power consumption of the cavity at high
amplitudes of the stored em fields, the cavity was resonantly driven with an external rf
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Figure 5.10: Characterization of the superconducting cavity for high rf powers supplied
to the inductive coupler. The measurements are performed in steady state
using the rf couplers made of OFHC copper. Left: The pickup voltage at
the capacitive coupler (@) as well as the cavity temperature (b) are shown as
a function of the supplied input power. Right: The pickup voltage (c) and
resonance frequency (d) are plotted as a function of the cavity temperature,
which depends on the supplied rf input power. The data in (a) and (c) are
fitted with the given model, the fit results for the employed parameters are
stated.

signal generator. The intra-cavity power is monitored using the capacitive coupler and
parametrized by the measured pickup voltage. As the resonance frequency of the cavity
depends on the supplied rf power, the frequency of the applied rf signal was precisely
adjusted to the modified resonance frequency at a given input power. This is identified
by the maximum of the measured pickup voltage, which is extremely sensitive to small
frequency variations due to the narrow resonance linewidth on the order of 100 Hz. This
procedure allows to determine the resonance frequency of the cavity, its temperature as
well as the stored em energy as a function of the supplied input power. The results are
shown in Fig. 5.10 for various input powers between 10 dBm and 33 dBm.
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The measurements for a given input power are performed after the average pickup
voltage at resonance stabilized and the remaining temperature change of the cavity was
on the order of mK per minute. This corresponds in good approximation to steady-
state operation of the cavity. The temperature uncertainty of 50 mK accounts for the
finite temperature gradient as the measurement was taken. The uncertainty of the
pickup voltage reflects the fluctuations of the measured signal, which are conservatively
estimated to 5 %. Similarly, the frequency uncertainty of 30 Hz represents an upper limit
for the observed tolerance of the applied signal, for which the pickup voltage remained
unchanged.

As can be seen in the left panel of Fig. 5.10, both the stored em energy (a) as well as
the cavity temperature (b) increase with input power. In steady state, the temperature
of the cavity should increase linearly with its dissipated power, which is identical to
the fraction of the supplied rf power that is coupled into the cavity. Neglecting the
losses of the external electronic circuit, one might therefore expect a linear increase of
temperature with input power. This is contradicted by the measurement, which shows
that the relative increase of cavity temperature gets smaller at larger input powers.

A similar behaviour is shown by the measured pickup voltage (Fig. 5.10(a)). Ideally,
it should increase with the square-root of the intra-cavity power. Thus, neglecting ex-
ternal losses, one might expect a similar dependence on the supplied rf power. However,
the measurement deviates substantially from the fitted model, especially at high input
powers.

Both observations can be explained by the same effect. Due to the strong temperature
dependence of the quality factor, the coupling efficiency of the inductive as well as the
capacitive coupler changes with the cavity temperature and thus with the supplied input
power. The heat-up of the rf couplers can cause an additional change of the coupling
constant, as discussed for the previous measurement, and thereby enhance this effect.
Thus, the fraction of the supplied rf power, which is coupled into the cavity, varies with
temperature. The same holds true for the outcoupled fraction of the intra-cavity power,
which depends on the coupling efficiency of the capacitive pickup.

In order to investigate the latter, the pickup voltage is plotted as a function of the
cavity temperature (Fig. 5.10(c)). Due to the linear increase of the temperature with
the dissipated power in steady state, the pickup voltage should increase proportional to
VT. The measurement shows the expected behaviour and the data is well described
by the fitted model within the measurement uncertainty. However, the small deviations
at high temperatures might hint towards a heat-up of the capacitive coupler, which is
accompanied by a change in coupling efficiency and therefore modifies the outcoupled rf
power.

Finally, the temperature dependence of the resonance frequency is shown in Fig.
5.10(d). The total frequency shift of approximately 600 Hz between 4.3 K and 6.6 K is
consistent with the warmup measurement presented in Sec. 5.2.2. This temperature-
dependent shift of the resonance frequency has to be considered for efficient coupling to
the cavity at high rf powers. Since it took up to 15 min for the cavity to reach steady
state after increasing the input power, it is cumbersome to manually adjust the frequency
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of the rf drive after each adjustment to the input power. Therefore, the frequency of
the rf supply will be locked to the resonance of the cavity using Pound locking [Pou46].
This will allow for highly stable operation, which is required for the confinement of ions.

The overall behaviour of the superconducting cavity at high em fields is well un-
derstood. However, the significant increase of cavity temperature at high intra-cavity
powers is unexpected. This can potentially limit the performance of the cavity as an rf
ion trap, which will be discussed in the next section.

5.2.5 Evaluation of the cavity performance

The characterization results of the superconducting cavity presented within this section
have to be compared to the performance specification as given in Chapter 4. The two
most important characteristics of the cavity are the resonance frequency of the electric
quadrupole resonant mode and its quality factor.

The resonance frequency around 34.52 MHz meets the specified requirements and
is additionally in reasonable agreement with the predicted eigenfrequency from FEM
simulations. The unloaded quality factor of the cavity was determined by transmission
and reflection measurements at low rf input powers. The obtained value around 2.3 x 10°
is within the specified range of 10° < Qo < 107. However, it is much smaller than typical
values reported for state-of-the art superconducting cavities used at accelerator facilities,
e.g. [Res+17].

Finally, the cavity was operated at high em field amplitudes to investigate its power
dissipation. The observed performance is sufficient to operate the cavity as an rf ion
trap. However, it was found that the cavity heats up significantly when supplied with
high rf input powers above 0.5 W. This can eventually limit the achievable em field
amplitudes inside the cavity and thereby the secular frequencies of trapped ions.

Possible limitations of the cavity performance were discussed in Sec. 4.4.2. The two
most probable loss mechanisms are hydrogen contamination and flux trapping. Both
mechanism increase the surface resistance of the cavity and can limit its performance
even at low rf amplitudes. In order to investigate their impact on the presented cavity,
additional measurements are required. The effect of trapped magnetic flux inside the
cavity wall can be avoided by shielding the cavity from external magnetic fields during
cooldown through the critical temperatures of niobium and lead, e.g. using p-metal. In
addition, hydrogen contamination of the cavity material can pose a serious limitation to
the achievable quality factors, due to the slow cooldown and the high original hydrogen
concentration of the cavity material (see Sec. 4.4.2). However, the effect could be avoided
by vacuum annealing of the cavity at temperatures above 900 °C.

Furthermore, the quality factor can in principle be limited by multipacting (MP). The
experimentally observable signature of this mechanism is a limitation of the achievable
em field amplitudes inside the cavity, which cannot be overcome by increasing the input
power. Additionally, the onset of MP is marked by a sudden drop of the measured
quality factor at the threshold of the em field amplitude. Both effects are not visible in
the presented characterization measurements, which excludes MP as a possible limitation
of the cavity performance.
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Other loss mechanism which are typically considered for superconducting cavities at
accelerator facilities are expected to be negligible for the employed rf amplitudes. The
two most common one are thermal breakdown and field emission. The latter is charac-
terized by an exponential drop of the quality factor with increasing em field amplitudes
inside the cavity [Kno97]. Although this effect was not studied in detail, the measured
pickup voltage as a function of temperature is well-described by a square-root depen-
dency and does not show an exponential behaviour (see Sec. 5.2.4). Thus, field emission
should not be relevant for the presented results.

Thermal breakdown can be identified by a quench of the superconducting phase at
high rf amplitudes due to microscopic regions of increased rf loss [Pad01]. Although this
was not directly observed during operation of the cavity, it is possible that the cavity
exhibits regions of increased surface resistance. Potential candidates are local defects or
inclusions of the cavity material and microscopic particles on the cavity surface [Kno97].
The increased power dissipation of the corresponding regions can cause a heat-up of
the surrounding cavity material, which again increases the cavity losses. Therefore, this
could easily dominate the total rf power dissipation and therefore explain the heat-up
of the cavity.

A similar effect could be caused by regions of the cavity, which are not well thermal-
ized to 4 K. These could continuously heat up during operation, which increases their
surface resistance. This could apply to the dc electrodes and their supply rods, as well
as for the rf couplers. In principle, the electrodes are well-thermalized to the quadru-
pole electrodes by sapphire rods. However, the supply rods are only thermalized via the
dc electrodes. Although the rf currents inside the rods are small (see Sec. 4.4.1), their
potentially increased power dissipation could heat up the dc electrodes and increase the
total rf loss of the cavity.

In addition, the rf couplers heat up if the cavity is supplied with high rf powers (see
Sec. 5.2.4). This increases the resistive losses of the couplers and can potentially heat
the surrounding cavity parts. The corresponding measurements were performed with rf
couplers made of copper, which feature increased eddy current losses compared to the
superconducting couplers made of niobium. However, if these are heated above their
critical temperature, they feature similar losses. Both effects can be excluded by adding
a proper thermalization of rf couplers and dc rods to the cavity setup.

In summary, the superconducting cavity was successfully commissioned and features
an electric quadrupole mode satisfying the design requirements. This allows for the
confinement of ions inside the novel resonator ion trap combination.

5.3 Ion confinement inside the superconducting cavity

The superconducting cavity is designed for efficient retrapping and capturing of injected
HCIs. In order to test the injection performance of the cavity, it is operated as a
quadrupole mass filter and the transmission efficiency of HCIs is measured as a function
of the em field amplitudes inside the cavity (see Sec. 5.3.1). This allows to directly probe
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its quadrupole eigenmode. The experiments are performed with highly charged argon
ions, since Y Ar'3* will serve as the first test case for laser spectroscopy at CryPTEx-IL.

Additionally, experiments with trapped “Be™ ions were performed (see Sec. 5.3.2).
These ions will be used in the future to sympathetically cool a broad range of HCIs,
as described in Sec. 2.2.3. The confinement and laser cooling of Be™ represent an

important pre-requisite for the intended experiments at CryPTEx-II.

5.3.1 Operation as a quadrupole mass filter

The transmission measurements with HCIs are performed using the experimental setup
described in Sec. 3.5. HCIs are produced inside the electron beam ion trap (EBIT),
which is operated with an electron beam current of 9.5mA at 1.15keV beam energy.
This is sufficient to produce argon ions in charge states up to ¢ = 16 e. After a breading
time of about 100 ms inside the trap, the ions are ejected into the beamline with a kinetic
energy of about 695eV x ¢. During transfer, the ion bunch separates according to the
charge-to-mass ratio g/m of its constituents and is detected behind the cavity using a
microchannel plate (MCP). This allows to identify individual charge states using the
recorded time-of-flight (TOF) spectra. In order to detect g/m species with a low ion
yield, the MCP signal is amplified using a fast pre-amplifier® and subsequently acquired
with an oscilloscope. As the MCP is positioned around 30cm behind the cavity, the
measured transmission is possibly affected by a potential defocusing of the ion bunch
leaving the quadrupole. This is not considered here.

For the presented experiments, the low-energy beamline is optimized for an efficient
transfer of HCIs to the MCP behind the cavity. The beamline is operated with purely
static electric potentials, i.e. the pulsed drift tubes were not used for deceleration or
refocusing. The cavity is driven inductively with a constant frequency of 34.525625 MHz
at various input rf powers between —10dBm and 18 dBm. Due to the heat up at high
input powers (see Sec. 5.2.4), measurements for a given rf input were performed only
after the cavity temperature reached steady state.

Typical TOF spectra are shown in Fig. 5.11. The separated peaks correspond to
Ar'%* to Ar'®* jons. The measured ion yield for a specific charge state at the MCP
depends on the experimental parameters of the EBIT, which determine the charge-
state distribution of the extracted ion bunch. Additionally, the beamline operated with
fixed electrode voltages features a strong q/m dependence of the transmission efficiency.
Furthermore, the MCP signal depends both on the charge of the detected ions as well
as their kinetic energy, which itself depends on the charge of the ion. Therefore, the
signal amplitudes of different ¢/m species within the TOF spectrum cannot be directly
compared.

The ion yield for individual charge states depends strongly on the amplitude of the em
fields inside the cavity, as can be seen in Fig. 5.11. For larger amplitudes, the transiting
ions experience a stronger radial refocusing by the quadrupole, which increases the ion
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Figure 5.11: TOF spectra of highly charged argon ions measured behind the cavity using
an MCP. The radial confinement strength inside the quadrupole is varied and
quantified using the pickup voltage at the capacitive coupler, which is indi-
cated in the plots. Each spectrum represents the average of 192 extraction
cycles of the EBIT. The dashed lines mark the different argon charge states.

yield at the detector. Here, the fastest ions spend around 1 ps inside the quadrupole
potential of the cavity, which corresponds to approximately 35 cycles of the rf field.

In order to investigate the dependence of the transmission efficiency on the intra-
cavity rf power, the integral of each g/m peak is plotted as a function of the pickup
voltage in Fig. 5.12. Different regions along the TOF axis are assigned to the corre-
sponding charge states and the MCP signal within each region is integrated. Due to the
large separation of neighbouring peaks, these regions do not overlap and the MCP counts
can be unambiguously assigned to a specific ¢/m species. As the recorded TOF spectra
show negative voltages for high ion yield (see Fig. 5.11), the integration is performed
after baseline subtraction. This should also reduce the systematic offset of the deter-
mined integrals, which is introduced due to the random choice of the TOF boundaries
for integration.

The transmission efficiency of each species increases with intra-cavity power until it
saturates for most charge states above 160 mV,, pickup voltage. Above this voltage,
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Figure 5.12: Transmission efficiency for different argon charge states as a function of the
radial confinement strength inside the cavity, characterized by the pickup
voltage at the capacitive coupler. Top: The area below the individual TOF
peaks after baseline subtraction is plotted as a function of the measured
pickup voltage at the capacitive coupler. Each data point represents the
mean of 192 extraction measurements and the errorbars are the statistical
uncertainty of the mean. Bottom: The same data is shown normalized to
the value at maximum pickup voltage.

the measurement shows approximately constant ion yield for all species. Especially, no
substantial reduction of transmission efficiency is observed at high rf amplitudes. This
could have been related to unstable ion trajectories outside the stability region of the
rf quadrupole and therefore used to calibrate the quadrupole potentials, similar to the
measurements performed in [Sch+12]. However, this requires higher rf voltages and
cannot be performed using the presented measurement.

The lower panel in Fig. 5.12 shows the relative ion yield of each charge state normal-
ized to the TOF integral at the highest rf amplitude. It can be seen that the rf voltage, at
which the transmission efficiency increases, differs significantly between the ions species.
Here, the higher charge states show a significant increase in ion yield already at smaller
voltages, while the lower charge states require stronger rf fields to be affected. This is
expected due to the radial stability parameter of the quadrupole potential, which scales
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as ¢ < Vi X q. Therefore, the observed gain in ion yield as a function of the rf voltage
can be directly related to the influence of the electric quadrupole mode of the cavity.

The presented measurement represents the first successful operation of the cavity
as a quadrupole mass filter. Furthermore, the ion injection, crucial for retrapping and
future HCI experiments inside the Paul trap, was successfully implemented.

5.3.2 Trapped ion experiments

The first trapped-ion experiments at CryPTEx-II were performed using Be™ ions. The
implementation of in-trap ion production, subsequent trapping and direct laser cooling
represent the successful commissioning of the superconducting cavity operated as an rf
ion trap.

The ions are produced inside the trap region, where the photoionization laser and
the beryllium atomic beam are superimposed (see Fig. 3.15). Directly after production,
the ions feature kinetic energies on the order of 140 meV for typical oven temperatures
around 1250 K. Thus, they can be confined inside the potentials of the ion trap, which is
continuously operational throughout the experimental sequence. The cavity is typically
driven with rf input powers between 18 dBm and 22 dBm, while axial confinement is
provided by electrostatic potentials around 1V supplied to the dc electrodes.

Directly after production, the kinetic energy of the ions is reduced by Doppler cooling
using the scheme described in Sec. 3.3.3. To this end, the trap region is continuously
illuminated with cooling and repumper laser, while the photoionization laser is only
unblocked for the loading of ions. During Doppler cooling, the dissipative scattering of
photons at 313 nm allows to image the ions onto an electron multiplying charge-coupled
device (EMCCD) camera using the cryogenic imaging system. An overview of some of
the first ion ensembles confined inside the cavity is shown in Fig. 5.13.

The trapped ions arrange according to the equipotential surfaces of the pseudopo-
tential. For the given hierarchy of secular frequencies, w, < w;, =~ wy, the ions typically
form a spheroid (e.g. Fig. 5.13(h)). Its aspect ratio depends on the ratio w, /w, [HDO02].
In the special case of w,/w, > 0.73N"86 where N denotes the number of trapped ions,
the ions arrange in a one-dimensional configuration along the trap axis [Ste97] (see Fig.
5.13(a)-(d)). Here, the ion separation depends on the axial confinement strength. At
the crossover from one to higher dimensions, when the radial confinement is not strong
enough to force the ions onto the trap axis, they can arrange in a so-called zig-zag con-
figuration (see Fig. 5.13(e)). In this case, the local potential minimum at the position
of the ions along the trap axis becomes a saddle point due the small inter-ion distance
[Ste97] and the ions are displaced from the trap axis.

At low kinetic energies, the ion ensemble develops spatially ordered structures and
forms a so-called Coulomb crystal. The condition for Coulomb crystallization is typically
given in terms of the plasma coupling parameter I'c, which relates the inter-particle
potential energy to their kinetic energy [Drel5]:

I~ Co.ulon.nb energy (5.9)
Kinetic energy
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Figure 5.13: Images of various ion ensembles confined inside the superconducting cavity.
These are taken with an EMCCD camera for typical exposure times around
10s. The white bar indicates a length of 200 pm at the camera.

It was observed experimentally that Coulomb crystallization is achieved for I'c > 175
[Drel5]. The required ion temperature is given by 7' < Tee ~ 10mK [Drel5], which is
far above the Doppler temperature of “Be™.

Although no dedicated temperature measurement of the trapped ions was performed,
the EMCCD images of three-dimensional ion ensembles allow to draw some conclusions.
As can be seen in Fig. 5.13(f)-(h), the ions form distinctive shell structures. However,
the shells themselves are not completely crystallized as not all ions can be resolved indi-
vidually, which indicates ion temperatures around or slightly above T,.. This could be
related to heating by residual excess micromotion, which was not yet fully compensated
for the presented measurements. Additionally, the experiments were performed without
a bias magnetic field at the trap center. Thus, the quantization axis for laser cooling is
given by the ambient magnetic field, which reduces the cooling efficiency. For the pre-
sented experiments, cooling and repumper laser are operated with typical powers on the
order of 1mW and 0.5 mW, respectively, which saturates the cooling transition. How-
ever, strong saturation causes an increase of the minimum achievable ion temperature
using Doppler cooling (see Eq. (2.21)).

The loading of “Be™ ions was performed with typical photoionization laser powers of
1mW and oven temperatures around 1250 K. Without systematic optimization of the
loading process, loading rates of several ions per second are achieved. This allows to load
small ion crystals up to 10 ions within a few seconds. For the loading of single ions, the
photoionization laser is only unblocked for a small fraction of a second. Alternatively, the
last frequency-doubling cavity of the laser can be operated in scan mode, which reduces
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the average power substantially. Loading of single ions was achieved reliably for laser
powers down to 80 uW. In case the loading rate is not sufficient to load large crystals
of up to 1000 ions, it can be improved by increasing the overlap of photoionization laser
and the atomic beryllium beam. Additionally, the oven temperature can be temporarily
increased to enhance the atom flux.

The reproducibility of the loading process is sufficient for the planned experiments at
CryPTEx-II. Using the pointing stabilization scheme discussed in Sec. 3.4, the overlap
of photoionization laser and beryllium atomic beam was maintained after many days
without readjusting the laser pointing inside the trap. Even after maintenance work at
the laser setup in the ground floor laboratory, overlap was reestablished within minutes.

Stability of the trapping conditions

In order to investigate the stability of the ion confinement and the observed heating rates
of trapped ions, a single ion was confined inside the trap without laser cooling. The
observed storage times of 15.5h and 16.25h without ion loss are promising, especially
since no longer storage times were probed. A very conservative upper limit of the
corresponding motional heating rates 1 can be obtained by comparing the employed axial
potential depth, AU < 0.5¢eV (see Fig. 4.12), to the axial trap frequency w,. Assuming a
purely harmonic confinement with w, /27 = 200 kHz and neglecting micromotion-induced
heating at higher motional amplitudes, an upper limit is estimated to n < AU/hw, <
10*s~!. This is far above the values reported for other cryogenic Paul trap experiments,
e.g.n < 3s~! [Leo+19]. For the presented superconducting ion trap, even lower motional
heating rates are expected, as discussed in Sec. 4.1. Such small heating rates are typically
measured using sideband thermometry [Tur+00], where the excitation probability of red
and blue sideband transitions is evaluated. This was not implemented here, since the
Raman laser system required for sideband cooling was still being set up at the end of
this thesis.

The lifetimes of trapped, laser-cooled “Be™ is limited by chemical reactions with
residual Hy molecules resulting in the formation of BeH'. The underlying reaction,
Bet + Hy — BeH™ + H, is endothermic for beryllium ions in the ground state [RG83].
Therefore, only ions in an excited state, e.g. the 2P5 /2 state used for Doppler cooling, can
react to form BeH™ ions. The production rate of BeH™' thus depends on the population
probability of the excited state and thereby on the saturation parameter s = I/l of
the employed Doppler cooling transition. This can be used to estimate the residual gas
pressure inside the trap region by measuring the lifetime of laser-cooled *Be™ ions. In
[Saw-+15], a pressure of 5 x 10~ mbar was estimated from a ?Be™ lifetime of 2.2 h using
large ion clouds continuously excited with s = 0.3.

At CryPTEx-II, no hydride formation was directly observed during experiments with
laser-cooled Be™ ions. However, this can be related to the short experimental cycles
(~ 1h) during trap optimization. In order to further investigate this effect, a dedicated
measurement of a single “Be™ ion confined inside the trap was performed over 12.5h.
The employed laser power of 2.5(1) mW with an 1/e? beam diameter of 340 pym at the
position of the ion indicates strong saturation given the theoretical value for the satu-
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ration intensity of I, = 765 Wm™2 (see Sec. 2.2.1). However, regularly taken pictures
with the EMCCD camera indicate that the beam pointing of the cooling laser drifts over
the course of the measurement. In order to account for the resulting variation of the
saturation parameter, a conservative lower limit is estimated by s > 1.

Although the measurement performed here with one single ion is not statistically
meaningful, compared to the reaction rates reported in [Saw-+15] the measurement hints
towards pressures below 5 x 10~ mbar. In the future, experiments with trapped HCIs
will allow to put a more restrictive limit on the residual gas pressure inside the trap via
the observed rates of charge-exchange reactions with neutral background gas (see e.g.
[Sch17]).

Estimation of the ion temperature

The temperature of the trapped ions can be estimated using the method of spatial ther-
mometry [Neu+80; Bla+86; Knii+12; Raj+16]. As described in Sec. 2.2.1, a single ion
confined inside the pseudopotential of the Paul trap can be described by three uncou-
pled harmonic oscillators. For sufficiently strong radial confinement, the ions arrange
in a one-dimensional configuration along the trap axis and the motion in the radial
directions can be neglected. The following discussion is therefore reduced to the axial
direction.

Assuming that the stochastic motion of the laser cooled ion caused by the random
nature of photon absorption and emission processes is ergodic, one can assign a tempera-
ture to a single ion. The time-averaged thermal motion of the ion around its equilibrium
position is described by a Gaussian function. For the given experimental parameters, i.e.
small secular frequencies compared to the linewidth of the cooling transition (w, < T'),
the standard deviation of the spatial distribution along the trap axis z is given by
[Knii+12]

Az ~ (-2~ (5.10)
mw

where kg denotes the Boltzmann constant. The thermal ion motion can be analyzed
using EMCCD images. In order to determine Az, from a Gaussian fit to the measured
intensity distribution, the secular frequency of the ion as well as the magnification of the
imaging system needs to be known.

Since no measurement of the secular frequencies was performed, the axial frequency
w, can only be determined using the theoretical expression from Eq. (2.9):

2qrU*%
W, = ,/ngc . (5.11)

However, the exact voltages Uj, present at the dc electrodes are not known. These can
differ significantly from the supplied voltages, e.g. due to contact potentials. For the
following calculation, this systematic effect will be neglected and we assume that the
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supplied dc voltages are identical to the real voltages at the trap electrodes. Thus, the
determined values are only intended to give a rough estimate.

For the presented measurements, the dc electrodes are supplied with a mean voltage
of 0.94(0.17) V, where the uncertainty denotes the largest deviation between any two
applied potentials. Using the geometric factor £ determined with FEM simulations in
Sec. 4.5.1, Eq. (5.11) yields an axial frequency of w, /27 = 203(18) kHz.

The magnification of the imaging system can be determined by comparing the mea-
sured axial distance of two ions confined along the trap axis with the theoretical expecta-
tion. This will be performed in the following using the two-ion crystal presented in Fig.
5.13(a). The positions of the two ions are determined by fitting two-dimensional Gaus-
sian functions to the intensity distribution. This yields an ion distance at the camera of
dcep = [Az? + Ay?]Y/? = 296(20) pm.

The theoretical equilibrium positions of the ions can be calculated by considering the
potential energy of the system [Jam98]. Neglecting the radial motion, the total potential
energy of the two-ion string is given by

2 2

2
1 q
V=S muw24+ —— SN Fly | 5.12

;277’%0221 +47T60|Zl—22| ; z,zzl ( )

where z;(t) denotes the position of the i-th ion and ¢ is the vacuum permittivity. The
first two terms describe the potential energy of the ions inside the axial pseudopotential
of the trap and their repulsive Coulomb interaction. Additionally, the light force exerted
onto the ions by the cooling laser is represented by F’ Zdl, which denotes the projection of
the light force onto the trap axis.

For the following calculation, we assume that the ions are sufficiently cold, such that
the position of the i-th ion can be expressed as z(t) ~ zio + li(t), where 2z, is the
equilibrium position and [;(¢) is a small displacement. This is realized experimentally by
the application of laser cooling. The equilibrium positions can be determined by solving
the equation [Jam98]

-0 . (5.13)

8Z’i 2i=Zi,0

In case of two ions, this yields two conditions, one for z1 9 and one for z3 5. Taking the
difference of the two equations results in

q2

2men (21,0 — 22,0)2

mwg(zm — 2270) - + AFZCI =0 |, (5.14)

where AFS = FZCIQ — cm}l accounts for the difference in light force onto both ions. An
upper limit for AF;I can be estimated assuming resonant excitation of the ions. The
measurement was performed with a cooling laser power of 2.5mW and a 1/e? beam
diameter of 310 pm at the position of the ions. Using Eq. (2.19), this yields a maximum
force of Fy ~ 1.2 x 1071 N. As the laser force onto the ion is proportional to the number
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of scattered photons, the differential light force can be estimated by comparing the area
of the fitted Gaussian distributions A; of the two ions in Fig. 5.13(a):

AFY = Fy (1 - ) : (5.15)

The fit yields an asymmetry of A;/As = 0.99(22), which affects the determined inter-
ion distance only at the level of 0.01 pm and is therefore negligible. However, the large
fit uncertainty is reflected in the total uncertainty of the ion separation. Solving Eq.
(5.14) yields a theoretical inter-ion distance of dipeo = 26.7(2.2) pm. In comparison with
the distance of the two ions determined from the EMCCD image, dccp, this yields the
magnification of the imaging system:

_ dcep
theo

M =11.1(1.2) . (5.16)

As discussed [Warl9], the magnification of the imaging system can be adjusted between
7.8 and 20 by varying the vertical position of the 40K asphere (see Sec. 3.2.3). For
the first trapped ion experiments presented here, the positioning was geared towards a
medium magnification in order to be less sensitive for a potential misalignment of the
imaging system with respect to the trap center. Therefore, the determined magnification
agrees reasonably well with the expectation, especially as the vertical position of the
asphere cannot be measured directly.

This result can be used to determine the temperature of a single ion confined inside
the cavity employing the identical experimental parameters as for the two-ion crystal.
The EMCCD image is shown in Fig. 5.14 together with the projection of the spatial
intensity distribution onto both camera axes. In order to account for the relative angle
of the camera with respect to the trap axis, a two-dimensional Gaussian function is fitted
to the data. This yields a standard deviation of o,y = 27.7(6) pm and o,y = 41.7(9) pm
at the camera, where 2’ and y’ denote the axes of the rotated coordinate system. The
values agree reasonably well with the one-dimensional fits shown in Fig. 5.14.

For the determination of the axial ion temperature, only the spatial width along the
trap axis, o,/, is considered to describe the thermal motion of the ion by Azy, = o,/ /M.
Besides the thermal motion, the widths of the spatial distribution o,/ at the camera
contain additional contributions from the point-spread function of the imaging system
as well as the axial micromotion of the ion [Knii+12]. Both are not precisely known
and thus neglected in the presented calculation, which accordingly overestimates the ion
temperature. Using Eq. (5.10), the ion temperature can be estimated to

A 2 2
T~ % = 25(5)mK . (5.17)
B

Given that this estimate is based on various assumptions, it agrees well with the pre-
vious discussion of Coulomb crystallization of three-dimensional ion ensembles, which
indicated ion temperatures around or slightly above T¢. ~ 10 mK.
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Figure 5.14: EMCCD image of a single “Be™ ion confined inside the cavity, taken with
20s exposure time. The intensity distribution is projected onto both camera
axes, & (bottom) and ¢ (left). Fitting a Gaussian function (magenta) to the
projected data (orange) yields standard deviations of oz = 26.6(7) pm and
oy = 40(2) pm.

The determined ion temperature is far above the Doppler limit of T ~ 0.3 mK (see
Eq. (2.21)), which can be reached for small laser intensities (s < 1) and a detuning
of 6 = I'/2 from the cooling transition. As no frequency scan of the cooling transition
was performed, the employed laser detuning could differ substantially from the opti-
mum value, which would increase the lowest reachable temperature. In addition, the
employed laser intensity strongly saturates the cooling transition (s ~ 87) and thereby
increases Tp. Furthermore, no bias magnetic field was applied at the trap, such that the
quantization axis for laser cooling was defined by the ambient magnetic field, which can
reduce the cooling efficiency.

The presented result corresponds only to a conservative upper limit for the ion tem-
perature. Especially the point-spread function of the imaging system [Warl19] is expected
to contribute substantially to the measured width of the spatial intensity distribution.
Therefore, the result is very promising and concludes the commissioning of CryPTEx-II.
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Summary and Outlook

Within this thesis, the technical development and commissioning experiments of the new
cryogenic Paul trap experiment (CryPTEx)-IT were presented. The distinct feature of
the new apparatus is the superconducting ion trap, which represents a unique combina-
tion of a radio-frequency (rf) cavity and a Paul trap. The successful confinement of ions
constitutes the proof-of-principle operation of this novel ion trap. In addition, the per-
formed experiments show the functional interaction of all main parts of the experimental
apparatus, including the source and transfer beamline for highly charged ions (HCIs),
the beryllium oven, as well as the ultraviolet (UV) laser systems for photoionization of
beryllium and laser cooling of Bet. This forms the basis for the next steps towards
high-precision spectroscopy of cold HCIs at CryPTEx-II.

The cryogenic setup

The cryogenic setup of CryPTEx-II comprises the low-vibration cryogenic supply and the
cryogenic trap chamber. The former was developed in collaboration with the Physikalisch-
Technische Bundesanstalt (PTB), where the twin setup is located [Mic+19].

The presented apparatus was successfully set up and commissioned during this thesis.
The trap environment reaches steady state temperatures around 69.5 K at the first stage
and 4.15K at the second stage. This is in agreement with the defined specifications
and allows operating the superconducting ion trap far below its critical temperature.
In comparison to the achieved trap temperature at the PTB setup of 4.6 K, this should
correspond to suitably low residual gas pressures which ensure long HCI storage times
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on the order of several 10 min. However, this remains to be verified experimentally, once
the first HCIs are trapped at CryPTEx-II.

The flexible copper links mounted to the first temperature stage represent the thermal
bottleneck of the cryogenic setup and will be upgraded to larger cross sections in the
future. The enhanced thermal conductance will accelerate the cooldown of the apparatus
from room temperature, which takes about one week for the current setup. In addition,
this will lower the steady-state temperatures of the cryogenic shields around the ion trap
and thereby improve the vacuum conditions inside the trap.

One major design goal of the cryogenic supply is the decoupling of external vibrations
from the ion trap, especially the residual vibrations relative to the optical table. This
was not characterized during the presented commissioning experiments and remains to
be measured in the future. However, the results from the twin setup at PTB should be
comparable [Leol8; Mic+19], where vibration amplitudes below 20 nm in the horizontal
plane were measured between 1 Hz and 100 Hz using an interferometric setup.

The superconducting cavity

The superconducting ion trap of CryPTEx-II represents a unique combination of an
rf cavity and a linear Paul trap and thus features design elements from both fields.
Axial ion confinement is accomplished by eight direct current (dc) electrodes, which
allows for a precise minimization of contributions to excess micromotion resulting from
mismatched rf and dc nodes. Radially, ions are confined in the standing fields of the
electric quadrupole resonant mode of the cavity, using four pairs of coaxial electrodes.
The cavity housing features several optical ports which provide access to the trap center
for various lasers, atom and ion sources, as well as for the imaging of fluorescence photons
from trapped ions. Different rf couplers are installed at the cavity for resonant excitation
of the quadrupole mode, as well as to monitor the intra-cavity fields. Additionally, a
microwave antenna allows for resonant coupling to the ground state hyperfine transition
in “Be™. This can be used for the trap characterization in the future, which is discussed
below.

The superconducting ion trap was developed using various simulations. These were
employed to optimize and adjust the cavity geometry according to the design specifi-
cation for ion confinement and future experiments with HCIs. Detailed finite element
method (FEM) simulations of the resonant modes of the cavity were performed to guar-
antee a moderate resonance frequency of the electric quadrupole mode. For harmonic
confinement of ions, the axial and radial trapping potentials were analyzed using elec-
trostatic simulations. For typical Coulomb crystals with a radial extent of less than
200 pm, these show a relative contribution of anharmonic terms to the radial trapping
potential below 7.5 x 107 up to the tenth order. Due to mechanical constraints for the
dc electrodes, the axial potential exhibits larger relative anharmonic contributions on
the level of 10~ for crystal lengths of 200 pm, including anharmonicities up to the sixth
order. This can be improved in the future by adding correction electrodes to the setup
at the designated mounting positions. Furthermore, ion-flight simulations were used to
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optimize the electrode geometries as well as electronic connections to the dc electrodes
to ensure efficient retrapping of HCIs inside the cavity. Finally, the feasibility of the
application of image current detection techniques to detect the motional state of an ion
confined inside the rf cavity was investigated. This might be possible due to the reduced
rf noise inside the high-Q cavity.

The performance characterization of the rf cavity was focused on the electric quadru-
pole mode. This features a resonance frequency around 34.52 MHz, which is in good
agreement with the performed simulations and meets the design requirements. The qual-
ity factor and resonance frequency of the cavity were studied in detail during cooldown
and warmup in order to investigate possible rf loss mechanisms. The strong influence
of the lead sealings employed at the cavity lids on the intra-cavity losses could be un-
derstood using FEM simulations of the electric current density inside the cavity walls.
These show a homogeneous distribution of the oscillating currents between the mono-
lithic tank and the lids, which emphasizes the need to ensure a low temperature of all
cavity parts to achieve a high quality factor.

In addition, detailed measurements of the transmission and reflection characteristics
of the cavity were performed for strong and weak coupling. The determined quality
factor around Qg = 2.3 x 10° at 4.1K is much larger compared the values around 103
reported for other Paul trap experiments, see e.g. [Siv+12; Joh+16; Bra+16; Leo+19].

Finally, the behaviour of the cavity at high electromagnetic (em) field amplitudes,
which are required for the strong confinement of ions at high secular frequencies, was
studied. A significant heat-up of the cavity, especially at rf input powers above 0.5 W, is
observed which is accompanied by a substantial shift of its resonance frequency on the
order of 600 Hz for a temperature increase of 2.3 K. Although this can potentially limit
the achievable rf amplitudes, it did not affect the operation of the cavity as an rf ion
trap.

The presented measurements represent the successful commissioning of the cavity
and provide a detailed understanding of its rf properties. The future plans for the cavity
include the following;:

Limitation of the @ value: A better understanding of the current limitations of the
quality factor as well as the corresponding heat up of the cavity at high rf am-
plitudes is needed. As discussed in Sec. 5.2.5, three effects have to be considered
for the presented cavity. First, hydrogen contamination can seriously limit the
cavity performance due to enhanced precipitation of dissolved hydrogen between
100K and 150 K during cooldown. The effect can be avoided by applying vacuum
annealing to the whole cavity at temperatures above 900°C. Due to the much
lower melting points of the contained indium foil and lead sealings, this requires
the partial deconstruction of the cavity and is therefore not the first target for
investigation.

The second potential limitation is given by trapped magnetic flux inside the cavity
walls. This can be tested by warming up the cavity above the critical temperature
of niobium and applying an external magnetic field before cooling down to 4K,
again. Measuring the quality factor as a function of the applied magnetic field,
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similar to the measurements performed in [Ulm+09], allows identifying potential
limitations due to external magnetic fields.

And finally, insufficient thermalization of distinct cavity parts can cause a local
heat up of the cavity, which increases the total power consumption and thereby
heats the complete setup. Thus, additional connections for thermalization will
be mounted to the cavity parts which are expected to be more susceptible for rf
heating, in particular the rf couplers and the dc supply rods.

Impedance matching: In order to efficiently drive the cavity, it needs to be impedance-
matched to the external electronic circuit. This can be achieved using the scheme
which was already successfully applied to the cavity prototype.

Stabilization of the rf potential: In order to stabilize the rf potential inside the cav-
ity, variations of the coupling efficiency, e.g. due to temperature changes of the
external electronic circuit as well as the cavity itself, need to be compensated. To
this end, the external rf drive will be locked to the resonance of the quadrupole
mode using Pound locking [Pou46; Lin+11]. In addition, residual amplitude fluc-
tuations of the intra-cavity em fields could be detected and stabilized using the
capacitive pickup.

Image current: Finally, a proof-of-principle experiment towards image current detec-
tion of trapped ions could be conducted. The calculations performed during this
work indicate that the application of these techniques is indeed within reach even
with the simulated anharmonicities of the trap. However, this requires the previous
determination of the trap frequencies in order to design the cryogenic detection
system.

Ion trap operation

The HCI measurements performed in the framework of this thesis represent the first
direct test of the rf quadrupole potential of the cavity. By tuning the intra-cavity rf
amplitude, the transmission efficiency of the injected highly charged argon ions was
varied. In principle, this can be used to map out the radial stability diagram of the Paul
trap using the method applied in [Sch+12]. However, the rf amplitudes applied here
were not sufficiently high.

The successful implementation of ion injection into the rf ion trap represents an
important pre-requisite for the retrapping and stopping of HCIs inside the Paul trap.
As the mirror electrodes were not supplied with defined electric potentials during the
commissioning run, retrapping was not attempted. However, the observed acceptance
of the cavity is sufficient for the planned experiments, where only single HCIs need to
be retrapped inside the Paul trap.

The presented experiments with trapped Be™ ions consist of the successful imple-
mentation of ion production by photoionization, trapping and Doppler cooling. The
production and loading of “Be™ ions was shown to work reliably and with the expected
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ion yield. Although no dedicated measurement of the ion temperature was performed,
the observed onset of Coulomb crystallization hints towards ion temperatures on the
level 10mK. This is in agreement with the estimate based on the measured spatial dis-
tribution of a single ion confined inside the cavity, yielding a conservative upper limit for
the ion temperature of 25(5) mK. The underlying calculation neglects broadening due to
excess micromotion and the point-spread function of the imaging system, since both are
not precisely known. Especially the latter is expected to be accountable for a substantial
fraction of the measured spatial distribution on the EMCCD camera. Accordingly, the
actual ion temperature is expected to be significantly smaller than the estimated value.

The superconducting ion trap was designed to provide extremely low motional heat-
ing rates of trapped ions. In this respect, the observed ion storage times of more than
16 h without laser cooling are promising, especially since no in-depth compensation of
excess micromotion had been performed. In order to estimate the expected heating
rates, the presented ion trap setup can be compared to other Paul trap experiments.

Motional heating rates above superconducting electrode surfaces have been measured
in [Wan+10] for microfabricated sapphire structures coated with Nb and NbN. The
measurements at 6 K below the critical temperatures show heating rates of a single
88Sr* jon down to 1 = 2.1(3) s~!, comparable with the lowest values obtained for normal
conducting traps of the same design tested with the same setup. They concluded that
the remaining heating rate is predominantly caused by anomalous heating of the ion
located 100 pm above the trap. Due to the strong inverse scaling with the effective
electrode-ion distance deg, between de}? and de}? depending on the nature of the noise
source [Sed+18a), this heating mechanism should be several orders of magnitude smaller
for the presented cavity with an electrode-ion distance of 1.75 mm. However, as pointed
out in [Bro+15], other sources of electric-field noise remain basically unchanged when
the trap electrodes become superconducting.

This includes heating by technical noise from the rf trap drive. For the presented
setup, this mechanism is strongly suppressed due to the large quality factor of the cavity
around 2 x 10°. For typical secular frequencies of w /27 ~ 1 MHz, rf noise at the motional
sidebands of the quadrupole frequency is suppressed by more than 80 dB compared to the
quadrupole excitation rendering this heating mechanism negligible. In addition, external
em field noise is suppressed by the highly conductive cryogenic copper shields enclosing
the trap region, as reported for the PTB setup [Leo+19], where a suppression of ac
magnetic field noise of 30 — 40 dB was measured between 60 Hz and 1 kHz. The shielding
is further enhanced at CryPTEx-II by the superconducting cavity walls, according to the
Meissner-Ochsenfeld effect [MO33]. Finally, technical noise from the dc supply as well
as Johnson-Nyquist noise in the cabling is reduced at the trap electrodes due to the 4 K
filter electronics. The employed filter design is based on [Leo+19], where heating rates
below 7 = 2.5s7! (limited by rf noise) were measured for a single Be™ ion trapped at
an electrode-ion distance of 0.9 mm. For identical noise of the dc electronics, a similar
voltage noise is expected at the dc electrodes of the presented trap. This translates into
a reduced electric-field noise at the position of the ions due to the larger electrode-ion
distance.
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In summary, the ion trap setup developed in the course of this thesis allows for
efficient suppression of typical sources of electric-field noise and should therefore feature
strongly reduced motional heating rates of trapped ions compared to other cryogenic
Paul trap experiments. The actual heating rates at CryPTEx-II will be measured in the
near future as part of a detailed trap characterization. This requires several modifications
of the experimental setup complementing the cryogenic ion trap:

Stabilization of the laser pointing: During the commissioning run, laser intensity
and pointing were stabilized using the stabilization system set up during this thesis
and [Bog19]. While this allowed for reliable operation of the experiment over many
days without major readjustment, small drifts on short time scales of 10 — 30 min
were observed. This can be improved by delivering the lasers to the trap center
using short UV fibres [Col+14; Mar+17] mounted onto the optical ports of the
vacuum chamber [Leol8]. Thereby, the remaining variation of the laser pointing
at the fibre coupler is reduced to a variation of the laser intensity at the position
of the ion, which can be corrected in real time by monitoring the laser power, e.g.
behind the trap center.

Raman lasers: Currently, a Raman laser system for resolved sideband cooling of “Be™
ions using the scheme described in [Leol8] is being set up. This will allow for the
preparation of ions in the motional ground state.

After the implementation of these upgrades to the setup, the trapping conditions
inside the superconducting ion trap will be investigated. The main trap characteristics
to be evaluated are:

Trap frequencies: For the application of coherent operations to the trapped ions, e.g.
ground state cooling, an exact knowledge of the secular frequencies is required.
These can be measured using parametric excitations of the ion motion, where
the pseudopotential of the trap is modulated with twice the motional frequency
[Win+4-98b; Sed+18b]. As this might not be applicable for the radial modes due
to the high quality factor of the cavity, which averages the induced amplitude
modulation, a similar measurement can be performed by modulating the intensity
of the cooling laser. Since the radial secular frequencies depend on the rf voltage
amplitude of the quadrupole electrodes, this measurement additionally allows for
calibration of the rf potentials inside the cavity.

Excess micromotion: Excess micromotion represents one of the main contributions
to the trap-induced motional shifts. Thus, it needs to be measured and minimized
using the methods described in [Kel+15; Ber+98], e.g. measuring the strength
of micromotion-induced sidebands of the cooling transition or using the photon-
correlation method to measure the photon-scattering rate as a function of the rf
phase.
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Motional heating rates: The expected motional heating rates on the order of a few

quanta per second for a single “Be™ ion can be measured using sideband thermom-
etry [Tur+00], which requires the ion to be prepared in its motional ground state.
Subsequently, the lasers are turned off and the ion can heat freely for a defined
period after which the final ground state population is determined by evaluating
the asymmetry of red and blue sidebands. This method can only be implemented
after the setup of the Raman laser system.
An alternative method for the measurement of heating rates is Doppler recool-
ing [Eps+07], where the ion temperature is determined after an extended period
without the application of laser cooling. Despite the appealing simplicity of this
method, the measurement of low heating rates requires extremely long delay times
in combination with extended periods of averaging [Eps+07]. This demands a high
stability of the experimental parameters.

Magnetic-field stability: Magnetic-field noise at the trap center can limit the achiev-
able coherence times during the manipulation of trapped ions with lasers or mi-
crowave fields. The shielding of external magnetic fields can be characterized using
a single ?Be™ ion by driving the ground state hyperfine transition 2S; /2(F =2)—
23, /2(F = 2) between two magnetic field sensitive substates and measuring coher-
ence times as well as frequency stability, see [Leo+19]. As reported for the PTB
setup [Leo+19], the thick cryogenic copper shields enclosing the trap region are
efficiently shielding high-frequency magnetic field noise. At CryPTEx-II, both the
shielding efficiency as well as the noise suppression should be significantly enhanced
by the superconducting cavity walls.

Towards spectroscopy of highly charged ions

The recent demonstration of QLS with HCIs [Mic+20] opens up the potential of HCIs
for the numerous applications in fundamental physics or frequency metrology [Koz+18].
This requires the preparation of a two-ion crystal, consisting of one Be™ ion and one
HCI, in its motional ground state. To this end, the next step at CryPTEx-II is the sym-
pathetic cooling of HCIs inside the Paul trap by implantation into a Doppler cooled Be™
Coulomb crystal. This was already successfully implemented at predecessor experiment
using highly charged argon ions and allowed reaching HCI temperatures around 10 mK
[Sch+15b; Sch17]. Subsequently, resolved sideband cooling can be applied to further
reduce ion temperatures and finally reach the motional ground state.

The first spectroscopy experiment will be performed using the 2p 2P, /2 = ’p, /2 tran-
sition in *°Ar'3*, which represents the best-known optical transition in HCIs [Egl+19;
Mic+20]. This will serve as a proof-of-principle experiment which allows to gain a better
understanding of the ion trap setup and test possible systematic effects.

Finally, the CryPTEx-II experiment will be moved from its current location to a
ground floor laser laboratory to be combined with the XUV frequency comb located at
MPIK [Nau+17; Nau20]. The apparatus was setup and commissioned parallel to this
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work within [Nau20] and [Oel21]. The long-term goal is to perform direct frequency
comb spectroscopy of cold HCIs. Recently, high harmonics up to the 35 order of
the fundamental wave at 1035 nm were produced with sufficiently high intensities for
spectroscopy. The versatility of both, the frequency comb as a broadband light source
as well as the CryPTEx-II experiment, where the method for the production and cooling
of HCIs can be easily adapted to different species, makes the combination of the two
setups an excellent experiment to study a wide range of atomic systems.
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Appendix: Lab Pictures

‘ DC electrode ‘ ‘ Sapphire rod

DC Quadrupole
supply rod electrode

g G oin

Figure A.1: Picture of a quadrupole electrode equipped with two direct current (dc) elec-
trodes and one dc supply rod, taken before installation inside the monolithic
cavity housing. The deformations of the quadrupole electrode around the
sapphire rods are a result of the electropolishing process. They are far away
from the trap center and hidden from the line of sight of the ions.
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Appendix A. Appendix: Lab Pictures

— v
' Imaging system

Filter boards

Figure A.2: Picture of the radio-frequency (rf) cavity with imaging system, dc wiring, dc
filter boards and skimmer for the beryllium beam. The copper braids are used

to thermalize the rf couplers and the imaging system to 4 K.

DC Connectors

A

Figure A.3: Picture of the rf cavity mounted inside the 4 K cryogenic enclosure. Imaging
system, dc wires and rf couplers are thermalized using a massive copper link

connecting the 4 K stage and the upper cavity lid.
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Figure A.4: Pictures of the cryogenic shields around the rf ion trap.
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