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ABSTRACT
Intermolecular bonds are weak compared to covalent bonds, but they are strong enough to influence the properties of large molecular systems.
In this work, we investigate how strong light–matter coupling inside an optical cavity can modify intermolecular forces and illustrate the
varying necessity of correlation in their description. The electromagnetic field inside the cavity can modulate the ground state properties of
weakly bound complexes. Tuning the field polarization and cavity frequency, the interactions can be stabilized or destabilized, and electron
densities, dipole moments, and polarizabilities can be altered. We demonstrate that electron–photon correlation is fundamental to describe
intermolecular interactions in strong light–matter coupling. This work proposes optical cavities as a novel tool to manipulate and control
ground state properties, solvent effects, and intermolecular interactions for molecules and materials.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0039256., s

I. INTRODUCTION

Intermolecular interactions play a fundamental role in chem-
istry and physics, and they are especially important in describing the
properties of large systems. In particular, they contribute to solva-
tion processes,1 interactions in liquids,2 gas phase reactivity,3 forma-
tion of higher order structures in biological macromolecules,4 and
multi-layer 2D materials.5–8 The ability to induce even minor modi-
fications in the intermolecular forces can have a large impact on the
macroscopic properties of molecular systems. In this respect, strong
light–matter coupling is an exciting possibility for changing weak
interactions.

Over the last decade, strong light–matter coupling via opti-
cal cavities has been unveiled as a new tool that can modify

molecular properties and interactions in a non-intrusive manner.
Recent seminal experimental works have demonstrated the possibil-
ity to inhibit,9–11 steer,12 and accelerate13–16 chemical reactions by
strong light–matter coupling inside micro-17,18 and plasmonic19,20

cavities. Furthermore, cavities have been applied to enhance charge
and energy transfer,21–27 design materials,28 and control supercon-
ductivity.29–31

From a theoretical point of view, strong light–matter coupling
has been extensively investigated since the 1950s using simplified
descriptions of the electronic system.32–34 Using model Hamiltoni-
ans, a broad range of fascinating insight has been achieved. How-
ever, connecting these predictions to experimental observations in
polaritonic chemistry is quite challenging.36–39 The models typically
account for the main features of strong light–matter coupling, such
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FIG. 1. Main intermolecular interactions, here in optical cavities.

as Rabi splittings,40 but are unable to quantitatively capture changes
in molecular systems. In situations where the coupling between
light and matter is of the same magnitude as other interactions, for
instance, intermolecular forces, the simplified models are not suffi-
cient. In order to achieve accuracy in chemical predictions, the full
complexity of the system must be considered. Quantum electrody-
namical density functional theory (QEDFT)41 and quantum electro-
dynamics coupled cluster theory (QED-CC)42 are ab initio method-
ologies that accurately model correlated electron–photon systems.
Recent applications of these methods include calculation of cavity-
induced changes in the ground state,43,44 ionization energies,45 and
local polaritonic effects.46

In this paper, we employ QEDFT and QED-CC to study inter-
molecular forces under the influence of strong light–matter cou-
pling. We have selected three systems as examples of van der
Waals interaction, dipole-induced dipole interaction, and hydro-
gen bonding (see Fig. 1). Benchmark calculations are performed
using the QED full configuration interaction (QED-FCI) method
wherever possible. For the hydrogen bonded system, we analyze
changes in the electron density and investigate the long-range
interaction through the cavity field. Only the ground state of the
light–matter systems is investigated. We note that dispersion inter-
action in DFT is a particularly complicated problem47 even with-
out any cavity environment. Nevertheless, QEDFT represents the
only ab initio alternative to QED-CC. For this reason, showing a
comparison is interesting as we focus on cavity-induced effects.

This paper is organized as follows. In Sec. II, we introduce
the computational approaches. Section III presents our investigation
of cavity-induced effects on intermolecular interactions. Section IV
contains our concluding remarks.

II. COMPUTATIONAL APPROACHES
In nonrelativistic QED, the interaction between molecules and

quantized electromagnetic fields is described by the Pauli–Fierz
Hamiltonian.48,49 For a single photon mode in the dipole approx-
imation, the time-independent Hamiltonian in Coulomb gauge
and after subsequent Power–Zienau–Woolley transformation50,51

reads

He = −
1
2

Ne

∑
i
∇

2
i −

Ne

∑
i

Nnuc

∑
I

ZI

∣ri − RI ∣

+
1
2

Ne

∑
i≠j

1
∣ri − rj∣

+
1
2

Nnuc

∑
I≠J

ZIZJ

∣RI − RJ ∣
, (1)

H = He + ωb†b + λ
√ω

2
(ε ⋅ Δd)(b + b†

) +
λ2

2
(ε ⋅ Δd )2. (2)

Here, He is the electronic Hamiltonian in the Born–Oppenheimer
approximation in standard notation. The second term of Eq. (2) is
the photon contribution to the energy, where ω is the photon mode
frequency and b/b† are the associated annihilation/creation oper-
ators. The third term is the bilinear light–matter interaction and
depends on the fluctuations of the molecular dipole, Δd = d − ⟨d⟩,
and the field transversal polarization vector ε. The coupling strength
λ is determined by the quantization volume V, λ =

√
4π/V . The

last term is the dipole self-energy (DSE) that describes the molec-
ular self-interaction through the field and further ensures that the
total Hamiltonian is gauge and origin invariant, and bound from
below.42,51 Light–matter coupling introduces interesting features
into the quantum chemical picture. Even for very large distances,
molecules can still interact through the cavity photons25 and the
total energy is not size-extensive, as is the case without the cavity
environment.

In quantum chemistry, there are two main approaches to solve
the electronic Schrödinger equation: wave function theory52 and
density functional theory.53 To solve the eigenvalue problem for the
light–matter Hamiltonian [Eq. (2)], the photons must be treated on
the same level of quantization as the electrons. For this reason, only
a few molecular approaches have been extended to quantum elec-
trodynamics. Only recently, extensions of DFT, Hartree–Fock (HF),
CC, and FCI became available to perform ab initio simulations of
strong light–matter coupling. In Secs. II A and II B, we give a brief
introduction to these methodologies.
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A. QED wave function approaches
Hartree–Fock theory (HF), which employs a single Slater deter-

minant, is the usual starting point for developing approximate
wave function methods. This approach does not include any elec-
tron correlation. One of the most successful and accurate meth-
ods to include correlation is coupled cluster theory, which includes
additional determinants through an exponential parameterization
starting from the HF wave function.52

In Hartree–Fock theory, the photonic degrees of freedom are
included by treating the electrons and photons as uncorrelated parti-
cles interacting through a mean-field potential. This leads to the for-
mulation of quantum electrodynamics Hartree–Fock theory (QED-
HF).42 Similarly to coupled cluster theory for electrons, QED-HF
is the starting point for QED-CC.42 The correlated QED-CC wave
function is expressed as

∣CC⟩ = exp(T)∣R⟩, (3)

where ∣R⟩ = ∣HF⟩ ⊗ ∣0⟩ is the QED-HF state. Here, T is the cluster
operator,

T = ∑
μn

tnμτμ(b
†
)
n, (4)

and tnμ are the amplitudes for the electronic determinant ∣μ⟩ and
photon occupation ∣n⟩, and τμ(b†

)
n is the corresponding excitation

operator,

τμ(b†
)
n
∣R⟩ = ∣μ⟩ ⊗ ∣n⟩

√
(n + 1)!. (5)

The QED-CC formulation is exact in the limit where all elec-
tronic and photonic states are included. In practice, because of the
infinite number of states, a truncation must be introduced. In this
paper, we consider QED-CCSD-1, which employs a cluster operator

T = T1 + T2 + S1
1 + S1

2 + Γ1, (6)

where T1 and T2 are linear combinations of electronic single and
double excitations, S1

1 and S1
2 are electronic single and double excita-

tions coupled with a single photon creation, and Γ1 is the single pho-
ton creation operator. The QED-CCSD-1 scales as N6 with respect
to the number of electronic basis functions, and it is computationally
feasible for medium sized molecules.

If no truncation of the excitation operators is performed, QED-
CC is equivalent to the exact treatment of QED-FCI. However,
implementing QED-FCI in a coupled cluster formulation is inconve-
nient. For this reason, we use a direct determinant-based CI imple-
mentation52 to diagonalize the Hamiltonian in Eq. (2) in the direct
product basis of electronic determinants and photon number states.

All the mentioned wave function methods are implemented
and calculated using the eT-program.54

B. QED density functional theory
Quantum electrodynamical density functional theory is based

on the key observation of ordinary DFT that all observables relevant
in electronic structure theory are functionals of the electronic den-
sity n(r). Density functional theory uses the unique relation between
the electronic density and external potential55 to set up and solve a

set of single-particle Kohn–Sham equations.56 The occupied orbitals
φi(r) fulfill

[−
1
2
∇

2 + vs(r)]φi(r) = ϵiφi(r) (7)

and provide the exact electronic density

n(r) = ∑
i
∣φi(r)∣2 (8)

associated with the potential

vs(r) = vext(r) + vH(r) + vxc(r). (9)

This local Kohn–Sham potential is characterized by the known
external and classical Hartree potentials as well as the unknown
exchange-correlation potential vxc(r). Naturally, vxc(r) is known
only approximately and DFT is (in practice) often accurate and
computationally efficient but never exact.

The QEDFT approach extends this idea to quantum electro-
dynamics.41 Through the formulation of effective single-particle
Kohn–Sham and Maxwell equations, QEDFT reproduces the exact
many-body problem if the exact functionals for the electron–
electron and electron–photon interactions are known. In this paper,
we utilize the optimized effective potential (OEP) approach43,57,58 to
obtain the exact-exchange potential

vxc(r) ≈ vOEP,Coulomb
x (r) + v

OEP,photons
x (r) (10)

for both the Coulomb and photonic interactions. The latter is the
variational derivative

v
OEP,photons
x (r) = δEphotons

x /δn(r) (11)

of the self-consistent second-order correction to the energy43,58

Ephotons
x =

1
2
λ2
∑
a,i
∣⟨φa∣ε ⋅ d∣φi⟩∣2(1 −

ω
ϵa − ϵi + ω

), (12)

where a labels the unoccupied Kohn–Sham orbitals. Using density-
functional perturbation theory, the density dependence of the
Kohn–Sham orbitals leads to coupled Sternheimer (coupled per-
turbed Kohn–Sham) equations that are solved self-consistently.43,59

The combination of QEDFT and the OEP functional
(QEDFT/OEP) gives rise to an exact-exchange treatment of the elec-
tronic structure in the presence of the cavity. In this way, it describes
the interaction of electrons on a similar but not equivalent level as
Hartree–Fock.57 In contrast to QED-HF, the QEDFT/OEP solution
features also electronic exchange mediated by the photonic fluctu-
ations in addition to the exchange originating from the DSE. For
the systems investigated here, the correct long-range 1/r decay is an
especially desirable feature of the OEP that is not common to all
possible realizations of DFT. QEDFT itself is a much more versa-
tile concept than the here selected OEP approach and correlation
functionals are currently in development.

All reported calculations have been performed with the OCTO-
PUS code59 using the standard Troullier–Martins pseudopotentials,
a Cartesian grid, and eighth-order finite differences.

III. RESULTS
Covalent bonds between valence electrons typically have bind-

ing energies of about 1 eV–10 eV. Intermolecular bonds are
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substantially weaker (1 meV–300 meV), and they arise from van
der Waals interaction or electrostatics (dipole–dipole, etc.).60 Even
though their strength is orders of magnitude weaker than covalent
and ionic bonds, they are not negligible. Intermolecular forces can
also be interpreted in terms of electron interactions mediated by
the transverse electromagnetic field.61 Because of this parallelism,
changing the boundary conditions of the field with a cavity will alter
the interactions.62–64

In this paper, we treat a single effective cavity mode interacting
explicitly with the molecular system and assume that the electron
mass inside the cavity is the same as outside.61,65 For non-correlated
QED-HF, multi-mode calculations are equivalent to replacing the
coupling with an effective coupling that is the norm of all the mode
parameters, λ2

eff = ∑n λ
2
n (assuming the same polarization). In the

correlated approaches considered here, we approximate the multi-
mode scenario by using a single effective mode with λ = 0.1. This
is larger than what has been experimentally realized for a single
mode.66 We justify the enlarged coupling by the many additional
modes available in experiments. This description is certainly limited,
and going beyond this will require more sophisticated considera-
tions from the photonic point of view. However, new insight into
a non-perturbative description of cavity mediated weak interactions
can be obtained using this approximation. By explicitly varying λ
andω, the results were little affected. Reducing the coupling strength
reduced the magnitude of the here illustrated effects, and chang-
ing the frequency around the electronic excitation energy shows
minor effect. When tuning the frequency, one effectively tunes the
size of the bilinear interaction relative to the dipole self-energy.51

The frequency dispersion is shown in the supplementary material.
We conclude that our investigation remains relevant for a variety
of cavity realizations. Cavity losses, which only lead to quantita-
tive and not qualitative changes of the results, are neglected in this
paper.67

In the following, cavity-induced effects on the different kinds
of intermolecular interactions are discussed. These cases range from
weak to strong intermolecular forces.

A. van der Waals interaction
The weakest among the intermolecular interactions is van der

Waals (vdW),60 characterized by energies of about 1 meV–50 meV.
Usually, they are described as interactions between the polarizabil-
ities of the constituent fragments A and B through the London
formula,68

VLondon = −
3
2
(

IAIB
IA + IB

)
ᾱAᾱB
R6 , (13)

where IA is the ionization energy of system A, ᾱA is the mean polar-
izability of A, and R is the distance between the fragments. This
approximation neglects retardation effects appearing at long dis-
tances that modify the scaling to R−7.61 The polarizability is closely
related to dipole fluctuations by the relation

αγγ = 2∑
n≠0

⟨ψ0∣dγ∣ψn⟩⟨ψn∣dγ∣ψ0⟩

En − E0
≈

2⟨Δd2
γ⟩

I
, (14)

where γ ∈ {x, y, z}. Inserting Eq. (14) into the London formula in
Eq. (13), evident similarities with the dipole self-energy

EDSE =
1
2
λ2
⟨(ε ⋅ Δd)2

⟩ (15)

can be observed. The London formula can also be derived from
the bilinear light–matter interaction between the fragments in free
space.61

Cavity-induced effects will be analyzed for the (H2)2 com-
plex. Three polarization directions (ε) are considered, and the cav-
ity frequency is set in resonance with the first coupled cluster
singles and doubles (CCSD) excited state of H2, ω = 12.7 eV.
The wave function calculations are performed with an aug-cc-
pVDZ orbital basis with a bond distance of 0.74 Å. The DFT/OEP
and QEDFT/OEP results are obtained using a spherical grid cen-
tered around each atom with radius 14 and spacing 0.25 a0, and
the H2 bond distance was optimized using the KLI functional
obtaining 0.73 Å.

In Fig. 2, we compare the potential energy curves calculated
with CCSD/QED-CCSD-1 and FCI/QED-FCI. Field polarizations
along the H2 bond (εx) and chain axis (εz) are presented here. The
other orthogonal polarization (εy), being qualitatively similar to εx, is
shown in the supplementary material for completeness. In this study,
QED-FCI results are converged with the number of photons.

FIG. 2. Potential energy curves calculated for (H2)2 outside (dashed line) and
inside a cavity with λ = 0.1 and ω = 12.7 eV, with different markers for the different
polarizations. For each curve, the energy at 200 Å has been subtracted. The inset
shows the same curves for non-correlated methods with field polarization along εx .
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From Fig. 2, we see that coupled cluster is in good agreement
with the reference FCI values, but it slightly underestimates the bind-
ing energy. This is the case both outside and inside the cavity for all
field polarization directions. This behavior is well known from cou-
pled cluster theory, and it has been extensively discussed in Ref. 52.
Including perturbative triples in QED-CC, either with CC3 or with
CCSD(T),69,70 will make the total ground state energy quantitatively
more accurate compared to the reference. Similar effects can also be
observed for different molecular geometries, as shown in Fig. S3 in
the supplementary material.

The Hartree–Fock method, which does not include correlation,
is unable to capture the vdW interaction, and the potential energy
curves are repulsive, both inside and outside the cavity (see the inset
in Fig. 2). This is in contrast to the correlated results. The exchange-
only treatment of the OEP functional provides qualitatively similar
predictions compared to Hartree–Fock. However, in QEDFT/OEP,
the effect of the cavity is minimal as the DSE, bilinear, and photonic
contributions to the energy largely compensate each other.

The cavity-induced changes in the potential energy curves are
presented in Fig. 3. When the cavity polarization is perpendicular to
the intermolecular bond (εx and εy), the binding energy increases.
In contrast, when the field polarization is parallel (εz), the cavity
destabilizes the bond. Interestingly, the energy difference behaves
asymptotically as R−3 for large R (R2

> 0.98, black dashed lines).
This is the same dependence as a dipole–dipole interaction instead
of the expected R−6 behavior of vdW dispersion. In Sec. III D, we
show that the interaction between two molecules is independent of
distance, and thus, a perturbative treatment should explicitly give
the R−3 dependence. Outside the cavity, the correlation energy (blue

FIG. 3. Correlation energy (ECCSD − EHF) and cavity-induced effect on the potential
energy curve of (H2)2 (EQED-CC − ECC) for a cavity with λ = 0.1 and ω = 12.7 eV.
All the fitted curves have R2 > 0.98.

FIG. 4. Potential energy curves calculated with QED-CC and QED-FCI for (H2)2
inside a cavity with λ = 0.1 and ω = 12.7 eV, with different markers for the different
polarizations. The energy of εy at 200 Å has been subtracted.

solid line) shows the R−6 dependence. Note that the dipole moments
of the isolated fragments are zero inside the cavity.

Figures 2 and 3 show cavity-induced changes in the bind-
ing energies, but they do not give any insight into the absolute
stability of the system. This is instead found from the relative
energy differences (see Fig. 4). The increase in energy due to the
dipole self-energy is substantially higher when the polarization is
along the H2 bond (εx) compared to the orthogonal field polar-
izations (εy and εz). This is because the electrons are more dif-
fuse along the bond, allowing for larger dipole fluctuations, see
Eq. (15). The energy difference of about 40 meV induces a pref-
erential orientation of the system along the εy and εz directions.
From Fig. 4, we can also observe that QED-CCSD-1 is miss-
ing about 5 meV more correlation when the field polarization is
along εx compared to the other directions. This result is confirmed
by the correlation energies calculated at the minima presented
in Table I.

As mentioned in the discussion of Fig. 2, the system is mainly
polarizable along the H2 bond (αxx) as shown in Table II. The
overall reduced α inside the cavity indicates that the electron den-
sity becomes more localized. The reduction is more evident along
the direction of the field polarization (see columns of Table II). In
this context, the variational minimization of the DSE reduces the
dipole fluctuations and consequently the polarizability [see Eq. (14)].
This observation is in line with density localization effects already
discussed in Refs. 25, 42, 43, and 65.
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TABLE I. Correlation energies (EQED-CC/FCI − EQED-HF) in eV for (H2)2 at equilibrium
geometry. The values are calculated inside and outside a cavity with coupling λ = 0.1
and frequency ω = 12.7 eV for different field polarizations ε.

Method No cavity εx εy εz

QED-CCSD-1 1.9523 2.2400 2.1408 2.1384
QED-FCI 1.9526 2.2461 2.1438 2.1413

The same cavity-induced reduction of the polarizability is
observed for an isolated H2 molecule, see Table III. This implies,
using the London formula in Eq. (13), a reduction of the vdW
energy. However, as shown in Fig. 2, the cavity can both increase
and decrease the binding energy depending on the field polariza-
tion. This result clearly demonstrates that the London formula, as it
is usually presented, does not hold for molecules in cavities.62,71 Note
that not only the polarizability is affected by the cavity, but also the
ionization energy as recently shown in Ref. 45.

B. Dipole-induced dipole interactions
In this section, the dipole–induced dipole interaction between

a polar and a non-polar molecule is analyzed. The dipole induces
a charge fluctuation in the other system (induced dipole) that
can form an interaction that is usually on the order of 10 meV–
100 meV. These forces are generally stronger than the vdW dis-
persion. The angle-averaged Debye formula, describing this dipole–
induced dipole interaction, is given by60

VDebye = −
d2
AᾱB
R6 , (16)

where A is the polar system and B is the non-polar system. This
potential has the same R−6 behavior as the London formula in
Eq. (13). In symmetry adapted perturbation theory,72 this interac-
tion is usually known as the induction term (Eind).

The interaction between a polar water molecule and a non-
polar benzene molecule is investigated here.73 The complex is set
in a configuration where the oxygen is pointing toward the benzene
ring, as shown in the inset of Fig. 5. In this geometry, the interac-
tion is dominated by the dipole–induced dipole forces and hydrogen

TABLE II. Polarizability αγγ and mean polarizability α for (H2)2 at bond distance 3.6 Å
(obtained using finite differences). All quantities are in atomic units. The cavity fre-
quency is ω = 12.7 eV, and the induced effects reported for each field polarization are
evaluated by subtracting the corresponding values without the cavity.

(H2)2 αxx αyy αzz α

CCSD 12.81 8.98 8.58 10.12
εx −0.18 −0.05 −0.06 −0.10
εy −0.09 −0.08 −0.06 −0.08
εz −0.10 −0.02 −0.09 −0.07

DFT/OEP 12.14 9.16 8.83 10.13
εx −0.11 −0.04 −0.04 −0.06
εy −0.05 −0.13 −0.05 −0.08
εz −0.05 −0.05 −0.12 −0.07

TABLE III. Polarizability αγγ and mean polarizability α for H2 (obtained using finite
differences). All quantities are in atomic units. The cavity frequency isω = 12.7 eV, and
the induced effects reported for each field polarization are evaluated by subtracting
the corresponding values without the cavity.

H2 αxx αyy αzz α

CCSD 6.53 4.34 4.34 5.07
εx −0.08 −0.03 −0.03 −0.05
εy −0.05 −0.04 −0.00 −0.03
εz −0.05 −0.00 −0.04 −0.03

DFT/OEP 6.24 4.50 4.50 5.08
εx −0.06 −0.02 −0.02 −0.03
εy −0.03 −0.06 −0.03 −0.04
εz −0.03 −0.03 −0.06 −0.04

bonding is minimal. The structures of the separate fragments are
optimized using DFT/B3LYP with a 6-31+G∗∗ basis set.

In Fig. 5, we show the potential energy curves calculated using
HF, CCSD, QED-HF, and QED-CCSD-1 with a 6-31+G∗ basis set.
The field polarization is set along the dipole. We first note that HF
and QED-HF are repulsive outside and inside the cavity. For CCSD,
the weakly interacting complex has a metastable state with a bar-
rier of 3 meV. Inside the cavity, instead, the QED-CCSD-1 potential
energy curve becomes repulsive. The cavity-induced effect is here
much larger (26 meV) than the observed effects for the H2 dimer.

In Table IV, the dipole moment of H2O and the polarizabil-
ity of benzene, outside and inside the cavity, are shown. Inside
the cavity, we see a small decrease (0.003 D) of the permanent

FIG. 5. Potential energy curve for the benzene–H2O complex, both outside
(dashed lines) and inside a cavity with cavity frequency ω = 13.6 eV with field
polarization along the dipole. Energies are relative to the energy of the isolated
fragments.
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TABLE IV. Dipole d for water and polarizability α parallel and perpendicular to d for
benzene. Calculated outside and inside a cavity with field polarization along d and
frequency ω = 13.6 eV.

Method α� α∥ α d [D]

CCSD 78.55 40.83 65.97 2.304
QED-CCSD-1 77.60 33.23 62.81 2.301

dipole and a sizable reduction (7.60 a.u.) of the benzene polariz-
ability along the polarization. A possible reason for the large cav-
ity effect on α∥ could be connected to the aromaticity of benzene
and its diffuse electrons. However, this requires further investiga-
tion.74 Substituting the values in Table IV into Eq. (16), and com-
paring the size of the interaction outside and inside the cavity, we
estimate a destabilization of 0.5 meV at R = 3.8 Å. This is much
smaller than the corresponding destabilization observed in Fig. 5
of about 26 meV. This indicates that, as in the case of vdW, the
purely electrostatic interaction model is not sufficient to describe the
effect.

C. Hydrogen bonds
Hydrogen bonding arises when a hydrogen atom forms a bridge

between two electronegative species.75 A typical hydrogen bond
energy is about 100 meV–300 meV and is one of the stronger
intermolecular interactions. The electrostatic dipole–dipole energy
is given by61

Vdipole =
1
R3 (dA ⋅ dB −

3(dA ⋅ R)(dB ⋅ R)
R2 ) (17)

and represents the leading term in this interaction. However, it is
now widely accepted that this kind of interaction is also charac-
terized by a sizable charge transfer component, which contributes
with a relatively large percentage (about 2 eV–3 eV per transferred
electron) to the binding energy.76,77

Investigating hydrogen bonding is crucial to understand cavity-
induced effects on the physical and chemical properties of solvents.
In this section, we investigate the water dimer as a simple model for
liquid water. For HF and CC calculations, we use an aug-cc-pVDZ
basis set. The OEP calculations are performed using a spherical grid
centered around each atom with radius 12 and spacing 0.28 a0.
The CCSD(T)/aug-cc-pVDZ equilibrium geometry is obtained from
Ref. 77. The field polarization is chosen to be along the O–O direc-
tion, and the cavity frequency is set to the first CCSD excitation
energy of water, ω = 7.86 eV.

In Fig. 6, we present the potential energy curve of the water
dimer as a function of the O–O distance (R). In this case, the non-
correlated methods (HF and DFT/OEP) capture the bond. Out-
side the cavity, DFT/OEP gives a slightly smaller binding energy
than HF, and they both underestimate the energy compared to
CCSD (214 meV). Inside the cavity, QED-CCSD-1 predicts a
weaker hydrogen bond. The non-correlated methods (QED-HF and
QEDFT/OEP) do not capture this cavity-induced destabilization
of about 22 meV (10%), which indicates that the effect is due to
correlation.

The electrostatic contribution to the binding energy can be esti-
mated using the dipole moments shown in Table V and Eq. (17).

FIG. 6. Potential energy curves of (H2O)2 for different distances R between the
oxygen atoms, outside (dashed) and inside a cavity (solid). The cavity polarization
is along R with frequency ω = 7.86 eV. The structures of the water fragments are
fixed.

The electrostatic treatment predicts a cavity-induced stabilization of
about 0.2 meV, in contrast to the destabilization shown in Fig. 6.
From this observation, it is clear that cavity-induced effects are not
explained from a purely electrostatic picture.

As discussed above, hydrogen bonds are characterized by a rel-
atively large charge transfer contribution. To investigate this aspect,
we perform a charge displacement (CD) analysis76,78 in Fig. 7. The
charge displacement function [Δq(z)] is defined from the density
difference Δρ = ρDimer − (ρ(H2O)A + ρ(H2O)B) as

Δq(z) = ∫
∞

−∞ ∫
∞

−∞ ∫
z

−∞
Δρ(x, y, z′)dx dydz′. (18)

This function quantitatively describes the amount of charge that has
been moved along the z-direction. In particular, when Δq is positive,
electrons are moved to the left, and they change direction when it is
negative. For the water dimer outside the cavity, electrons are moved
from the donor molecule (right) to the acceptor (left). A net charge
transfer of about 10 me− can be observed in the middle (dashed line)
of the hydrogen bond. By placing the system inside the cavity, the

TABLE V. Dipole moments of isolated water fragments A and B, outside and inside
the cavity. The field polarization is along the O–O direction and ω = 7.86 eV. In the
hydrogen bond, A is the donor while B is the acceptor.

Method dA [D] dB [D]

CCSD 1.853 1.853
QED-CCSD-1 1.860 1.850
DFT/OEP 2.014 2.014
QEDFT/OEP 2.025 2.021
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FIG. 7. CCSD and QED-CCSD-1 bond formation charge displacement analysis of
(H2O)2 inside (solid) and outside (dashed) a cavity. The fragments are separated
by 3.0 Å. The cavity polarization is along z.

number of transferred electrons is reduced by about 2 me−. This is in
line with the weaker hydrogen bond observed in the potential energy
curve and, following Ref. 76, it corresponds to a decrease of about
4 meV–6 meV in the binding energy.

In Fig. 8, the CD analysis has been applied to the ground
state cavity-induced density difference (Δρ = ρGS

cav − ρGS
nocav)

calculated using HF, CCSD, and DFT/OEP. In this case, all
methodologies show a qualitatively similar behavior and predict
a reduction of charge transfer from donor to acceptor of about
2–3 me− (extracted at the same position as in Fig. 7). The overall
effect is a charge localization on the water fragments. The reduction
of charge transfer for small distances is consistent with the observa-
tions of Ref. 25 and originates mainly from the DSE. From a more
quantitative analysis, we see that Hartree–Fock overestimates the
cavity-induced charge transfer compared to coupled cluster. On the
other hand, the DFT/OEP curve is closer to the correlated result.
In general, DFT is better equipped to describe the density than
Hartree–Fock.79

D. Cavity-induced non-additive properties
Even when molecules are far away from each other inside

a cavity, they still interact.25 This results in non-additive proper-
ties of the dissociated system, e.g., the energy of the dissociated
complex will not be equal to the sum of the energies of the individ-
ual fragments. In this section, we investigate these cavity-induced
non-size-extensive properties of the QED Hamiltonian and their
implications.

FIG. 8. Charge displacement analysis of the ground state cavity-induced density
difference of (H2O)2. The fragments are separated by 3.0 Å. The cavity polarization
is along z.

The main non-additive effect can be attributed to the DSE,
which rewritten in terms of contributions from the individual frag-
ments takes the form

Ecomplex
DSE =

Nf

∑
n
E(n)DSE + λ2

Nf

∑
n<m
⟨(ε ⋅ Δd(m))(ε ⋅ Δd(n))⟩, (19)

where N f is the number of fragments, Δd = ∑nΔd(n), and E(n)DSE is
the DSE for fragment n. The last term in Eq. (19) is the non-additive
part. For identical fragments, the expression simplifies to

ΔEDSE =
λ2

2
⟨(ε ⋅ Δd(1))(ε ⋅ Δd(2))⟩(N2

f −Nf ), (20)

showing explicitly that the effect is quadratic with the number of
fragments. In Eq. (20), Δd(1) and Δd(2) are the dipole fluctuations of
two equivalent fragments. The bilinear term will also contribute,

Ecomplex
BI = λ

√ω
2

Nf

∑
n
⟨(b + b†

)(ε ⋅ Δd(n))⟩, (21)

although we expect the contribution to be smaller.
In Fig. 9, we analyze the non-additive part of the total energy

[ΔE = Ecomplex
− ∑n E

(n)] for water molecules separated by 200 Å
(see the inset of Fig. 9) using a 6-31G basis set. The properties of
the QED Hamiltonian make the total energy non-additive, and the
QED-CC approach is able to capture this behavior (black dashed
line). In the limit λ → 0, the QED-CC approach is size-extensive as
for standard coupled cluster theory for electrons. On the other hand,
QED-HF always has size-extensive solutions and fails to describe the
non-additive nature of the cavity interaction (blue dashed lines).

We observe a quadratic scaling of the non-additive part with
respect to the number of fragments, as expected from Eq. (20). The
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FIG. 9. The non-additive part of the total energy, ΔE = E(H2O)n+1
− (n + 1)EH2O

of (H2O)n+1. Fragments are separated by 200 Å and placed inside a cavity with
ω = 7.86 eV. The fitted curve has R2 > 0.999.

fit of the data (dashed black line) highlights also a small deviation
(0.2) in the linear term, likely due to the bilinear correction described
in Eq. (21). This result implies that the collective ground state inter-
action between many molecules could be observable experimentally,
if enough molecules are considered. We point out that this effect is
not limited by the dipole approximation since we consider a stretch-
ing of the coordinates in a direction that is parallel to the field polar-
ization (perpendicular to the wave vector k). This non-additive effect
could be very interesting in solvation environments, where a solute
can interact with a large number of solvent molecules through the
field.

IV. CONCLUSIONS
Using available QED ab initio methodologies, we investigated

cavity-induced effects on intermolecular interactions. Four types
of interactions have been studied: van der Waals forces, induction
interactions, hydrogen bonding, and cavity mediated long-range
interactions. In all cases, correlation is deemed crucial to describe the
systems. Several effects of the cavity seem rather counter-intuitive
from a chemical point of view. The van der Waals forces between
two non-polar molecules behave as R−6. However, inside the cav-
ity, an additional R−3 component originates from electron–photon
correlation, usually characteristic of a dipole–dipole interaction. For
the induction interaction and hydrogen bonding, the cavity-induced
effect is larger than for the van der Waals. In both cases, the bind-
ing energy and polarizability are reduced. We also demonstrate
that, inside the cavity, molecules remain permanently correlated at
arbitrary distances.

Our results suggest that cavity fields can be used to mod-
ify the ground state interactions in intermolecular systems. This
opens possibilities for novel applications in several fields, ranging
from the control of solvent assisted reactions to modifying higher-
order structures in biological macromolecules. These results could

prove useful in understanding future experiments in polaritonic
chemistry.

SUPPLEMENTARY MATERIAL

See the supplementary material for additional results for the
(H2)2 molecule in an optical cavity with different polarization direc-
tions, study of the cavity frequency effects on the binding energy of
(H2)2 and water dimer, and analysis of cavity-induced effects on the
(H2)2 molecule in a C2v configuration.
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