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That’s a lot to PROCESS! Pitfalls of 

Popular Path Models 
Julia M. Rohrer,  Paul Hünermund,  Ruben C. Arslan,  & Malte Elson   1 2 3 4

Path models to test claims about mediation and moderation are a staple in 
psychology. But applied researchers sometimes do not understand the underlying 
causal inference problems and thus endorse conclusions that rest on unrealistic 
assumptions. In this article, we aim to provide a clear explanation for the limited 
conditions under which standard procedures for mediation and moderation analysis 
can succeed. We discuss why reversing arrows or comparing model fit indices cannot 
tell us which model is the right one, and how tests of conditional independence can at 
least tell us where our model goes wrong. Causal modeling practices in psychology 
are far from optimal but may be kept alive by domain norms which demand that every 
article makes some novel claim about processes and boundary conditions. We end 
with a vision for a different research culture in which causal inference is pursued in a 
much slower, more deliberate and collaborative manner. 

Psychologists often do not content themselves with claims about the mere existence 

of effects. Instead, they strive for an understanding of the underlying processes and potential 

boundary conditions. The PROCESS macro ​(Hayes, 2017)​ has been an extraordinarily 

popular tool for these purposes, as it empowers users to run mediation and moderation 

analyses—as well as any combination of the two—with a large number of pre-programmed 

model templates in a familiar software environment.  

However, psychologists’ enthusiasm for PROCESS models may sometimes outpace 

their training. Even though most psychological researchers are aware that a simple 

correlation does not equal causation, there is confusion about how this affects more complex 

models fitted to (mostly) cross-sectional data. As a result, there seems to be a general lack 

of awareness of the assumptions underlying these models, an excess of unjustified 
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conclusions, and the mistaken impression that a great deal of sophistication and deep 

understanding have been reached.   5

With this article, we aim to improve practices involving path models such as the ones 

frequently fitted with the help of PROCESS. We start with a so-called conditional process 

model, which combines mediation and moderation, and work our way back to the underlying 

assumptions. We will provide non-technical explanations so that readers can develop an 

intuition for the intricacies of such path models. We will then discuss matters of model 

selection—how can we know that we got the model right?—and conclude with our vision for 

a different research process resulting in better causal claims.  

Due PROCESS 

The points that we highlight throughout this manuscript consider common modeling 

practices within psychology. These practices are frequently realized with the help of 

PROCESS, and we put emphasis on this particular software in the hope that its numerous 

users will feel addressed. However, these concerns generalize to other implementations of 

the same conceptual models. Structural Equation Models (SEM) differ from PROCESS 

models in some specifics (e.g., they use different estimators and allow for latent variable 

modeling) but the same causal inference problems apply. 

Furthermore, many of our points mirror those made by Andrew F. Hayes, author of 

the PROCESS textbook ​(2017)​. The book is an introduction to regression analysis rather 

than an introduction to causal inference, and any conflation of the two can lead to confusion 

(Chen & Pearl, 2013)​. Nonetheless, causal inference issues are brought up repeatedly in 

Hayes (2017). Yet many articles relying on PROCESS still make claims that seem hard to 

defend, and thus we suspect that users have not fully understood or absorbed the warnings 

in the textbook (or they may have simply not read them). In any case, we think that applied 

researchers will profit from a straightforward and concise explanation of the assumptions 

that go into popular path models. 

5 ​These concerns are only made worse if, additionally, researchers search for and only 
report effects that reach the threshold for statistical significance ​(Götz et al., 2020)​. However, 
here we will not discuss such questionable research practices, preferring instead to focus on 
causal inference problems. 
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The Conditional Process Model 
Consider the conceptual diagram in Figure 1. It depicts a path model in which an 

independent variable has an effect on a dependent variable via a mediator, and one of the 

mediation paths is moderated.  For example, researchers may hypothesize that social 6

support has an effect on task performance among athletes. Supposedly, this effect is partly 

mediated via self-efficacy: Social support leads athletes to believe in themselves, and this 

improves performance. But this mediation may only apply to highly stressed athletes. Among 

more relaxed athletes, social support may not be a salient source of self-efficacy. We 

adapted this substantive illustration from Rees and Freeman ​(2009)​ because it was 

highlighted in Hayes ​(2017)​. 

 

 

Figure 1. ​A conceptual diagram of a conditional process model in which a mediated path is 

affected by a moderator. 

When we are testing such hypotheses with the help of path models applied to 

observational data, we are in the business of causal inference on the basis of observational 

data ​(see, e.g., Rohrer, 2018 for an introduction)​. One may object that such path models are 

employed for other purposes, such as description or prediction—but unfortunately, those 

models are ​too complex​ to result in useful descriptions ​(see Foster, 2010b for a similar 

argument)​, and ​not complex enough​ to result in useful predictions ​(see Westfall & Yarkoni, 

2016 for an introduction to machine learning)​. Further, reviews of path models in different 

6 We will apply this standard mediation terminology throughout the manuscript. However, if the 
independent variable was not experimentally manipulated, it may not be independent at all (i.e., it may 
be confounded with other variables). 
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literatures from the social and behavioral sciences conclude that causal inferences are made 

or implied routinely ​(e.g., Fiedler et al., 2018; Wood et al., 2008)​. 

Causal inference on the basis of observational data may make psychologists 

uncomfortable, as the field tends to emphasize randomized experiments as the best if not 

only way to arrive at valid causal conclusions. Undoubtedly, there is a lot that speaks in favor 

of randomized experiments and other predominantly design-based approaches to causal 

inference ​(such as natural experiments, e.g. Dunning, 2012)​. However, once we have settled 

on a model such as the one depicted in Figure 1, or in general once we are interested in 

mediation, our approach will necessarily be more strongly model-based.  

And it only makes sense to talk about and interpret mediation from a causal 

perspective; from a strictly statistical perspective the phenomenon is indistinguishable from 

confounding ​(MacKinnon et al., 2000)​. To make the most of causal inference on the basis of 

observational data, it is best to take the bull by the horns while remaining transparent about 

the underlying assumptions, rather than resorting to ambiguous language that obscures the 

goal of the analysis ​(Grosz et al., 2020)​. Somewhat ironically, explicit causal language may 

prompt readers to be ​more ​careful when evaluating whether conclusions are appropriate 

(Alvarez-Vargas et al., 2020)​. 

Under what conditions can we fit the model depicted in Figure 1 and give a 

substantive interpretation to the resulting coefficients? How do we successfully identify the 

causal effects of interest? Existing formalized frameworks allow for a precise articulation of 

the underlying assumptions ​(e.g., directed acyclic graphs, the Rubin causal model, see 

Morgan & Winship, 2015 for a helpful introduction)​. Here, we will use a more informal 

approach—starting from a single arrow and moving on to more complex claims about 

mediation and moderation. Many of the assumptions going into the model will be irrefutable; 

they cannot be disproved (let alone proved) by observable information ​(Manski, 2009)​, and 

thus demand that researchers take a stance and either accept or refuse them.  

An Arrow is an Arrow is an Arrow 

One can determine the assumptions under which such a model successfully 

identifies the causal effects by considering every single arrow it contains. For example, let us 

start with the arrow pointing from the independent variable to the mediator, Social support -> 

Self-efficacy. This single-headed arrow represents a ​causal ​effect of social support on 
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self-efficacy, and we can estimate the corresponding effect if we can rule out (1) 

confounding and (2) reverse causality.  

To rule out confounding, we need to ensure that any possible variable that causally 

affects ​both ​social support and self-efficacy, any confounder, is taken into account (see 

Figure 2, Panel A for an example of one confounder). In PROCESS, this can be done by 

including it as a covariate. It is important that the association with the covariate is modeled 

appropriately (i.e., if the effect of the covariate is non-linear, it needs to be modeled 

non-linearly); otherwise, so-called residual confounding remains a problem. Furthermore, the 

covariate should be measured without measurement error, otherwise, residual confounding 

once again remains a problem ​(Westfall & Yarkoni, 2016)​. ​Of course, perfect or even just 

precise measurement may often be unachievable in psychology, so it may be necessary to 

apply latent variable modeling ​(see again Westfall & Yarkoni, 2016 although it should be 

noted that this cannot be implemented in PROCESS)​.  Imperfect measurement can also be 7

directly incorporated into the causal graph ​(Kuroki & Pearl, 2014)​. 

7 One workaround that we have encountered in the literature is a two-step approach in which, in a first 
step, researchers extract estimates of the latent variable (e.g., through factor analysis), and, in a 
second step, these estimates are entered into a PROCESS model. Unfortunately, this approach 
ignores the uncertainty in the estimated values of the latent variable, which means that the standard 
errors will be too small—thus, the resulting conclusion may still be a false positive due to residual 
confounding. 

 

https://paperpile.com/c/5WnhLc/Zdz4
https://paperpile.com/c/5WnhLc/Zdz4/?prefix=see%20again&suffix=although%20it%20should%20be%20noted%20that%20this%20cannot%20be%20implemented%20in%20PROCESS
https://paperpile.com/c/5WnhLc/Zdz4/?prefix=see%20again&suffix=although%20it%20should%20be%20noted%20that%20this%20cannot%20be%20implemented%20in%20PROCESS
https://paperpile.com/c/5WnhLc/O3EK


6 

 

Figure 2. ​Modifications of the conditional process model from Figure 1. Panel A: A 

confounder between independent variable and mediator will bias the estimated path. Panel 

B: If we can intervene on the independent variable, the confounder is no longer a problem 

and we can estimate the causal effects of the independent variable on other variables. 

Reverse causality can sometimes be ruled out by temporal order. Tomorrow’s 

self-efficacy cannot have a causal effect on today’s social support—but note that temporal 

order does ​not ​rule out confounding. If yesterday’s self-efficacy had a causal effect on 

today’s social support as well as an effect on tomorrow’s self-efficacy, this would result in a 

spurious association between today’s social support and tomorrows self-efficacy (i.e., 

yesterday’s self-efficacy is a confounder). In other cases, substantive knowledge may help 

rule out reverse causality, in particular if stable demographic variables are involved. 

However, when drawing on empirical studies to rule out reverse causality, one should keep 

in mind that such studies may suffer from their own causal inference problems. 
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One way to rule out both confounding and reverse causality is an experimental 

manipulation of the independent variable, with subsequent measurement of any dependent 

variable. For example, we could randomly assign athletes to receive high or low social 

support prior to an event, and then later measure their self-efficacy and their task 

performance. Figure 2, Panel B, provides a graphical interpretation of such an intervention: 

any path pointing into the independent variable is deleted, as randomly assigned social 

support is determined by chance (e.g., the flip of a coin) only.  Such an experimental 8

manipulation allows a causal interpretation of the ​total ​effect of the manipulation on any 

outcome; for example, we could make causal claims about how our social support 

manipulation affects self-efficacy, or about how it affects task performance. 

Unfortunately, being able to identify the ​total ​effect of one variable on another does 

not mean that we can automatically identify path-specific effects ​(see Avin et al., 2005 for 

technical details on such effects)​, such as indirect or direct effects. This leads us to problems 

of mediation analysis. 

Mediation: Double Trouble 

Claims about mediation, within the “causal chain” approach of PROCESS (and 

standard SEM), are claims about the ​product ​of two causal effects. For example, the indirect 

effect of social support on task performance via self-efficacy (social support -> self-efficacy 

-> task performance) would be the causal effect of social support on self-efficacy combined 

with the causal effect of self-efficacy on task performance. Thus, we must be able to identify 

two causal effects to identify an indirect effect. If either of the two estimates are confounded, 

the estimate of the indirect effect will be confounded as well. Additionally, if we are using 

PROCESS, we need to assume that both effects are linear and that the independent 

variable does not interact with the mediator (i.e., the effect of social support does not change 

depending on the level of self-efficacy). 

8 This presumes that researchers will use the randomly assigned social-support condition as an 
independent variable in subsequent analyses. We have encountered studies in which a randomized 
intervention took place, but the “independent” variable used in the data analysis was a subsequent 
measure of the construct of interest (e.g., a manipulation check). However, this subsequent measure 
is affected by ​both ​the randomized intervention and any relevant confounder, and so its effects cannot 
be identified easily—we now no longer have an experiment, but a surrogate experiment ​(Bareinboim 
& Pearl, 2012)​. One may conceptualize the subsequent measure as a mediator of the intervention; or 
alternatively consider the intervention an instrument for the subsequent measure. Rohrer and Lucas 
(2020) provide a discussion of these two conceptualizations. 
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These are quite strong assumptions. Even in standard experimental designs, 

problems arise when the mediator has not been randomized (e.g., Bullock, Green, & Ha, 

2010).  For example, even if we were able to randomize social support, we still would not be 9

able to estimate the causal effect of self-efficacy on task performance unless we assume 

that we are able to control for all common causes of these two variables (i.e., no 

unmeasured confounding; see Figure 3, Panel A, for an example of a confounder).  

 

Figure 3. ​More modifications of the conditional process model. Panel A: A confounder 

between mediator and the dependent variable will bias the estimate of the indirect effect. 

Furthermore, statistical control for the mediator will induce a spurious association between 

the confounder and the independent variable, which will bias the estimate of the direct effect. 

Panel B: A moderator may be confounded and thus not the variable that actually causally 

interacts with the independent variable. 

9 ​And even if the mediator has also been randomized, this is still not sufficient for causal 
identification without additional assumptions ​(Imai et al., 2011, p. 770)​. 
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In standard mediation analysis, the total effect equals the sum of the indirect effect 

plus the direct effect. Couldn’t that help us identify the indirect effect? After all, we noted 

above that with the help of randomization, we can identify the ​total ​effect of social support on 

task performance. If we additionally knew the ​direct ​effect, we could simply calculate the 

indirect effect as the difference between the two. The standard procedure for estimating the 

direct effect is statistical control for the mediator, which is meant to “shut off” the indirect path 

and thus only leave the direct path. Unfortunately, this does not work here. The mediator 

(self-efficacy) is causally affected by social support ​and ​other factors; it is a “collider” in 

which the effects of multiple variables come together. If we statistically control for a collider 

variable, we introduce spurious associations between its causes ​(Elwert & Winship, 2014; 

see also Rohrer, 2018 for more explanation geared towards psychologists)​. For example, 

here, conditioning on self-efficacy may introduce a spurious association between social 

support and previous task performance (Figure 3, Panel A).  Previous task performance 10

affects current task performance, and so we have actually introduced additional 

confounding: Social support is now confounded with previous task performance which 

affects current task performance. Thus, we cannot give a causal interpretation to the 

coefficient of the direct effect of social support on task performance. We may fix this issue by 

statistically controlling for previous task performance and any other variable that affects both 

self-efficacy and task-performance, which leads us back to the strong assumptions that we 

have successfully measured and controlled for all common causes of the mediator and the 

dependent variable. 

MacKinnon and Pirlott ​(2015)​ summarize some steps that researchers can take to 

increase the plausibility of mediation claims, such as different ways to adjust for 

confounders, and sensitivity analyses that probe to which extent estimates are robust to 

unobserved confounding ​(developed by Imai, Keele, & Tingley, 2010; VanderWeele, 2010)​. 

Unfortunately, these methods are not implemented in PROCESS. More generally, it may be 

worth highlighting that modern approaches to causal mediation analysis ​(such as e.g., Imai, 

10 To illustrate the case, let us assume that social support and past performance are unrelated in the 
overall population and that both have positive (additive, linear) effects on self-efficacy. If we now look 
at people with high self-efficacy, there will be a mix of different “types” of people. Some will have (1) 
high self-efficacy thanks to both solid social support and good past performance, others will have (2) 
high self-efficacy thanks to outstanding social support (despite mediocre performance), or (3) high 
self-efficacy thanks to outstanding performance (despite lacking social support). However, people with 
both low social support and bad past performance will be rare in this group, and their self-efficacy 
tends to be low. Thus, across the group of people with high self-efficacy, there may arise a spurious 
negative association between social support and past performance. The same logic applies to people 
low in self-efficacy, where we will once again observe the same (spurious) negative association. 
Hence, conditional on self-efficacy, past performance and social support are negatively correlated. 
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Keele, & Tingley, 2010)​ are far more complex than the simple causal chain method that is 

typically favored in psychology. Nonetheless, they may be necessary to accurately assess 

mediation under more realistic assumptions. When it comes to mediation, things are much 

more complicated than they seem. 

Compounding Complexities with Multiple Mediators 

So far, we have only considered a model with a single mediator. Of course, it is 

plausible (if not self-evident) that, in reality, any causal chain can be broken down into 

increasingly fine steps (i.e., serial mediators), and any remaining “direct” effect is transmitted 

via other intermediary variables (i.e., parallel mediators). The mere existence of multiple 

mediators is not a problem per se—​if ​the crucial assumption of mediation analysis, 

sequential ignorability  is fulfilled, we can still identify a particular causal mechanism of 11

interest ​(Imai et al., 2011)​. However, certain constellations with multiple mediators make it 

harder to achieve sequential ignorability. And if one wants to estimate multiple mediated 

paths at once, assumptions add up. The appendix of Imai et al. (2011) discusses a number 

of scenarios and highlights how different types of mechanisms result in different problems, 

some of which can only be addressed with the help of experimental designs. 

Everything in Moderation: Causal Interaction vs. Effect 

Modification 

Moderation refers to a situation in which the effect of one variable on another variable 

depends on the level of a third variable, the moderator. For example, social support may 

increase self-efficacy, but only among people who experience a lot of stress at home. From 

a causal inference perspective, such moderation can refer to two different phenomena. 

An actual ​causal ​interaction would imply that a hypothetical intervention on the 

moderator would causally affect the magnitude of the effect of interest ​(see, e.g., 

VanderWeele, 2009)​. For example, if stress indeed causally interacts with social support, 

then an intervention on stress would change the effects of social support. Such a causal 

interaction is symmetrical: We may say that higher stress leads to a higher effect of social 

support on self-efficacy, but also that higher social support leads to a higher effect of stress 

11 The precise definition of this assumption is a bit more technical. First, given pre-treatment 
covariates, treatment assignment needs to be ignorable (like in any standard causal analysis to 
identify a total effect). And then second, again given pre-treatment covariates ​and ​observed treatment 
status, the mediator needs to be ignorable. 
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on self-efficacy. To correctly estimate such a causal interaction, we need to be able to 

properly identify the effect of the moderator. Randomization is once again the most direct 

way to do this, but in case this is not feasible, covariates may be included to rule out 

confounders. For example, as depicted in Figure 3, Panel B, it may actually be neuroticism 

that ​causally ​interacts with social support, not stress. To rule this out, we would need to 

statistically control for neuroticism. Here, it is important that we also include the interaction 

between any relevant covariate and the independent variable ​(Simonsohn, 2019; Yzerbyt et 

al., 2004)​—note that this is unfortunately neither the default setting in PROCESS, nor 

routinely done in psychology. 

Another type of moderation that is non-causal, and which VanderWeele (2009) refers 

to as “effect modification”, means that the effect of a certain variable on another one 

covaries ​with a third variable,  regardless of whether or not an intervention on that third 12

variable would actually result in a larger or smaller effect. Such effect modification can be 

asymmetrical; the third variable may covary with the effect of X on Y, but X need not covary 

with the effect of the third variable (which may also be precisely zero). For example, in a 

clinical setting, one may want to determine subgroups of patients for which a treatment 

works particularly well. Analyses may indicate that effects are particularly large among 

individuals with comorbid depression. Even if we do not know whether depression is indeed 

causally interacting with the treatment, or whether instead some confounding factor (e.g., 

socio-economic status) is at work, this information could still be helpful to guide treatment 

decisions.  

If mere effect modification is the phenomenon of interest, presenting and interpreting 

findings should be done carefully. For example, a diagram such as Figure 1 should be 

avoided, because the arrow pointing away from the moderator begs to be interpreted as a 

causal interaction. More often than not, for psychologists, effect modification may be less 

interesting than causal interaction. For example, a clinical researcher asking ​how ​the 

treatment works will be much more interested in whether or not there is a ​causal ​interaction 

with depression, as it can potentially inform her about treatment mechanisms (e.g., the 

treatment may be particularly effective against cognitive patterns that are common in 

depressed patients). 

12 If covariates are included, effect modification occurs conditional on said covariates​—​and a change 
in the set of covariates can change whether or not effect modification occurs. 
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Investigating interactions and effect modification is quite challenging, not only 

because of causal concerns, but also because of additional statistical stumbling blocks. For 

example, moderation can crucially hinge on the scaling of the outcome variable, and the 

statistical model may not accurately speak to the research hypothesis of interest ​(see Rohrer 

& Arslan, 2020 for an introduction to these issues)​. Thus, when it comes to moderation, 

things are once again more complicated than they seem. 

Finding the Right Model 
As we have seen above, correctly estimating causal effects is challenging, and it 

always hinges on getting the model right (even in experiments). But how do we know that we 

have got the model right? Researchers may want to evaluate a particular model they have 

fitted to their data, or decide between multiple alternative models. The latter may rarely 

happen in practice ​(e.g., Chan et al., 2020)​ and often go wrong. 

In mediation analysis, researchers sometimes aim to compare alternative mediation 

hypotheses by switching the direction of arrows (see Figure 4) and comparing the size and 

statistical significance of the estimated indirect effects. In particular, the model with the 

non-zero or larger indirect effect is thought to be supported by the data. Imagine the 

following scenario: Running Model A, we find a large indirect effect of X on Y via M. Running 

Model B, we find a smaller indirect effect of M via X on Y. A researcher may now conclude 

that Model A is correct, because the indirect effect is larger. This logic, however, is flawed. 

Why would we presuppose the existence of a (large) indirect effect if mediation analysis is 

supposed to tell us ​whether ​there is an indirect effect? And the estimate of the indirect effect 

can only be interpreted if we assume that we got the model right to begin with. A 

misspecified model may detect a large indirect effect that is entirely spurious. 

But if the magnitude of the estimated indirect effects is not informative, maybe at 

least we can compare the fit of the models to figure out which one is preferable? 

Unfortunately, reversing arrows results in models that are equally supported by the data at 

hand; they belong to the same equivalence class. This means that they share the same 

implied covariance matrix ​(Thoemmes, 2015)​; they are ​observationally equivalent​. On a 

substantive level, these models may look quite different. For example, in Figure 4, Panel A, 

self-efficacy mediates the effects of social support on task performance (and social support 

confounds the association between self-efficacy and task performance). In Figure 4, Panel 

B, social support mediates the effects of self-efficacy on task performance (and self-efficacy 
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confounds the association between social support and task performance). But no matter 

which model from the equivalence class we assume to be the actual data-generating 

process, we will always expect to observe the same empirical associations between the 

variables. This means that the empirical data alone cannot possibly distinguish between 

these models. 

 

 

Figure 4. ​Panel A: Self-efficacy mediates the effect of social support on task performance. 

Panel B: The arrow from social support to self-efficacy has been reversed, so now social 

support mediates the effect of self-efficacy on task-performance. Both models belong to the 

same equivalence class and are thus statistically indistinguishable. 

Equivalence classes are also the reason why the evaluation of model fit measures 

(such as the mean squared error, ​R²​, strictly speaking a measure of predictive performance, 

or, in an SEM context, ​χ​2​, RMSEA, CFI and the like) alone can never tell us whether our 

model is correct: Each model from an equivalence class will produce identical fit indices. 

However, considerations of model fit may at least enable us to ​discard ​certain models as 

implausible. For this, we need to move analyses from PROCESS into an SEM context where 

we can properly assess and compare model fit. Here, global assessments of model fit may 

not be the most helpful because they cannot tell us ​why ​a model does not fit well ​(Pearl et 

al., 2016, p. 50)​, but a more local approach is possible. 

If we assume that a certain causal model generated our data, we can derive testable 

implications. Testable implications are about the ​independence ​of pairs of 

variables—casually speaking, the fewer arrows between variables, the more things we can 

 

https://paperpile.com/c/5WnhLc/KBZH/?locator=50
https://paperpile.com/c/5WnhLc/KBZH/?locator=50
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test. Testable implications take the form of “controlling for C, A and B are statistically 

independent”—if this is not the case in our empirical data, we can reject the assumed model, 

and we also know ​where ​it went wrong (e.g., we missed a factor that causes an association 

between A and B). The directed acyclic graph framework provides clear rules for how to 

derive all testable implications of a given model ​(Elwert, 2013, pp. 252–254; Pearl et al., 

2016, Chapter 2.5)​, and there is even software that automates the process ​(e.g., dagitty.net, 

see also Textor et al., 2011)​. In Box 1, we give a brief introduction on how to derive testable 

implications. Models from the same equivalence class share the same testable implications 

and thus firmly remain empirically indistinguishable. Furthermore, it should be noted that 

some PROCESS-style models do not have testable implications because they are saturated: 

the model has so many parameters that it can perfectly reproduce the empirically observed 

associations; in an SEM context, model fit would necessarily be perfect—the model thus 

cannot possibly fail and no testable implications remain. 

 

Box 1: Spotlight on Testable Implications 
To derive testable implications, we can break up a causal graph into three elementary 
causal structures ​(Elwert, 2013)​ ​that do (or do not) transmit associations between 
variables. 
 
Chains:​ A → B → C. This chain transmits a causal association between A and C. If we 
control for the third variable (B, the mediator), the chain ceases to transmit an association. 
Considering this chain in isolation, this means that, conditional on B, A and C are 
independent, which we can write as: A ​⊥ C | B. 
 
Forks:​ A ← C → B. This fork transmits a non-causal association between A and B. If we 
control for the third variable (C, the confounder), the fork ceases to transmit an 
association: ​A ​⊥ B | C 
 
Inverted fork:​ A → C ← B. This inverted fork​ does not​ transmit an association between A 
and B, ​A ​⊥ B. However, if we control for the third variable (C, the collider), then the 
inverted forks transmits a non-causal association between A and B. 
 
We can break up all paths in Figure 3, Panel A, into these elementary structures to arrive 
at the testable implications of the model. Note that here, we will assume that the graph 
fully represents the assumed model, which is generally not the case for analyses 
conducted in PROCESS (more on that below). 
 
Some variables should not be associated in the overall data:  
 
Past performance ⊥ Social support 
Past performance ⊥ Stress 
Social support ⊥ Stress 
 

https://paperpile.com/c/5WnhLc/Uv6Q+KBZH/?locator=252-254,2.5&locator_label=page,chapter
https://paperpile.com/c/5WnhLc/Uv6Q+KBZH/?locator=252-254,2.5&locator_label=page,chapter
https://paperpile.com/c/5WnhLc/qHaN/?prefix=e.g.%2C%20dagitty.net%2C%20see%20also
https://paperpile.com/c/5WnhLc/qHaN/?prefix=e.g.%2C%20dagitty.net%2C%20see%20also
https://paperpile.com/c/5WnhLc/Uv6Q
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Conclusion: Rethinking the Research Process 
Running a PROCESS model may be a matter of a few clicks, but as we have seen 

above, interpreting the output requires a lot of strong assumptions. We need to rule out 

reverse causality and unobserved confounding (both of which may frequently be highly 

plausible in psychology) and additionally make assumptions about the functional forms of 

effects (about which we tend to know little), and whether or not those effects vary between 

individuals (with variation often being more plausible but leading to estimation complication). 

If assumptions are violated, the estimated coefficients end up being a mix of spurious and 

causal associations that can hardly be interpreted.  

These issues have been highlighted before ​(e.g., Bullock et al., 2010; Chan et al., 

2020; Fiedler et al., 2011; Thoemmes, 2015)​ and a large number of methods papers discuss 

them in great detail. Yet implementations of PROCESS-style models are often reported with 

little awareness, let alone critical reflection of the underlying assumptions. We may thus be 

confronted with normative methods that have been selected to further publication instead of 

discovery ​(Smaldino & McElreath, 2016)​, and such suboptimal methods can be quite 

persistent, in particular if there is little interdisciplinary exchange ​(Smaldino & O’Connor, 

2020)​. ​This unfortunate situation can occur without any ill intention on the part of 

13 As a result, many PROCESS models are observationally equivalent. According to our analysis, of 
the 58 models included in the current version, 86% are equivalent to at least one other model. Overall, 
the 58 models belong to only 17 different equivalence classes. 

 

Furthermore, Task performance and Stress should not be associated when we control for 
past performance, self-efficacy and social support: 
 
Task performance ⊥ Stress | Past performance, Self-efficacy, Social support 

However, PROCESS assumes that variables that jointly cause another variable are 
correlated (unless one of them causes the other). This means that, in most PROCESS 
graphs, there are a number of bidirectional arrows which are not depicted ​(Hayes, 2017, p. 
22)​ and which reduce the number of testable implications.  If we include these arrows and 13

once again deduce all testable implications, we are left with only one of them:  

Task performance ⊥ Stress | Past performance, Self-efficacy, Social support 

What if we find that task performance and stress are still correlated after controlling for 
past performance, self-efficacy, and social support? We may reject the underlying 
substantive model, or modify it. For example, it is possible that conditional independence 
is only violated because of measurement error in past performance, self-efficacy, or social 
support, which could be explicitly incorporated into the graph ​(Kuroki & Pearl, 2014)​. 

https://paperpile.com/c/5WnhLc/xYSI+w4Hz+2PUk+xwnD/?prefix=e.g.%2C,,,
https://paperpile.com/c/5WnhLc/xYSI+w4Hz+2PUk+xwnD/?prefix=e.g.%2C,,,
https://paperpile.com/c/5WnhLc/tUsP
https://paperpile.com/c/5WnhLc/2BoV
https://paperpile.com/c/5WnhLc/2BoV
https://paperpile.com/c/5WnhLc/P5mJ/?locator=22
https://paperpile.com/c/5WnhLc/P5mJ/?locator=22
https://paperpile.com/c/5WnhLc/O3EK
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researchers, and we do not mean to imply that researchers who use these models are bad 

at their job or (even worse) do not care about the truthfulness of their claims—they are 

simply implementing opaque practices which they have been taught, and which may often 

result in interesting-sounding empirical claims that are readily publishable given current 

norms. 

We thus believe that to improve practices, some fundamental rethinking of what we 

consider a publishable scientific contribution may be necessary. Currently, researchers 

seem to feel compelled to do “everything” in a single paper—summarize and synthesize the 

existing literature, suggest a new theory or at least modify an existing one, hypothesize 

moderation and/or mediation and provide (preferably positive) empirical evidence through 

statistical analyses that they run themselves, maybe even across multiple studies they 

conducted themselves. It is perhaps unsurprising that they end up cutting corners when it 

comes to causal inference—a hard topic, about which they often receive little training—and 

rely on out-of-the-box statistical models. 

Here is an alternative vision of what the research process ​could ​look like. An 

empirical investigation starts with conceptual considerations. Which causal effect is of 

interest in the first place, and why? Would it inform our theories, or does it have practical 

relevance? Can we come up with a well-defined counterfactual? What assumptions are we 

willing to make? These questions neatly tie in with recent calls for more rigorous theory 

(Muthukrishna & Henrich, 2019)​ and more formal modeling ​(Guest & Martin, 2020; 

Smaldino, 2017)​, but also with concerns about the utility of psychological research in times 

of crisis ​(Lewis, 2020)​. Such conceptual considerations may warrant their own publication, 

which allows others to build on them, but also reduces the pressure to immediately skip to 

data, out of some ill-conceived notion that only empirical studies count as science. 

During this first stage, we may realize that we are not (yet) at the point in the 

research process at which we should try to estimate causal effects. For example, we may 

notice that open-ended exploration, description ​(Rozin, 2001)​ or prediction ​(Yarkoni & 

Westfall, 2017)​ ​are more suitable endeavors for the matter at hand; or that more basic 

questions regarding measurement need to be settled first. All of these types of 

investigations, if conducted rigorously, are relevant scientific contributions in their own 

right—researchers should not feel pressured to disguise them as hypothesis-testing 

confirmatory studies making some ​(explicit or implicit; Grosz et al., 2020)​ causal claim. 

 

https://paperpile.com/c/5WnhLc/k9ec
https://paperpile.com/c/5WnhLc/h8Co+tB3N
https://paperpile.com/c/5WnhLc/h8Co+tB3N
https://paperpile.com/c/5WnhLc/bLov
https://paperpile.com/c/5WnhLc/un6a
https://paperpile.com/c/5WnhLc/mB6E
https://paperpile.com/c/5WnhLc/mB6E
https://paperpile.com/c/5WnhLc/wYsl/?prefix=explicit%20or%20implicit%3B
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But if we finally get to the step of causal effect estimation, we should fully dedicate 

ourselves to the task. We need to clearly define the effects of interest, and venture to find a 

suitable identification strategy ​(see Foster, 2010a for an accessible introduction to the steps 

of causal inference)​. Which identification strategy works will strongly hinge on the 

assumptions that we are willing to make. Here, we might realize that a (field) experiment is 

the best way forward; or maybe we can find a suitable natural experiment ​(see Dunning, 

2012 for a great introduction)​, such as a genetically-informative study ​(e.g., Briley et al., 

2018)​; or maybe we will indeed settle for estimation based on structural models, such as 

PROCESS-style models. Of course, our decision will be partly constrained by concerns of 

feasibility (such as the funding available), and causal inference is not a monolithic 

endeavor—diverse perspectives and different strands of evidence produced by myriad 

methods can contribute ​(Krieger & Davey Smith, 2016)​. However, this is not a justification for 

selling a design as more convincing than it is, and for hiding assumptions—quite the 

opposite.  

Any empirical study (including a randomized experiment) will make a multitude of 

assumptions, and the most crucial ones should be listed transparently. By this, we do not 

mean the type of boilerplate often tacked onto articles with PROCESS-style models ​(e.g., 

“future experimental studies should...”, see also Chan et al., 2020)​. Instead, authors should 

list the ​actual ​specific assumptions under which their central estimate of the causal effects 

can be interpreted: “This estimate corresponds to the causal effect of ​X​ and ​Y​ under the 

assumption that, apart from ​A​, ​B​, and ​C​, there are no common causes between the two of 

them”; or, for example, in a longitudinal study: “Results provide evidence for a causal effect 

of ​X​ on ​Y​ under the assumption that there are no time-varying confounding factors that affect 

both with different time lags” ​(Rohrer & Lucas, 2020)​. Such assumptions may often appear 

unrealistic, but they can be supplemented with statements about the degree to which 

conclusions are sensitive to violations of these assumptions. For example, alternative 

models with alternative sets of assumptions may be reported; and quantitative methods can 

be used to estimate to what extent conclusions are sensitive to unobserved confounding 

(e.g., Blackwell, 2014; Imai, Keele, & Yamamoto, 2010; Oster, 2019; VanderWeele, 2010)​.  

Reviewers may feel tempted to judge manuscripts more harshly when assumptions 

are spelled out, rather than hidden away.  Thus, it is critical that ​reviewers ​are sufficiently 14

14 ​This curse of transparency can also occur in other situations in which researchers aim for 
openness. For example, a preregistration may alert reviewers to discrepancies that would 
have gone unnoticed otherwise; open code may invite critical scrutiny where reviewers 
would have simply assumed that no errors occurred.  

 

https://paperpile.com/c/5WnhLc/yVrF/?prefix=see&suffix=for%20an%20accessible%20introduction%20to%20the%20steps%20of%20causal%20inference
https://paperpile.com/c/5WnhLc/yVrF/?prefix=see&suffix=for%20an%20accessible%20introduction%20to%20the%20steps%20of%20causal%20inference
https://paperpile.com/c/5WnhLc/zJih/?prefix=see&suffix=for%20a%20great%20introduction
https://paperpile.com/c/5WnhLc/zJih/?prefix=see&suffix=for%20a%20great%20introduction
https://paperpile.com/c/5WnhLc/uUKi/?prefix=e.g.%2C
https://paperpile.com/c/5WnhLc/uUKi/?prefix=e.g.%2C
https://paperpile.com/c/5WnhLc/GU1z
https://paperpile.com/c/5WnhLc/2PUk/?prefix=e.g.%2C%20%22future%20experimental%20studies%20should...%22%2C%20see%20also
https://paperpile.com/c/5WnhLc/2PUk/?prefix=e.g.%2C%20%22future%20experimental%20studies%20should...%22%2C%20see%20also
https://paperpile.com/c/5WnhLc/zlxf
https://paperpile.com/c/5WnhLc/6kHQ+aF1F+wDzu+L9yy/?prefix=,,,e.g.%2C
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well-trained in causal inference to understand that a lack of explicit assumptions points to 

assumptions that the researchers are not aware of, or even to assumptions that were 

intentionally hidden away. There is no free lunch in causal inference. 

With PROCESS-style models, the list of assumptions will be rather long—scrutinizing 

or even testing all of them will be too big a task for a single manuscript. Luckily, we need not 

tackle this task alone. If assumptions are taken seriously, this provides an opening for other 

researchers to join in. Transparent assumptions can be openly discussed in the community 

and examined in further studies, to corroborate or question the robustness of claims. Such 

criticism and probing of other people’s work—be it conceptual or empirical—is once again a 

scientific contribution in its own right and should be valued accordingly.  Eventually, our 15

collective understanding of the phenomenon may grow to a point at which we are 

comfortable making strong and specific assumptions. At this point, we may be able to do a 

conditional process analysis and have confidence in the resulting estimates. 

It is possible that such a rigorous approach to causal inference might lead to the 

“disappearance” or at least shrinkage of effects that were previously deemed important; 

indeed, there is evidence that more rigorous designs lead to smaller causal effect estimates 

in the medical and social sciences ​(Branwen, 2014 maintains a list of studies on the topic)​. 

However, this pattern may partly be attributable to publication bias; and in principle, biases 

can also hide true causal effects or lead to their underestimation. Thus, it is an open 

question how less casual causal inference would affect our understanding of psychology. 

Our vision is one in which psychological research is inherently transparent and 

collaborative, collectively striving towards greater robustness and culmination of knowledge. 

It is aligned with recent pushes towards greater transparency and rigor ​(e.g., Vazire, 2018)​, 

towards separating authorship from contributorship ​(Holcombe, 2019)​, and towards 

increased distributed collaboration ​(Moshontz et al., 2018)​. It may be an ambitious vision, 

but it is one in which any single research article can afford to be less ambitious in its scope. 

Instead of making sweeping complex causal claims, let’s focus on getting one piece of the 

puzzle right at a time. Research is, after all, a process. 

15 ​Valuing such further probing would hopefully also help remedy psychology’s “toothbrush 
problem,” which was originally phrased for theories ​(Mischel, 2008)​, but has already been 
applied to models ​(Watkins, 1984)​, and could easily be expanded to, for example, 
experimental paradigms or latent constructs: no self-respecting person wants to use anyone 
else’s. 

 

https://paperpile.com/c/5WnhLc/sREW/?suffix=maintains%20a%20list%20of%20studies%20on%20the%20topic
https://paperpile.com/c/5WnhLc/igvV/?prefix=e.g.%2C
https://paperpile.com/c/5WnhLc/j9xm
https://paperpile.com/c/5WnhLc/0gfZ
https://paperpile.com/c/5WnhLc/zXwe
https://paperpile.com/c/5WnhLc/SbWl
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