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The nature of dark matter remains unknown to date and several candidate particles are being
considered in a dynamically changing research landscape [1]. Scalar field dark matter is a prominent
option that is being explored with precision instruments such as atomic clocks and optical cavities [2–
8]. Here we report on the first direct search for scalar field dark matter utilising a gravitational-wave
detector operating beyond the quantum shot-noise limit. We set new upper limits for the coupling
constants of scalar field dark matter as a function of its mass by excluding the presence of signals
that would be produced through the direct coupling of this dark matter to the beamsplitter of the
GEO 600 interferometer. The new constraints improve upon bounds from previous direct searches
by more than six orders of magnitude and are more stringent than limits obtained in tests of the
equivalence principle by one order of magnitude. Our work demonstrates that scalar field dark
matter can be probed or constrained with direct searches using gravitational-wave detectors and
highlights the potential of quantum technologies for dark matter detection.

I. INTRODUCTION

Gravitational-wave detectors have exquisite sensitiv-
ity to minute length changes of space and thus facili-
tated many gravitational-wave detections over the last
years [9, 10]. In addition to their revolutionary merit
in astrophysics, gravitational waves also shed light on
fundamental physics questions and several links may
exist between gravitational waves and dark matter as
well [11]. Due to their excellent sensitivity at or be-
yond quantum limits, gravitational-wave detectors (or
precision interferometers of a similar type) can also be
of use for fundamental physics in a direct way, not me-
diated by gravitational waves. Examples are a possible
search for vacuum birefringence [12] and the search for
signatures of quantum gravity [13–15]. Several ideas
have been put forward how different candidates of dark
matter can directly couple to gravitational-wave detec-
tors, ranging from scalar field dark matter [4, 16] to
dark photon dark matter [17], and to clumpy dark mat-
ter coupling gravitationally or through an additional
Yukawa force [18].

Data from the first observational run (O1) of the
LIGO gravitational-wave detectors has been used to
search for dark photon dark matter and set new up-
per limits in a small mass band [19]. In this work we
set new upper limits on scalar field dark matter using
a quantum-enhanced gravitational-wave detector [20],
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which is the first direct search for dark matter of this
kind with a gravitational-wave interferometer.

II. THEORY

Models of weakly coupled low-mass (≪ 1 eV) scalar
dark matter (DM) predict that such particles would
manifest as a coherently oscillating field [2, 4],

φ(t, ~r) = φ0 cos
(

ωφt− ~kφ · ~r
)

, (1)

where ωφ = (mφc
2)/~ is the angular Compton fre-

quency, and ~kφ = (mφ~vobs)/~ is the wave vector, with
mφ the mass of the field and ~vobs the velocity relative
to the observer. The amplitude of the field can be set
as φ0 = (~

√
2ρCDM)/(mφc) under the assumption that

this DM field constitutes the local dark matter density
ρCDM [21]. Non-zero velocities produce a Doppler-shift,
giving an observed DM field frequency

ωobs = ωφ +
mφ~v

2
obs

2~
. (2)

Moreover, the DM would be virialised in the galac-
tic gravity potential, leading to a Maxwell-Boltzmann-
like distribution of velocities ~vobs. This results in
the DM field having a finite coherence time or equiv-
alently a spread in observed frequency (linewidth)
∆ωobs/ωobs ∼ 10−6 [17, 22]. The observed frequency
is further modulated by the motion of the earth with
respect to the galactic DM halo.
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This scalar dark matter field φ could couple to the
fields of the Standard Model (SM) in numerous ways.
Such a coupling, sometimes called a ‘portal’, is modelled
by the addition of a parameterised interaction term to
the SM Lagrangian [23, 24]. In this paper, we consider
linear interaction terms involving the electron rest mass
me and the electromagnetic field tensor Fµν :

Lint =
φ

Λγ

FµνF
µν

4
− φ

Λe
meψ̄eψe, (3)

where ψe, ψ̄e are the SM electron field and its Dirac
conjugate, and Λγ , Λe parameterise the coupling. The
addition of these terms to the SM Lagrangian entails
relative changes of the fine structure constant and the
electron rest mass [4],

δα

α
=

φ

Λγ
,

δme

me
=

φ

Λe
, (4)

to first order. It can be shown that such a change
of these fundamental constants causes a corresponding
change in the size l and refractive index n of a solid [16]:

δl

l
= −

(

δα

α
+
δme

me

)

, (5)

δn

n
= −5 · 10−3

(

2
δα

α
+
δme

me

)

. (6)

These expressions hold in the adiabatic limit, for light
with a frequency that is approximately independent of
the changes in the fundamental constants.

A gravitational-wave (GW) interferometer has
exquisite sensitivity to differential changes in the optical
path length of its arms. The thin cylindrical beamsplit-
ter in such an instrument interacts asymmetrically with
light from the two arms, as the front surface has a 50%
reflectivity and the back surface has an anti-reflective
coating. Therefore, a change in the size and index of re-
fraction of the beamsplitter affects the two arms differ-
ently, and produces an effective difference in the optical
path lengths of the arms Lx,y

δ(Lx − Ly) ≈
√
2

[(

n− 1

2

)

δl + lδn

]

.1 (7)

The mirrors in the arms of GW interferometers would
also undergo changes in their size and index of refrac-
tion, but as the wavelength of the DM field is much
greater than the distance between the arm mirrors
(λφ/L & 103) for all frequencies of interest, and because

1 This expression includes a correction of Eq. 17 in [16]. In addi-
tion, a geometrical correction factor (< 10%) from Snell’s law
is applied to Eqs. 7 and 8 for calculating the results below.

the mirrors have roughly the same thickness, the effect
is almost equal in both arms and thus does not produce
a dominant signal. The Fabry-Pérot cavities used in the
arms of most GW interferometers increase their sensi-
tivity to gravitational waves, but do not increase the
sensitivity to DM signals induced at the beamsplitter.
Therefore, the interferometer most sensitive to scalar
dark matter is the GEO 600 detector, which does not
employ arm cavities [16].

In conclusion, an oscillating scalar dark matter field is
expected to produce a Doppler-shifted and -broadened
signal in an interferometer of the form

δ(Lx−Ly) ≈
(

1

Λγ
+

1

Λe

)(

n l ~
√
2 ρCDM

mφ c

)

cos (ωobst) ,

(8)
and examining data from the GEO 600 detector for the
presence of such a signal therefore allows us to set con-
straints on the properties of scalar dark matter.

III. METHODS

We performed spectral analysis on seven T ∼ 105 s
segments of strain data from the GEO 600 interferom-
eter [25] (acquired in 2016 and 2019) using a modified
version of the LPSD technique [26]. Using this algo-
rithm to perform discrete Fourier transforms (DFT)
with a frequency dependent length, we created spectra
in which each frequency bin was made to have a width
equal to the Doppler-broadened linewidth of potential
DM signals. This method yields in theory the maximum
attainable signal-to-noise ratio (SNR) given a certain
amount of data (see Sec. VI) [22, 27]. A matched filter-
ing approach is not feasible as the phase of the signal
varies stochastically.

We analysed the amplitude spectra of all seven strain
data segments for the presence of DM signals by look-
ing for significant peaks in the underlying noise. Peaks
were considered candidates when there is a less than
1% probability that the local maximum is due to noise,
where we compensated for the look-elsewhere effect us-
ing a large trial factor (∼ 106).

This analysis found ∼ 104 peaks above the 95% con-
fidence level (& 5.6σ), where the total error includes
a frequency dependent amplitude calibration error of
up to 30% inherent to GEO 600 data [28]. The fre-
quency and amplitude stability of the peaks in time was
then evaluated by cross-checking all candidates between
spectra. Candidate peaks were rejected if their centre
frequency differed between spectra by more than the
Doppler shift expected from the earth’s motion around
the sun [29]. Peaks were also rejected if their amplitude
changed significantly (& 5σ) between spectra.

Using this procedure, we eliminated all but 14 candi-
date peaks, where the vast majority (> 99%) of peaks
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Figure 1. A typical amplitude spectrum (black) produced with frequency bins that are tuned to the expected dark matter
linewidth using the modified LPSD technique. The noise spectrum was estimated at each frequency bin from neighbouring
bins to yield the local noise median (blue) and 95% confidence level (green). Peaks (red) above this confidence level were
considered candidates for DM signals and subjected to follow-up analysis.

were rejected because they did not appear in all data
sets within the centre frequency tolerance.

These 14 candidate peaks were subjected to further
analysis, to investigate if their properties matched that
of a DM signal. 13 of the peaks were found to have insuf-
ficient width to be caused by DM (∆fpeak/∆fDM . 10,
see VI). The remaining candidate peak was also ulti-
mately rejected, as although it appeared to have suf-
ficient frequency spread to be a DM signal, additional
analysis showed this signal has a coherence time much
greater than that expected for a DM signal of that fre-
quency (τpeakc /τDM

c > 10, see Sec. VI).

IV. RESULTS

Having determined that all significant peaks in the
amplitude spectrum are not caused by scalar field DM,
we set constraints on the parameters of such dark mat-
ter at a 95% confidence level (corresponding to 5.6σ
above the noise floor), using Eq. 8. The results for the
photon and electron coupling parameters as a function
of field mass are given in Fig. 2, left and right respec-
tively.

These results assume a local dark matter density
ρCDM = 0.3 GeV/cm3. This is a conservative esti-
mate; slightly higher values (ρCDM ≈ 0.4 GeV/cm3)
are reported in literature for the standard smooth DM
halo model [29]. Models in which DM forms a relax-

ion halo [34, 35] predict local DM overdensities of up
to ρRH/ρCDM ≤ 1016 [36]. Our results impose sig-
nificantly more stringent constraints on the coupling
constants for higher assumed values of the DM density
ρA > ρCDM: the constraint becomes more stringent by
a factor (ρA/ρCDM)1/2 (see Eq. 8).

V. CONCLUSIONS

In this paper, we presented the first search for signals
of scalar field dark matter in the data of a gravitational-
wave detector. Scalar field dark matter would cause
oscillations of the size and index of refraction of the
beamsplitter in such an interferometer, which produces
an oscillatory signal at a frequency set by the mass of
the dark matter particle. As exquisite classical noise
mitigation is employed in gravitational-wave detectors,
quantum technologies such as squeezed light can pro-
vide a major increase in sensitivity. Such technologies
facilitate measurements beyond the shot-noise quantum
limit, and yield unprecedented sensitivity to scalar field
dark matter in a wide mass range. In addition, by tun-
ing the frequency bin widths to the expected dark mat-
ter linewidth, our spectral analysis method improves
on the analyses used in previous work that set con-
straints on dark photons using data from gravitational-
wave detectors [17, 19], and other searches for scalar
fields in frequency space. In contrast to these other
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Figure 2. Constraints on the coupling parameters Λγ , Λe of scalar field DM interacting linearly with respectively the
electromagnetic (left) and electron field (right) as a function of the field’s mass mφ. The green regions denote the parameter
space excluded at a 95% confidence level in the current study through the spectral analysis of data from the GEO 600 GW
detector. The thin red regions show existing constraints of scalar field DM obtained with the resonant-mass AURIGA
detector [30]. The other coloured regions represent previous constraint from other direct searches [5, 6, 8, 31]. The grey
regions correspond to previous constraints on general fifth-forces from tests of the equivalence principle [7] in earth-based
(Rot-Wash) [32] and space-based (MICROSCOPE) [33] experiments.

efforts, the spectral analysis presented here yields the
optimal signal-to-noise ratio for potential dark matter
signals across the full frequency range.

We excluded the presence of such signals in the data
of the GEO 600 gravitational-wave detector, thereby
setting new upper limits on dark matter couplings at up
to Λe,γ = 3 · 1019 GeV for dark matter masses between
10−13 and 10−11 eV. The new constraints improve upon
the current limits obtained with atomic spectroscopy
experiments [31] by more than six orders of magnitude,
and are one order of magnitude more stringent than
previous bounds from tests of the equivalence principle
[24, 32].

Tighter constraints on scalar field dark matter in var-
ious mass ranges can in the future be set using new yet
to be built gravitational-wave or other similar precision
interferometers. Using the same methods as in this
work these instruments would allow new limits to be
set across their characteristic sensitive frequency range.
In addition, by slightly modifying the optics in such
interferometers, e.g. by using mirrors of different thick-
nesses in each interferometer arm, their sensitivity to
scalar field dark matter could be improved even fur-
ther [16]. Through the reduction of losses, quantum
technologies such as squeezed light are also expected to
improve, making them an indispensable tool for funda-
mental physics research.
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VI. SUPPLEMENTARY METHODS

A. Spectral estimation

Spectral analysis was performed using a modified version
of the LPSD technique [26]. This technique is designed to
produce spectral estimates with logarithmically spaced fre-
quency bins, and thus allows for the production of spectral
estimates with a frequency-dependent bin width. Using this
technique, we subdivided the ∼ 105 s data segments into

Nf =

⌊

T − τcoh(f)

τcoh(f)(1− ξ)
+ 1

⌋

(9)

smaller overlapping subsegments Sk
f (t) with a length equal

to the expected coherence time τcoh(f), of a dark matter
(DM) signal at a frequency f , where ξ ∈ [0, 1] is the frac-
tional overlap of the subsegments, and k ∈ [1, Nf ]). As the
expected coherence time and linewidth is frequency depen-
dent, this subdivision is unique for every frequency of in-
terest. After subdivision, the subsegments were multiplied
with a Kaiser window function Wf (t) and subjected to a
DFT at a single frequency:

ak(f) =

TDFT
∑

t=0

Wf (t)S
k
f (t) e

2πift, (10)

with TDFT = τcoh(f), where ak(f) is thus the complex spec-
tral estimate at frequency f for the kth subsegment. Fre-
quency points are chosen by dividing the interval between
the chosen minimum frequency (50 Hz) and the Nyquist fre-
quency (≈ 8.2 kHz) by the DM linewidth, and then rounding
the resulting number of bins to the nearest integer to set the
final frequency points and bin widths. The absolute squared
magnitudes |ak(f)|2 are averaged over the subsegments to
obtain the power spectrum

P (f) =
C

Nf

Nf
∑

k=1

|ak(f)|2, (11)

where C is a normalisation factor. The amplitude spectrum
A(f) =

√

P (f) created in this way comprises ≈ 5 · 106 fre-
quency bins between 50 Hz and 6 kHz.

The SNR for DM signals in such a spectrum is optimal
given a certain amount of data (see VID), and can only be
further improved by analysing more data, which allows for
more averaging thus decreasing the variance of the spectrum
proportional to the inverse of the square root of the amount
of data, such that the sensitivity approaches the noise floor.
The noise floor can be lowered using longer DFT lengths
at the cost of reduced SNR, but this is subject to severely
diminishing returns; the sensitivity can only be improved
by a factor proportional to the fourth root of the amount
of data needed [22] (and the computation time scales with
the product of DFT length and the amount of data [26]).
Computation times for the spectra used in this work are
∼ 10 s per frequency bin for each ∼ 105 s data set.

B. Estimation of noise statistics

The local noise parameters were estimated at every fre-
quency bin from w = 5 ·104 neighbouring bins. This method
allows the underlying noise distribution to be estimated in a
way that is independent of narrow (≪ w) spectral features
(such as those due to mechanical excitation of the mirror sus-
pensions), under the assumption that the underlying noise
spectrum is locally flat (that is, the auto-correlation length
of the noise spectrum is assumed to be ≫ w). The choice of
w thus represents a trade-off between erroneously assuming
instrumental spectral artefacts or signals to be features of
the underlying noise spectrum versus erroneously assuming
features of the underlying noise spectrum to be instrumental
spectral artefacts or signals.

C. Follow-up analysis of candidates

As mentioned above, 14 candidate peaks remained af-
ter cross-checking spectra taken at different times. 13 of
these peaks were found to have insufficient width to be DM
signals. Further investigation of each of these candidates
found that shifting the bin centre frequencies by an amount
much smaller than the expected linewidth of DM signals of
that frequency and amplitude and recomputing the spec-
tra did not reproduce the peak. Additional work revealed
these 13 candidate peaks were not present in spectra cre-
ated using the same data and the same LPSD algorithm
implemented in a different programming language, whereas
the noise floor and other spectral features were reproduced
identically. These peaks are therefore likely artefacts of the
numerical implementation of the LPSD technique.

The coherence time of the single remaining candidate
peak was probed by evaluating its height in the amplitude
spectrum as a function of the DFT length (see Sec. VID).
The height of the peak did not decrease for DFT lengths
more than an order of magnitude greater than the ex-
pected DM coherence time, evidencing a coherence time
much greater than that expected for a DM signal of that
frequency, and the peak was therefore rejected.

D. Validation of methods

To validate several aspects of our analysis methods, we
simulated DM signals and injected them into sets of real and
simulated data. The DM signals were created by superpos-
ing ∼ 102 sinusoids at frequencies linearly spaced around a
centre frequency (the simulated Doppler-shifted DM Comp-
ton frequency), where the amplitude of each sinusoid is given
by the quasi-Maxwellian DM line shape proposed in [22]
scaled by a simulated DM coupling constant; the relative
phases of the sinusoids are randomised to capture the ther-
malisation of the scalar field DM.

To test the spectral estimation, signal search, and can-
didate rejection, an injection of simulated DM signals into
several GEO 600 data sets was performed, where the fre-
quency, amplitude, and number of signals was masked to
the authors. All injected signals were recovered at their
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Figure 3. The spectral amplitude (left) and signal-to-noise ratio (SNR, measured in the number of noise standard deviations
nσ) (right) of a simulated DM signal (blue) and monochromatic sine wave (red) as recovered from spectra created using
different frequency bin widths (∆fbin = 1/TDFT). The appearance of a maximum for the SNR as shown on the right is a
direct consequence of both the decrease of the recovered amplitude of signals with limited coherence (as shown on the left)
and the scaling of white Gaussian noise with increasing integration time. The plot on the left was produced by injecting a
simulated dark matter signal and a perfect sine into a segment of GEO 600 data and creating spectra using the modified
LPSD technique described above. The plot on the right was made by injecting the same signals into white Gaussian noise
and creating spectra using Welch’s method. Note that for any single bin and for equal TDFT the spectral estimate obtained
with the LPSD method (Eq. 10) is mathematically equal to that obtained with Welch’s method.

Compton frequency and at an amplitude corresponding to
the hypothetical coupling constant, and were subsequently
identified through cross-checks between spectra as persistent
candidate DM signals.

The formerly proposed [17, 22] and herein utilised con-
dition of setting the frequency bin widths equal to the ex-
pected DM line width for attaining optimal SNR was tested
using simulated DM signals as well. Mock DM signals and
monochromatic sine signals were injected into real GEO 600
data and Gaussian noise, and spectra were made for which
the width of the frequency bins ∆fbin (and correspondingly
the length of the DFTs TDFT) was varied over four orders of
magnitude. The recovered amplitude of signals injected into

GEO 600 data in spectra created using the LPSD algorithm
is plotted in Fig. 3 (left). This shows that the recovered am-
plitude of signals starts to decrease as the DFT length ex-
ceeds the coherence time (a monochromatic sine has infinite
coherence time), and validates the rejection of the remain-
ing candidate signal above as its amplitude was found to be
roughly constant for TDFT/τc > 10. The recovered SNR of
signals injected into Gaussian noise in spectra created using
Welch’s method [37] is plotted in Fig. 3 (right), which con-
firms that the SNR is maximal when the frequency bin width
is roughly equal to the full-width at half maximum ∆fDM of
the spectral line shape of the signal. This is a consequence
of the aforementioned decrease in recovered amplitude for
smaller bin widths and the scaling of white Gaussian noise.
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