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Introduction

The aim of the proposed study is to investigate whether retweet frequencies among proponents of voter
fraud conspiracy theories on Twitter during the 2020 US election are consistent with content bias,
demonstrator bias, and/or frequency bias. To do this, we will use an agent-based model (ABM) with
parameters that correspond to each form of bias. The output of this ABM will be �t to the real data using the
random forest version of approximate Bayesian computation (ABC) to infer the parameter values that likely
generated the observed retweet frequencies.

Additionally, we aim to conduct secondary analyses to assess the potential targets of content or
demonstrator biases. The emotional content of tweets will be measured using sentiment analysis, whereas
demonstrator attractiveness will be based on follower count and whether they are veri�ed. A large body of
research suggests that content with negative sentiment has an advantage over content with positive sentiment
across several domains. A bias towards negative sentiment has been found in recall, perception, and
impression formation (Baumeister et al., 2001; Rozin & Royzman, 2001), recall-based social transmission
(Bebbington et al., 2017; Walker & Blaine, 1991), credulity (Fesller, 2014; Hilbig, 2009, 2011, 2012) and
cultural artefacts such as song lyrics (Brand et al., 2019). In digital media, evidence of negative bias has been
suggested for “fake news” articles (Acerbi, 2019) and tweets about a climate change summit (Hansen et al,
2011), or, more generally, about political events (Schöne et al., 2021).

Some research, however, has demonstrated an advantage for content with positive sentiment when
sharing information with others. Van Leeuwen and colleagues (2018) found an advantage for positive
vignettes in decisions to share with strangers (but not friends), and Ferrara and Yang (2015) found that, while
tweets with negative sentiment were retweeted more quickly, they received fewer retweets than tweets with
positive sentiment. Studies have suggested that the strength of emotion evoked by information content
in�uences the transmission of that content. In general, stronger emotional content (regardless of sentiment
direction) is associated with increased attention (Fernández-Martín & Calvo, 2015), improved recall-based
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transmission (Kashima et al., 2020; Stubbers�eld et al, 2017) and increased choice to transmit to others
(Berger, 2011; Berger & Milkman, 2010; Steiglitz & Dang-Xuan, 2013). Similarly, other studies evidenced
that emotional language, in general, in�uences the di�usion of content in social media (Brady et al., 2107).

Based on this research, if content bias is detected then we hypothesize that it will be targeted towards
stronger emotional content, but we remain agnostic as to the direction of the emotion (positive or negative).
If demonstrator bias is detected then we hypothesize that it will be targeted towards individuals that are
veri�ed and have more followers.

Data

The data for this study comes from the VoterFraud2020 dataset1, collected between October 23, 2020 and
December 16, 2020 by Abilov et al. (2021). This dataset includes 7.6 million tweets that were collected in real
time using Twitter’s streaming API. Abilov et al. (2021) started out with a set of keywords and hashtags that
co-occurred with “voter fraud” and “#voterfraud” between July 21, 2020 and October 22, 2020, and
expanded their search with additional keywords and hashtags as they emerged (e.g. “#discardedballots” and
#stopthesteal”). They estimate that their dataset includes at least 60% of tweets that included their search
terms. Abilov et al. (2021) also applied the infomap clustering algorithm to the directed retweet network to
identify di�erent communities that engaged with the voter fraud conspiracy theory. We will run our analysis
using only the user and tweet data from cluster #2, the “proponent” community that tweets primarily in
English and does not have signi�cant connections to members of the “detractor” community, so that retweet
events are more indicative of cultural transmission.

Methods

ABM and ABC

The agent-based model (ABM) we will use has elements from Carrignon et al. (2019), Lachlan et al. (2018),
and Youngblood and Lahti (2021). The ABM is initialized with a fully-connected population of N users and
is run for 216 timesteps, each of which correspond to a six-hour interval in the real dataset (the highest
resolution possible given computational limits). Each user is assigned a follower count (T) and an activity
level (r) drawn randomly from the observed data. T is scaled with a mean of 1 and a standard deviation of 1.
Follower counts greater than or equal to 100,000 (0.087%) will be excluded, as they �atten nearly all variation
in T after scaling. The ABM is also initialized with a set of tweets with retweet frequencies drawn randomly
from the �rst timestep in the observed data. Each tweet is assigned an attractiveness (M). At the start of each
timestep, a pseudo-random subset of users becomes active (weighted by their values of r) and tweets
according to the observed overall level of activity in the same timestep. All active users have the same

1 https://voterfraud2020.io/
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probability of tweeting an original tweet (µ) as opposed to retweeting an existing tweet (1 - µ), based on the
proportion of original tweets in the real dataset. New original tweets are assigned an attractiveness of M,
while retweets occur with probability Px :
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F is the number of times that a tweet has been previously retweeted, and is raised by the level of frequency
bias (a). a is the same across all agents, where values > 1 simulate conformity bias and values < 1 simulate
novelty bias. T is raised by the level of demonstrator bias (d). d is the same across all agents, where values of 0
simulate neutrality by removing variation in follower count and values > 0 simulate increasing levels of
demonstrator bias. M is the attractiveness of the tweet, and is drawn from a truncated normal distribution
with a mean of 1, a standard deviation of 1, and a lower bound of 0. M is raised by the level of content bias
(c). c is the same across all agents, where values of 0 simulate neutrality by removing variation in the
attractiveness of content and values > 0  simulating increasing levels of content bias. Lastly, the �nal term
simulates the decreasing probability that a tweet is retweeted as it ages, where g controls the rate of decay.
Once the active users are done each tweet increases in age by 1 and the next timestep begins.

In summary, the following are the dynamic parameters in this ABM that we will estimate using
approximate Bayesian computation (ABC):

● a - level of frequency bias
● d - variation in the salience of follower count
● c - variation in the salience of the attractiveness of content
● g - rate of decay in tweet aging

All other parameters in the ABM will be assigned static values based on the real dataset. The output of this
ABM is a distribution of retweet frequencies (see Figure 1), which will be used to calculate the following
summary statistics: (1) the proportion of tweets that only appear once, (2) the proportion of the most
common tweet, (3) the Hill number when q = 1 (which emphasizes more rare tweets), and (4) the Hill
number when q = 2 (which emphasizes more common tweets). We will use Hill numbers rather than their
traditional diversity index counterparts (Shannon’s and Simpson’s diversity) because they are measured on
the same scale and better account for relative abundance (Chao et al., 2014; Roswell et al., 2021).
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Figure 1. The retweet distributions resulting from conformity, novelty, content, and demonstrator bias using this ABM (100
iterations each). Biases were modelled with the following parameter values: a = 1.4 (conformity), a = 0.6 (novelty), c = 1 (content),
and d = 1 (demonstrator). The x-axis (the identity of each tweet) and the y-axis (the number of times each tweet was retweeted)
have been log-transformed.

The same summary statistics will be calculated from the observed retweet distribution of the real dataset. For
purposes of the summary statistic calculations quote tweets will be treated like original tweets, as they
themselves can be retweeted. Then, the random forest version of ABC (Raynal et al., 2018) will be conducted
with the following steps:

● 200,000 iterations of the ABM will be run to generate simulated summary statistics for di�erent
values of the parameters: c, a, d, and g. More iterations may be needed depending on levels of
out-of-bag error during the �nal step.

● The output of these simulations will be combined into a reference table with the simulated summary
statistics as predictor variables, and the parameter values as outcome variables.

● A random forest of 1,000 regression trees will be constructed for each of the four parameters using
bootstrap samples from the reference table.

● Each trained forest will be provided with the observed summary statistics, and each regression tree
will be used to predict the parameter values  that likely generated the data.
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We estimate that 200,000 iterations of the ABM would take about 134 days to run in serial, so the analysis
will be conducted in parallel using the High Performance Computing Center at the College of Staten Island,
City University of New York.

Sentiment Analysis

Sentiment analysis will be conducted using the valence aware dictionary for sentiment reasoning (VADER), a
model speci�cally designed for use with social media posts from platforms like Twitter (Hutto & Gilbert,
2014). VADER is available through the natural language toolkit in Python, and outputs both the strength
(low to high) and the direction (positive to negative) of emotion in a text.

General Linear Modeling

To determine the potential targets of content and demonstrator biases we will conduct Bayesian general
linear modeling (GLM). Retweet count will be used as the outcome variable, and the following will be used
as predictor variables: strength of tweet sentiment (low to high), direction of tweet sentiment (positive to
negative), follower count, and veri�cation status (T/F).
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