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MTEF Equations of Motion

Starting from a density matrix representation of the full system, ρ̂, we Wigner trans-

form over the nuclear subsystem, producing a unique mapping onto a nuclear position

R and momentum P phase space X = (R,P), where R and P are collective variables

R = (R1, . . . ,RNn), P = (P1, . . . ,PNn), with Ri,Pi ∈ Rd. The partial wigner transform is

defined for any operator as

ρ̂W (R,P) =
1

(2π)dNn

∫
dXeiP·X 〈R− X

2
|ρ̂|R +

X

2
〉 , (1)

leaving a Hilbert space operator character over the electronic degrees of freedom, dependent

on the continuous nuclear phase space parameters. In general, developing equations of motion

for ρ̂W (R,P), (or any operator), requires taking the partial Wigner transformation of the

Liouville von-Neumann equation of motion for ρ:

∂ρ̂W
∂t

= −i
(

(Ĥρ̂)W − (ρ̂Ĥ)W

)
(Ĥρ̂)W = ĤW exp

( 1

2i
Λ
)
ρ̂W

Λ =
←−
∇P ·

−→
∇R −

←−
∇R ·

−→
∇P

g exp
(
κΛ
)
f =

∞∑
s=0

κs

s!

s∑
t=0

(−1)t
(
s

t

)[
∂s−tR ∂tP f

] [
∂tR∂

s−t
P g

]
.

(2)

Where the final line defines the “Moyal product” also known as the “star product”.1 By

expressing the Poisson braket operator Λ, in terms of the ratio of masses between the nuclei

and the electrons Λ = (m/M)
1
2 Λ′, and truncating the Moyal product of e(m/M)

1
2 Λ′ at first

order, one can arrive at the Quantum-Classical Liouville Equation (QCLE):2

i
∂

∂t
ρ̂W (R,P) = −i[ĤW , ρ̂W ] +

1

2

(
{ĤW , ρ̂W} − {ρ̂W , ĤW}

)
, (3)

where {A(R,P), B(R,P)} refers to the normal Poisson bracket.
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To derive MTEF equations of motion from the QCLE, one takes the mean field ap-

proximation by assuming that the full system can be written as a sum of correlated and

uncorrelated parts,

ρ̂W (X, t) = ρ̂e(t)ρn,W (X, t) + ρ̂corr,W (X, t), (4)

and then neglecting the contribution of the correlated part in the dynamics. Note that while

the ensuing dynamics do not explicitly treat the effect of subsystem correlation, the initial

state generally is correlated, and therefore is implicitly included in the dynamics.

Under this approximation, the electronic density matrix is

ρ̂e(t) = Trn

(
ρ̂(t)

)
=

∫
dXρ̂W (X, t), (5)

and the nuclear (quasi) probability phase space distribution is ρn(X, t) = Tre (ρ̂W (X, t)).

In the equations of motion resulting from inserting this approximation into the QCLE, the

evolution of the reduced Wigner density of the nuclear subsystem can be exactly represented,

via the method of characteristics, by a sufficiently large ensemble of multiple independent

trajectories, ρn,W (X, t) = 1
N

∑N
i δ(Xi −X(t)). Each trajectory evolves according to Hamil-

ton’s equations of motion generated from the mean-field effective Hamiltonian,

∂Ri

∂t
=
∂HEff

n,W

∂Pi

,
∂Pi

∂t
= −

∂HEff
n,W

∂Ri

HEff
n,W = Hn,W (Xi(t)) + Tre

(
Ĥen,W (Xi(t))ρ̂

i
e(t)
)
.

(6)

Where Hn,W and Hen,W refer to the partially Wigner transformed nuclear and electron-

nuclear coupling operators, respectively. The electronic density associated with each trajec-

tory , ρie(t), evolves according to the following commutator:

d

dt
ρ̂ie(t) = −i

[
Ĥe + Ĥen,W (Xi(t)), ρ̂

i
e(t)
]
. (7)
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The exact expression for the average value of any observable, 〈O(t)〉, can be written as

〈O(t)〉 = Tre

∫
dXÔW (X, t)ρ̂W (X, 0) = Tre

∫
dXÔW (X)ρ̂W (X, t)

=
1

N

N∑
i

Tre

(
ÔW (Xi(t))ρ̂

i
e(t)

) (8)

The mean field limit of this expression simple corresponds to evaluating the integral by

sampling initial conditions for an ensemble of independent trajectories from ρ̂W (X, 0), and

then generating the time evolution for each trajectory by approximating ÔW (X, t) by it’s

mean-field counterpart.

Following the sampling of an initial nuclear condition, Xi, from the Wigner distribution

associated to the nuclear subsystem wave function, the electronic system is initialised as:

(Ĥe + Ĥen,W (Ri))φa(r) = εa(Ri)φa(r), (9)

i.e. implicitly as the BO electronic state atRi. Under this scheme, the electronic subsystem’s

initial conditions are implicitly correlated with the nuclear subsystem’s quantum statistics.

In cases where the nuclear initial state is impractical to calculate exactly one may utilise

the normal modes of the molecular system, or phonon coordinates of a periodic system, to

treat the full nuclear wavefunction as a Hartree product of N uncoupled harmonic oscillators,

where N is the number of non-rotational and non-translational nuclear degrees of freedom:

χn(R) ≈ χ1(Q1)⊗ . . .⊗ χN(QN)

χi(Qi) =
∑
l

c
(i)
l χ

l
i(Qi).

(10)

With c
(i)
l referring to the occupation of the lth excited state of normal mode i with wave-

function, χli, and Qi(R) the normal mode coordinate. Formally, this is exactly equivalent to

taking a second order Taylor expansion approximation of the BO surface about the equilib-
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rium nuclear position R0:

Hnuc(R,P) =
∑
l

1

2Ml

P2
l +

∑
lm

1

2
(Rl −R0

l )
∂2VBO
∂Rl∂Rm

∣∣∣∣
R0

(Rm −R0
m). (11)

Defining the dynamical matrix, Hlm = 1√
Ml

∂2V
∂Rl∂Rm

1√
Mm

, and it’s diagonalizing unitary trans-

form, DTHD = Ω, DTD = 1, where Ωij = ω2
i δij, we construct the normal coordinate

transform for all non-rotational, non-translational (imaginary) ω2
i , (here we include ~ for

clarity):

√
Ml(Rl −R0

l ) =
∑
i

Dliqi ,
Pl√
Ml

=
∑
i

Dlisi

si =
√

~ωiSi , qi =

√
~
ωi
Qi,

(12)

such that we obtain the nuclear Hamiltonian in dimensionless normal mode coodinates:

H(Q,S) =
∑
i

~ωi
2

(S2
i +Q2

i ). (13)

Of course, the simple harmonic wave function solutions to the above Hamiltonian have

well known analytical expressions and are trivially Wigner transformed, the ground state

harmonic oscillator wavefunction’s Wigner function for instance is:3

W0(Q,S) =
1

π
exp

(
−S2 −Q2

)
. (14)

We can therefore sample these transforms for (Q,S) and then use eq. (12) to back transform

to from normal mode coordinates to cartesian coordinates.
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MTEF-BO Equations of Motion in the Born Oppenheimer

Basis

In deriving the MTEF equations of motion in the BO basis, we start by writing the molecular

hamiltonian in terms of position and momentum space operators for the electrons (light

particles), r̂, p̂ and nuclei (heavy particles) R̂, P̂ . These are again understood to be collective

variables.

Ĥ(r̂, p̂, R̂, P̂ ) =
1

2M
P̂ 2 + ĥe(r̂, p̂, R̂)

ĥ(r̂, p̂, R̂) =
1

2
p̂2 + V̂ (r̂, R̂)

V̂ (r̂, R̂) = V̂ee(r̂) + V̂en(r̂, R̂) + V̂nn(R̂).

(15)

We then utilise a position representation in the nuclear dof by expanding in the space of

nuclear position states 1R =
∫
dR |R〉 〈R|, leading to

Ĥ(R) = − 1

2M
∇2

R + ĥe(r̂, p̂,R) (16)

For a transition between two electronic states g and e, we can expand in the adiabatic basis

|φa(R)〉 , (a = g, e) which are dependent on the nuclear positions R defined by,

ĥe(R) |φa(R)〉 = εa(R) |φa(R)〉 . (17)

Taking the partial Wigner transform of eq. (16) leads to

ĤW (R,P) =
1

2M
P2 + ĥe,W (r̂, p̂,R) (18)

where ĥe,W (R) is the normal electronic hamiltonian operator, now dependent on R in the

Wigner nuclear phase space. Starting with the separability approximation for the density
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operator, and neglecting correlations, we have ρ̂W = ρ̂eρn(R,P), with

∂tρ̂e = −i
[
TrX 〈ĥe,W (R)〉 , ρ̂e

]
(19)

where TrX 〈. . .〉 =
∫
. . . dRdP, and P scalar terms are cancelled by the commutator. We

are of course interested in evaluating the dipole-dipole correlation function:

Cµµ(t) =

∫
dRdPTre

{
µ̂W σ̂(t)

}
=

∫
dRdPTre

{
µ̂W (t)σ̂(0)

}
,

(20)

where σ̂ = [µ̂W , ρ̂W ], and we resolve the dipole operator as

µ̂W (R, t = 0) = −r̂ + ZRR

=
∑
aa′

|φa〉 〈φa|(−r̂)|φa′〉 〈φa′ |+ δaa′ZRR |φa〉 〈φa′|

=

 R µge(R)

µeg(R) R


(21)

Where ZR refers to the ionic charge of each nuclei. In practice we can neglect the intra-state

R term as we are focused entirely on the transition dipole moment.

Taking the initial state as the ground state, (|Ψ〉 = |χ0
gφg〉)

ρ̂W (R,P, 0) = ρng (R,P)

1 0

0 0

 , (22)
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leads to

ˆσ(0) = [µ̂W , ρ̂W (R,P, 0)]

= ρng (R,P)

 0 −µge(R)

µeg(R) 0

 .
(23)

And therefore the correlation function becomes

Cµµ(t) =

∫
dRdP (µgeW (R, t)σeg(0) + µegW (R, t)σge(0))

=

∫
dRdP

(
µgeW (R, t)µegW (R, 0)

− µegW (R, t)µgeW (R, 0)
)
ρng (R,P).

(24)

We can construct an identical quantity from a different initial condition as a superposition

state (|Ψ〉 = 1√
2
|χg〉 (|φg〉+ i |φe〉)) giving,

ˆ̃ρW (R, P, 0) = ρng (R,P)
1

2

1 −i

i 1

 (25)

For this different initial condition we propagate

C̃µµ(t) =
i

2

∫
dRdP

(
µgeW (R, t)µegW (R, 0)− µegW (R, t)µgeW (R, 0)

)
ρng (R,P)

=
i

2
Cµµ(t) (26)

With this different initial condition, we take the MTEF form of the nuclear density arising

from the Monte Carlo integration described above,

ρn(R,P) =
1

N

∑
i

δ(R−Ri(t))δ(P−Pi(t)). (27)

The subsequent equations of motion for the system are for the electronic density, needed for
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the nuclear trajectories are:

∂tρ̃
aa′

e = −iρ̃aa′e (t)(εa(Ri(t))− εa′(Ri(t)))

+
∑
a′′

Pi(t)

M

(
ρ̃aa

′′

e (t)dia′′a′(t)− diaa′′(t)ρ̃a
′′a′

e (t)
)

∂tRi(t) = Pi(t)/M

∂tPi(t) =
1

2

∑
aa′

(
F aa′

W (t)ρ̃a
′a
e (t) + ρ̃aa

′

e (t)F a′a
W (t)

)
=
∑
aa′

<
[
F aa′

W (t)ρ̃a
′a
e (t)

]
=
∑
a

−∂Rεa(Ri(t))ρ̃
aa
e (t)

+
∑
aa′

<
[(
εa(Ri(t))d

i
aa′(t)− εa′(Ri(t))d

i
a′a(t)

)
ρ̃a
′a
e (t)

]

(28)

Where in the last two equations we have used the identity diaa′(t) = 〈φa|∂Ri
φa′〉 |Ri(t) =

−(dia′a(t))
∗, to manipulate F aa′

W (t) = −〈φa(R)|∂RĤW |φa′(R)〉 |Ri(t). Note that for transitions

like the S0/S2 transition 1D H2 focused on in the body of this paper, the non-adiabatic

coupling vector (NACV) daa′ = 0, means that the mean field force acting on the nuclei is at

all times a 1
2
superposition of the S0 and S2 surfaces.

These are propagated alongside the dipole matrix element equations of motion, needed

for the correlation function:

∂tµ
aa′

W (Ri(t)) = iµaa
′

W (Ri(t))(εa(Ri(t))− εa′(Ri(t))). (29)

STEF Spectral Negativity

As mentioned in the main text, previous work by Goings et. al4 employed STEF-kick dy-

namics simulations to calculate spectra in fully ab-initio 3D H2 by initialzing the nuclear

geometry in non-equilibrium ‘compressed’ geometries. Geometries were selected correspond-

ing to expected vibrational energies from Boltzmann distributions at arbitrary temperatures
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and the δ−Kick method was used to excite the electronic subsystem. Furthermore, only the

magnitude of the spectral response was depicted, which does not show the spectral negativ-

ity resulting from initialising the mean field simulations in a non-equilibrium state. Here we

utilise the canonical initial conditions of the STEF-BO picture for the 1D H2 model. The

electronic occupation is equal for each of the two surfaces ivolved in the transition, and the

nuclear initial condition corresponds to the equillibrium geometry of the initial surface. In

0
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(c)

STEF-BO

Figure S1: 1D H2 S0 ← S2 absorption spectra, comparing exact, MTEF-BO and STEF-BO.

Fig. S1c we see the results of STEF-BO for the S2 ← S0 region of the spectrum, showing

that this only captures positive spectral intensities in the vicinity of the exact results, with

accurate peak placement only at the MTEF level. Furthermore the contributions to the

unphysical pre-peak features of individual trajectories become apparent in the low energy

tail. For completeness we also feature the S0 ← S2 results in Fig. S2, which demonstrate the

same features of correct spectral sign only in the region of the exact results and alternating

sign elsewhere.
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Figure S2: 1D H2 S2 ← S0 absorption spectra, comparing exact, MTEF-BO and STEF-BO.

Application to Displaced Harmonic Oscillator Model

In order to investigate the limitations of MTEF, we can utilise a model which captures the

essential physics of the S0/S2 1D H2 transition which was focused on in the first portion

of the main text. Recall that for this transition, the NACV’s between the two electronic

adiabatic states are zero, that is 〈φa(R)|∂Rφa′(R)〉 = 0 ∀ a, a′ in the BO basis, with a, a′

restricted to S0/S2 This means that matrix elements for the partially Wigner transformed

molecular hamiltonian can be written as

ĤW (R,P ) =
P 2

2M
1 +

εg(R) 0

0 εe(R)

 . (30)

As described in detail in the first section of this SI, MTEF is rooted in a mean field ap-

proximation to the QCLE, which is itself the first order expansion of the partially Wigner
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transformed Liouville von-Neumann equation. Taking eq. (2) to second order provides,

∂ρ̂W
∂t

= −i
[
ĤW , ρ̂W

]
+

1

2

(
{ĤW , ρ̂W} − {ρ̂W , ĤW}

)
− i

8

([
∂2
P ĤW , ∂

2
Rρ̂W

]
+
[
∂2
RĤW , ∂

2
Pρ̂W

]) (31)

Which in our model Hamiltonian eq. (30) becomes,

∂ρaa
′

W

∂t
= −i(εa(R)− εa′(R))ρaa

′

W

+

[
1

2
(∂Rεa(R) + ∂Rεa′(R)) ∂P −

P

M
∂R

]
ρaa

′

W

− i

8

(
∂2
Rεa(R)− ∂2

Rεa′(R)
)
∂2
Pρ

aa′

W +O
(
(m/M)

3
2

)
(32)

Such that the error in time propagation resultant from taking only the first order expansion,

compared to the second, is proportional to the difference in energy surface curvature.

If we take the analytically solvable Displaced Harmonic Oscillator (DHO) model5,6 by

using surfaces εa(R) = 1
2
ω2
a(R − Da)

2 + Ea, we see that for identical surfaces ωe = ωg that

the 2nd order and higher terms in the Wigner transformed Liouville von-Neumann equation

are zero, rendering the QCLE exact for this case.

To demonstrate the effect of varying surface curvature, we took parameters similar to

harmonic surface fits to the BO surfaces in 1D H2, and for simplicity, took the FC approxima-

tion alongside setting µaa′(R) = (1− δaa′)a.u.. We solve the exact and MTEF-TCF spectra

for the DHO with different values of ωe relative to ωg by propagating for Tf = 2 · 104a.u..

In Fig. (S3) we see iin the left column that for identical upper and lower surfaces, mean

field theory is of course exact, and for varying surfaces, MTEF displays a peak broadening

and prepeak features. The origin of this broadening is from an effective damping in the time

dependent signal, shown in Fig. (S4).
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Figure S3: Spectra for the DHO model with several excited and ground state surface fre-
quencies in each column. Each row compares exact, MTEF-BO and STEF-BO results re-
spectively, with the Exact peak placement for each column overlaid across each as vertical
dashed lines.
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Figure S4: DHO MTEF time dependent dipole-dipole correlation signal in the left column
and the resulting spectra in the right column, with the relative surface curvature denoted
in the right column legend, and exact spectral peaks overlaid as vertical black dashed lines.
For clarity, the time dependent signal is curtailed at 1 · 104a.u..
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MTEF-Kick Comparison to the Nuclear Ensemble Ap-

proach

In the Nuclear Ensemble Approach (NEA)7 the absorption spectra is written as

σ(ω) =
4π2

cω

∑
n

∫
dR|χ00(R)|2∆ω2

0n(R)| 〈φ0|µe(r, R)|φn〉r |
2L(ω − ω0n(R), δn)

=
4π2

cω

∑
n

1

Nt

Nt∑
l=1

∆ω2
0n(Rl)| 〈φ0|µe(r, Rl)|φn〉r |

2L(ω − ω0n(Rl), δn)

L(x− xi, δ) =
1

π

δ

(x− xi)2 + (δ)2

(33)

Where ∆ω2
0n(R) is the vertical excitation energy between the ground and excited electronic

states, µe is the electronic dipole operator, L is a Lorentzian broadening function dependent

on a width parameter δ, and in the second line we have taken a Monte Carlo sampling

integral of the first line, selecting Rl from |χ00(R)|2. This Monte Carlo integral is precisely

equivalent to the MTEF procedure sampling from the Wigner transform of the nuclear

ground state, however unlike the MTEF-kick approach doesn’t include any nuclear dynamics

effects modulating the electronic properties. The NEA results for Nt = 1.3×105 in the model

H2 system discussed in the main text are compared to the exact vibronic spectra and the

MTEF-kick spectra in figure S5, showing directly that while sampling over initial equilibrium

configuration naturally leads to a broadening of the resulting spectrum, the dynamics of the

nuclear subsystem coupled to the electronic subsystem are responsible for the vibronic peak

structure of the MTEF-kick results. A width parameter of δ = − log(10−3)
Tfπ

was used for

Tf = 10, 000[a.u.], creating a width commensurate with the dynamics results which have a

similar width due to the the exponential damping mask used in the Fourier transform of the

dipole signal.

The NEA method was also applied to the benzene molecule, with the dipole oscillator

strengths and transition energies calculated via the Casida equation with 400 unoccupied
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Figure S5: Exact vibronic spectra overlaid with the results of the NEA calculation in (a),
with the MTEF-kick results from the main text recreated in (b).
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orbitals for the same set of initial nuclear geometries used for the MTEF-TDDFT-kick spectra

and the same simulation box parameters reported in the main text. The results are shown

in figure S6. We see that there is good qualitative agreement between the two methods in

this system, due to the density of electronic and vibrational states in the energy range. For

completeness we also recreate the NEA results of Crespo-Otero and Barbatti7 calculated

with a more sophisticated xc functional, and find quite good agreement, particularly in the

5.5eV to 6eV energy range.

While these two methods are qualitatively quite similar for the linear optical absorption

spectra, as evidenced from the NEA H2 calculation generally speaking the MTEF dynamics

do indeed add non-trivial information. Furthermore for non-linear and time dependent

spectra and phenomena, static ion ensemble approaches like NEA are either inapplicable

or less suitable than our proposed framework.

More Detail on the ICWF Method

The conditional wave function (CWF) approach can be developed starting from the full

molecular wave function for electrons and nuclei, Ψ(r,R, t), which can be formally decom-

posed in terms of the CWFs of each subsystem:

ψαe (r, t) :=

∫
dRδ(Rα(t)−R)Ψ(r,R, t), (34)

ψαn(R, t) :=

∫
drδ(rα(t)− r)Ψ(r,R, t). (35)

From these definitions one can show that the CWFs, ψαe (t) and ψαn(t), obey non-Hermitian

equations of motion involving complex potentials which are functionals of the full wave

function and cause the time-evolution of the individual CWFs to be non-unitary.8 The

recently developed Interacting-CWF (ICWF) method9 avoids the direct calculation of these
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Figure S6: Benzene MTEF-TDDFT-kick spectrum calculated with the adiabatic LDA func-
tional from the main text alongside the NEA spectrum calculated with the LDA functional
and a CAM/B3LYP functional recreated from Crespo-Otero and Barbatti 7 compared to
experiment.
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nonlocal complex potentials by positing the following multiconfigurational CWF basis ansatz

for the full many-body wave function:

Ψ(r,R, t) =
Nc∑
α=1

Cα(t)ψαe (r, t)ψαn(R, t). (36)

The basis functions in this sum are chosen to be single particle CWFs that satisfy the

mean-field, or Hermitian, limit of the CWF equations in which the complex potentials triv-

ially vanish. The upper limit of the sum, Nc, refers to the total number of configurations,

which can be stochastically sampled. Including interactions between the trajectories in the

ensemble through the coefficients C(t) = {C1(t), ..., CNc(t)} corrects the Hermitian-CWF

evolution. The time evolution of these coefficients is obtained by inserting eq. (36) directly

into the TDSE.

As described in the text, for the kick spectra adapted ICWF algorithm, the CWFs are

instead selected as eigenstates of the Hermitian propagators, and used as a static basis.

The imaginary and real time equations of motion for the expansion coefficient ~C are then

solved using the respective variational principles,10–13 allowing for a completely closed-loop

algorithm for wave function preparation and propagation.

To generate the kick spectra, after preparing the ground state ~C(0), the relevant degree

of freedom of the kick operator exp(−iκµ̂) is applied to each CWF, the Hamiltonian and

inverse overlap matrices are reconstructed, and ~C is propagated to the desired time. This

procedure is equivalent to propagating in the interaction representation, with V̂I(t) = κδ(t)µ̂.

Since these matrices are only constructed at time zero, this algorithm is extremely efficient,

requiring only the propagation of a Nc × 1 vector by a Nc × Nc matrix. For comparison,

the 1D H2 MTEF-kick results reported here required the propagation of 34, 000 trajectories

each consisting of 1082 × 1 electronic wave functions. With a parallelized implementation

and hardware allowing approximately 50traj/hr, this equates to roughly 680 compute hours.

The ICWF Nc = 4096 results reported in the main body by contrast require 17 compute
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hours on the same hardware.
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Figure S7: Convergence of the ICWF kick spectra results for increasing numbers of bases
Nc. The two lowest lying peaks are mostly converged by Nc = 1024, but the higher energy
spectra requires more variational degrees of freedom to capture.

With increasing non-redundant variational parameters, one is guaranteed to better cap-

ture the initial state and minimize the error of time dependent propagation.12 As an example

of the convergence properties of ICWF-kick, see Fig. S7. These spectra are the result of

utilising only lowest energy hermitian propagator eigenstates and propagating for Tf = 1500

a.u. with a mask function14 W (x) = 1−3x2 +2x3, for x = t/Tf applied to the time signal in

the Fourier Transform. The more accurate Nc = 4096 results in the main body are initialised

using mixes of the three lowest energy CWF eigenstates in roughly equal proportions.

Theoretical and practical developments are underway to implement the ICWF method

in arbitrary ab-initio settings.
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Complex Absorbing Potentials

Quadratic complex absorbing potentials15 of the following form were used in all simulations

of the one dimensional H2 model:

We(ri) = −iη
[
(ri − rl)2Θ(rl − ri) + (ri − rr)2Θ(ri − rr)

]
Wn(R) = −iη(R−Rr)

2Θ(R−R0),

(37)

where Θ is the Heaviside function, and η was set to 0.1Ha/a0 for both subsystems.

The electronic CAP cut offs, rl and rr, were placed 10a0 from the walls, while the nuclear

CAP start was set at R0 = 5.6875a0.
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