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Abstract 

There is a strong relation between children’s exposure to 
spatial terms and their later memory accuracy. In the current 
study, we tested whether the production of spatial terms by 
children themselves predicts memory accuracy and whether 
and how language modality of these encodings modulates 
memory accuracy differently. Hearing child speakers of 
Turkish and deaf child signers of Turkish Sign Language 
described pictures of objects in various spatial relations to each 
other and later tested for their memory accuracy of these 
pictures in a surprise memory task. We found that having 
described the spatial relation between the objects predicted 
better memory accuracy. However, the modality of these 
descriptions in sign, speech, or speech-plus-gesture did not 
reveal differences in memory accuracy. We discuss the 
implications of these findings for the relation between spatial 
language, memory, and the modality of encoding. 

Keywords: spatial language; spatial memory; sign language; 
co-speech gesture 

Introduction 

Previous research shows strong relation between training 

children in spatial language and their later spatial memory 

accuracy (e.g., Gentner, 2016; Lowenstein & Gentner, 2005). 

However, this link has been established through studies that 

focus on speech alone and neglect sign languages and co-

speech gestures (except for Gentner, Özyürek, Gürcanlı & 

Goldin-Meadow, 2013 that focused on deaf children prior to 

being exposed to a sign language). Visual-spatial forms of 

communication through sign or co-speech gestures might 

enhance memory more than arbitrary encodings in speech 

due to the visually motivated mappings between the linguistic 

form and the actual spatial configuration that it refers to (i.e., 

iconicity). In this study, we investigated the linguistic 

encoding and spatial memory accuracy of Left-Right spatial 

relations between objects, which are linguistically acquired 

late by speaking but not by signing children (Sümer, 2015). 

We asked whether linguistic encoding of the spatial relation 

between objects predicts better memory for the spatial 

relations for children. We also asked whether and how the 

modality of encoding (i.e., sign, speech, and speech-plus-

gesture) modulates differences in spatial memory accuracy.  

Children from early on start to communicate and reason 

about spatial relations (Landau, Dessalegn & Goldberg, 

2011). Knowledge and use of spatial terms are strong 

predictors of children’s spatial reasoning (Abarbanell & Li, 

2021; Dessalegn & Landau, 2008; Gentner, et al., 2013; 

Loewenstein & Gentner, 2005; Hermer-Vasquez, Moffet & 

Muncholm, 2001; Miller, Andrews & Simmering, 2016; 

Shusterman, Lee & Spelke, 2011; Simms & Gentner, 2019). 

Using spatial terms such as left-right (Hermer-Vasquez, 

Moffet & Muncholm, 2001), next (Miller, Patterson, & 

Simmering, 2016), and middle (Simms & Gentner, 2019) 

helps children perform better in spatial memory tasks that 

contain these spatial relations. For instance, Lowenstein & 

Gentner (2005) found that children who received instructions 

containing spatial terms (i.e., top, middle, bottom) 

outperformed children who were not trained on these terms 

when tested for spatial memory both immediately and after a 

2-day delay. However, this study lacks evidence as to 

whether the use of spatial terms by children themselves 

relates to their accuracy of spatial memory tasks that contain 

these spatial relations.  

Moreover, this previous work investigating the relation 

between spatial language and spatial memory focused on the 

linguistic encoding of space in speech alone. However, 

language is a multimodal phenomenon and includes co-

speech gestures and sign languages that operate on visual- 

spatial modality. Sign languages incorporate linguistic forms 

that bear visually motivated links to actual spatial relations 

(e.g., Emmorey, 2002 for American Sign Language and 
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Sümer, 2015 for Turkish Sign Language [TİD]). For instance, 

classifier constructions is one of the most frequent forms that 

signers use (Perniss, Özyürek & Zwitserlood, 2015) which 

employ handshapes resembling the size and shape of the 

objects and place these handshapes onto the signing space in 

an analog way to depict the spatial relation between the 

objects (Figure 1a). Signers may also use Other linguistic 

forms (Figure 1b&c) that encode spatial relations between 

objects on the signing space in iconic ways. However, these 

forms do not always encode information about size and shape 

of the objects involved (Karadöller, Sümer, Ünal & Özyürek, 

under review). Similarly, co-speech gestures can convey 

information regarding the spatial relations in an analog way 

together with speech (Figure 2). Despite the similarities 

between sign languages and co-speech gestures in describing 

spatial relations through visually motivated ways, they differ 

in the way they are acquired. Children acquiring sign 

languages are exposed to linguistic forms that bear visually 

motivated links as part of their language system. However, 

co-speech gestures are not learned as part of the linguistic 

system of spoken languages, rather they form a composite 

system together with speech (McNeill, 2005). Hence, there 

may be variation in the way children are exposed to gestures 

and the frequency and the type of gestures that are used by 

children. When it comes to speech, spatial relations between 

objects are represented through spatial terms that categorize 

spatial information in arbitrary ways. For instance, in order 

to describe the same picture in Figure 1a, an English speaker 

may say “the straw is to the left of the moneybox”. Therefore, 

speaking children need to learn arbitrary linguistic forms that 

encode space in categorical ways.  

Until now, prior work did not take into account sign 

languages in investigating the relationship between spatial 

language and spatial reasoning of children. Moreover, it also 

underrepresented iconic forms in spoken languages by 

neglecting co-speech gestures (but see Abarbanell & Li, 2021 

and Miller, Patterson & Simmering, 2016 that focused on 

gestures in isolation and compared them to speech directly). 

Focusing on speech-gesture combinations, however, is 

important to capture iconic aspects of spoken languages 

together with arbitrary speech forms when comparing spoken 

language descriptions to sign (Goldin-Meadow & Brentari, 

2017; Özyürek & Woll, 2019).  

Linguistic encoding of Left-Right is a late aspect of 

language development for speaking children (e.g., Benton, 

1959; Harris, 1972; Piaget, 1972; Rigal, 1994; Sümer, 2015). 

However, recent research has shown that such delayed 

linguistic acquisition patterns obtained for speaking children 

are not present for children learning TİD (Sümer, Perniss, 

Zwitserlood & Özyürek, 2014). Earlier encoding of Left-

Right spatial relations between objects by TİD-signing 

children compared to Turkish-speaking children has been 

attributed to the presence of visually motivated linguistic 

forms to encode spatial relations in sign (Sümer, 2015; Sümer 

et al., 2014). Furthermore, although Turkish-speaking 8-year-

old children rarely use left-right spatial terms and instead use 

general spatial nouns (e.g., side) in their speech alone, they 

frequently use spatial co-speech gestures together with 

speech to encode spatial relation between the objects in iconic 

ways (see Figure 2; Karadöller, Sümer, Ünal & Özyürek, 

2020). Therefore, iconic forms of communication might 

provide new evidence and unique insights into the 

relationship between spatial language and memory. 

 

 
 

 

 

 
 

Sepet-in              yan-ın-da                  gazete             var 

Basket-GEN side-POSS-LOC newspaper there-is                                                                             

‘There is a newspaper at the side of the basket’ 

 

Figure 2. Example from a hearing child speaker of Turkish 

using spatial gestures representing the size/shape and the 

relative location of the objects while using less informative 

“side” in speech. 

 

Even though not directly studied within the spatial domain, 

performing actions during encoding has been found to 

Basket 

Newspaper 
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promote better memory representations than verbal encoding 

only for adults. This has been argued to be due to the 

involvement of the motor system leading to richer and/or 

stronger memory representations (see Cohen, 1989 and 

Nilsson, 2000 for reviews). Sign language descriptions and 

co-speech gestures may be comparable to performing actions 

since the execution of signs and co-speech gestures recruit 

hand movements that structurally resemble the movements 

executed in tasks that are used in performing actions. This 

claim has been supported by research showing that encoding 

through signing results in better memory accuracy compared 

to verbal encoding and this effect has been found to be as 

strong as the performing actions (von Essen & Nilsson, 2003; 

Zimmer & Engelkamp, 2003). Consequently, in addition to 

the iconicity of information conveyed in sign languages and 

co-speech gestures, the involvement of the motor system in 

executing these forms could lead to differences in spatial 

memory accuracy.  

The Present Study 

The present study investigates whether encoding a spatial 

relation in a picture description predicts later recognition 

memory accuracy for signing and speaking children. Besides, 

it investigates whether differences in the modality of 

encoding (“sign vs speech alone” or “sign vs speech-plus-

gesture”) lead to differences in recognition memory 

accuracy. To address these questions, hearing child speakers 

of Turkish and deaf child signers of TİD described pictures 

of objects in various spatial relations to each other, after 

which their memory for the described pictures was tested. We 

coded the picture descriptions for the presence of spatial 

relation in sign, speech, and co-speech gesture. We had the 

following predictions: 

(a) Following previous research, we expect descriptions 

that convey spatial relation to have higher memory accuracy 

than descriptions that do not convey spatial relation 

regardless of the language of the participant. 

(b) When the modality of encoding is concerned, we expect 

descriptions in sign to predict better memory accuracy than 

speech alone descriptions due to iconicity of the linguistic 

encoding and the activation of the motor system. 

(c) When gestures are considered as part of the spoken 

descriptions, we foresee two possibilities. Descriptions in 

sign and speech-plus-gesture might generate equal memory 

accuracy. This might be because taking gestures into account 

might better represent spoken languages by incorporating 

iconic forms. Alternatively, signers might outperform 

speaking children even when speaking children’s gestures are 

taken into account due to the conventional and obligatory 

ways to encode space in sign but not in co-speech gesture. 

Method 

The methods reported in this study have been approved by 

the Ethics Review Board of the Radboud University. 

Participants Data were collected from 26 child monolingual 

speakers of Turkish (14 Female, Mean Age = 8;6) and 21 

child deaf signers of TİD (12 Female, Mean Age  = 8;5). Deaf 

children acquired their language from their deaf parents 

following birth. Participation was voluntary. 

Materials Stimuli of the description task consisted of 84 

displays with 4 pictures showing the same two objects 

(Figure and Ground) in various spatial configurations (i.e., 

Left, Right, Front, Behind, In, On). Ground objects (e.g., jar) 

was always in the center of the pictures and Figure objects 

(e.g., lemon) changed its location with respect to the Ground 

Objects. As a result, 4-pictures in one display differed only in 

terms of the position of the Figure object. This manipulation 

aimed to foreground spatial relations between the objects 

rather than the objects themselves and allowed us to ensure 

that participants mentioned the spatial relation between the 

objects as a distinguishing feature of the target picture in their 

descriptions. Each display had one target picture indicated by 

an arrow (Figure 3a).  

Stimuli of the memory task consisted of a sample of the 

same displays (n = 54) without the arrow. Display order and 

the arrangement of the 4-pictures in one display were 

randomized for the recognition memory task (Figure 3b). 

 

a   b  

 

Figure 3. Example displays of the description (a) and 

memory (b) tasks. 

 

Procedure Each participant was tested in a quiet room. All 

instructions were given orally in Turkish to speaking children 

by a Turkish speaking adult and in TİD to signing children 

by a deaf adult signer of TİD. No written instructions were 

used to avoid misunderstandings. The language status of the 

addressee was also matched with the participants’.  

In the description task, each trial started with a fixation 

cross (2000ms), followed by a 4-picture display (1000ms). 

Next, an arrow was presented for 500ms targeting one of the 

pictures in the display (Figure 3a) and disappeared. Next, the 

display with 4-pictures remained on the screen for an 

additional 2000ms until the visual white noise screen 

appeared. Participants described the target picture to an 

addressee during the visual white noise. After the description, 

the addressee chose the picture that the participant described 

on her tablet. Participants moved to the next trial by pressing 

the ENTER key. This task was video recorded from side-top 

and front angles for later coding for the sign, speech, and 

gesture.  

Following the description task, participants completed a 

Flanker Task as a distractor before the surprise recognition 

memory task. Adult participants received the original Flanker 

Task (duration 15mins) and child participants received the 

child-friendly version with fish (duration ~5mins).  
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In the surprise recognition memory task, participants were 

given the same displays and asked to click on the picture that 

they had previously described by using the mouse. The 

rationale for having this task as a surprise is to eliminate 

possible influences on the production performance. After the 

memory task, participants received the computerized version 

of the Corsi Block Tapping Task in forward order. 

 

Coding All descriptions were transcribed for target pictures 

containing Left-Right spatial relation between the objects (n 

= 20). These descriptions later coded for the presence of 

spatial relation in sign, speech, and when speech and gestures 

were combined. Transcription and coding were done using 

ELAN (Sloetjes & Wittenburg, 2008). 

In sign, participants used five different linguistic strategies 

to encode spatial relation between the objects such as 

classifier constructions (Figure 1a), pointing (Figure 1b), 

relational lexemes (Figure 1c), tracing of objects’ size and 

shape on the signing space, and lexical verb placements). All 

of these forms provide the exact spatial information between 

the objects in iconic ways. In speech, participants used 

specific (e.g., left) or general spatial nouns (e.g., side). 

Participants also used spatial gestures together with their 

speech (Figure 2). 

We grouped encodings by speakers into two categories 

based on the modality of information conveyed in the 

description to compare them with descriptions in sign. The 

first category (i.e., speech alone) incorporated the use of 

specific spatial nouns (i.e., left-right). Here, we excluded the 

descriptions with general spatial nouns (i.e., side) which did 

not specify the exact spatial relation between the objects. We 

made this selection to ensure that descriptions in sign and 

speech alone identified the pictures in similar ways and 

differed only in terms of the modality of encoding. The 

second category (i.e., speech-plus-gesture) consisted of 

speech gesture combinations that included specific or general 

spatial nouns with gestures.  

Results 

Control Measures 

First of all, speaking and signing children were compared to 

ensure similarity in terms of age and visual-spatial working 

memory span (i.e., Corsi Block Tapping Task). Bayesian t-

tests assessed the probability of the mean difference (MDIFF) 

greater than zero and less than zero using the R package 

BayesianFirstAid (version 0.1; Bååth, 2014). Signing and 

speaking children were similar in age (Bayesian two sample 

t-test: MDIFF(-5) > 0: p = 0.556, MDIFF(5) < 0: p = 0.444) 

and visual-spatial working memory (Bayesian two sample t-

test: MDIFF(-5) > 0: p = 0.972, MDIFF(5) < 0: p = 0.280). 

Memory Accuracy 

Recognition memory data were analyzed with generalized 

binomial linear mixed effects modelling (glmer) with random 

                                                           
1 These include left-right spatial nouns (14%), general noun side 

(19%), and speech-plus-gesture combinations (63%). 

intercepts for Subjects and Items. All models were fit using 

lme4 package (Bates, Mächler, Bolker & Walker, 2015) in R 

(R Core Team, 2018). This mixed effects approach allowed 

us to take into account the random variability that is due to 

having different participants and items. We did not include 

random slopes in our models because doing so either did not 

increase the model fit or the model was testing a between 

subject variable that cannot be added as a random slope. 

 

Memory Accuracy in relation to Spatial Encoding Signing 

and speaking children varied in the frequency of encoding the 

spatial relations between items. Signing children encoded the 

spatial relation between items in 90% of their total 

descriptions via linguistic strategies available in sign 

languages. Speaking children encoded the spatial relation 

between the items in 96% of their total descriptions 

considering both speech (33%) and speech gesture 

combinations (63%).1 

We analyzed whether having encoded the spatial relation 

between the items or not related to recognition memory 

accuracy of signers and speakers differently. We used a glmer 

model to test the fixed effects of Spatial Encoding (Spatial 

Encoding, No Spatial Encoding) and Language Group 

(Signer, Speaker) on binary values of Memory Accuracy (1 

= Yes, 0 = No) at the item level (Figure 4). Fixed effects of 

Spatial Encoding and Language were analyzed with centered 

contrasts (-0.5, 0.5). The model revealed a fixed effect of 

Spatial Encoding (β = 1.04, SE = 0.34, p < 0.01) in which 

regardless of the Language Group, descriptions that encoded 

spatial relation related to higher memory accuracy compared 

to descriptions that did not contain a spatial encoding. There 

was no effect of Language Group (β = 0.28, SE = 0.42, p = 

0.52) and no interaction between Spatial Encoding and 

Language Group (β = 0.69, SE = 0.68, p = 0.31).  

 
 

 
 

Figure 4. Memory accuracy of all descriptions across 

Language Group and Spatial Encoding.  

Note. Here and the following graphs colored dots represent 

the mean memory accuracy for each participant. The black 

diamond represents mean memory accuracy of the group. 

The width of the violins represents the density of the data 

distribution. The length of the violins depicts the range of 

the data points. 
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Memory Accuracy in relation to Modality of Encoding 

Next, we investigated whether the modality of information 

conveyed in the descriptions of signers and speakers related 

to recognition memory accuracy. To do so, we did two 

comparisons: (1) Memory accuracy of descriptions with Sign 

vs Speech alone (2) Memory accuracy of descriptions with 

Sign vs Speech-plus-gesture.   

First, we analyzed a subset of data which includes speech 

alone descriptions with left-right spatial nouns of speaking 

children (14% of the total descriptions) in comparison to all 

descriptions in sign for signing children (90% of the total 

descriptions). We tested to what extend the Modality of the 

encoding related to memory accuracy. We used a glmer 

model to test the fixed effect of Modality (Sign, Speech 

alone) on binary values of Memory Accuracy (1 = Yes, 0 = 

No) at the item level (Figure 5). The fixed effect of Modality 

was analyzed with centered contrasts (-0.5, 0.5). The model 

did not reveal a fixed effect of Modality (β = 0.61, SE = 0.56, 

p = 0.29), in which encoding via Sign or Speech alone did not 

lead to statistically significant differences in memory 

accuracy.  

 

 
 

Figure 5. Memory accuracy of descriptions with Sign vs 

Speech alone. 

 

Next, we analyzed speech-plus-gesture descriptions by 

speaking children (63% of the total descriptions) in 

comparison to all descriptions in sign for signing children 

(90% of the total descriptions). We tested to what extend the 

Modality of the encoding related to memory accuracy. We 

used a glmer model to test the fixed effect of Modality (Sign, 

Speech-plus-gesture) on binary values of Memory Accuracy 

(1 = Yes, 0 = No) at the item level (Figure 6). The fixed effect 

of the Modality was analyzed with centered contrasts (-0.5, 

0,5). The model did not reveal a fixed effect of Modality (β = 

0.58, SE = 0.36, p = 0.11) in which encoding via Sign or 

Speech-plus-gesture did not lead to statistically significant 

differences in memory accuracy. 

These results suggest first of all that regardless of the 

language used in the description, encoding the spatial relation 

in the description related to higher recognition memory 

accuracy than not encoding a spatial relation. Moreover, the 

type of spatial information conveyed in the description via 

different modalities did not lead to statistically significant 

differences in memory accuracy. 

 
 

Figure 6. Memory accuracy of descriptions with Sign vs 

Speech-plus-gesture.  

Discussion 

In this study, we investigated whether linguistic encoding of 

the spatial relation between objects predicted better memory 

for the spatial relation between objects and whether this effect 

differs across signing and speaking children. Additionally, 

we tested to what extend the modality of encoding predicted 

memory accuracy. We had two key findings: First, encoding 

a spatial relation predicted higher memory accuracy both for 

signing and speaking children. Second, the modality of 

encoding (Sign vs Speech alone or Sign vs Speech-plus-

gesture) did not predict statistically significant differences in 

memory accuracy.  

First of all, as for the relation between spatial language and 

memory, our study is first to investigate the relation between 

producing spatial terms by children themselves to encode 

space and later accuracy in a memory task that involves these 

spatial relations. Unlike the previous work (e.g., Lowenstein 

& Gentner, 2005) that investigates training children in spatial 

terms and its relations to later memory accuracy, we show 

that spontaneous encoding of space by children themselves 

relates to better memory accuracy. With this finding, we also 

extend the literature on spatial language use and spatial 

memory abilities of children (e.g., Abarbanell & Li, 2021; 

Hermer-Vasquez, Moffet & Muncholm, 2001; Miller, 

Patterson & Simmering, 2016; Simms & Gentner, 2019) in a 

memory task that involves one-to-one correspondence to the 

linguistic encoding task. Moreover, our findings provide 

evidence to the view that encoding space through language 

may function as an additional medium of representation for 

space. This additional medium, in turn, result in enhanced 

representations and augment representational power (see 

Dessalegn & Landau, 2008; Gentner, 2016; see also Ünal & 

Papafragou, 2016 for a general discussion on language and 

cognition). Here, we showed that such an enhanced 

representation predicted stronger or richer memory as 

evidenced by higher accuracy when the spatial relation 

between the items were present regardless of the modality of 

the representation.  

Our findings provide further evidence to the literature 

showing a strong relation between encoding with speech and 

later memory accuracy (Slamecka & Graf, 1978) and extend 
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this to encoding through sign and gesture (see also Gentner 

et al, 2013 and ter Bekke, Özyürek & Ünal, 2019). We also 

extend these findings to the domain of space (Clark, 1973), 

where the modality of encoding might have an impact due to 

the visually motivated link between the linguistic form and 

its meaning while encoding via sign and gesture but not 

speech alone. However, it seems that regardless of the 

modality of encoding, once children encode the spatial 

relation in their descriptions, they have better memory 

representations compared to cases where they do not encode 

the spatial relation.  

Despite the literature that shows a facilitating effect of 

encoding that incorporates actions on memory accuracy 

(Cohen, 1989; Nilsson, 2000) as well as the facilitating effect 

of encoding via sign over verbal encoding (Essen & Nilsson, 

2003; Zimmer & Engelkamp, 2003), we did not find 

differences between memory accuracy of descriptions that 

are encoded via sign and speech alone. One possibility of 

such a lack of difference might result from the fact that 

speech alone descriptions consists of left-right spatial nouns. 

It is possible that despite the iconicity of encoding and the 

involvement of the motor system that might lead to stronger 

memory representations while describing via sign, encoding 

the Left-Right spatial relations between objects by using 

spatial terms have their own challenges for speaking children. 

It might be that encoding space through spatial terms that 

categorize the spatial relation in arbitrary ways requires more 

effortful processing than simply depicting the spatial relation 

in iconic ways. Hence, results in memory representations that 

are equally strong to encoding via iconic forms. This is 

especially plausible for descriptions of Left-Right relations in 

which children reported to have difficulties in cognitive and 

linguistic encoding (Benton, 1959; Harris, 1972; Piaget, 

1972; Sümer, 2015) possibly due to the lack of any 

pragmatical cues to differentiate between symmetrical nature 

of Left and Right (see Grigoroglou, Johanson, & Papafragou, 

2019 for the discussion on pragmatical cues to distinguish 

Front and Back).  

Moreover, similar memory accuracy of descriptions in sign 

and speech alone might have resulted from the experimental 

differences of the verbal encoding condition as well as the 

type of stimuli items used to generate encodings. Previous 

studies showing a facilitating effect of encoding in sign over 

verbal encoding considered reading silently (Zimmer & 

Engelkamp, 2003) and hearing lists of words that were read 

to participants (von Essen & Nilsson, 2003) as the verbal 

encoding, in which participants were not actively producing 

stimuli items as our participants did. It has been found that 

having produced spoken descriptions generated better 

memory than words that were read silently (i.e., the 

production effect; e.g., Conway & Gathercole, 1987). Hence, 

in our study, having produced descriptions aloud might have 

generated stronger memory representations that can compete 

with encoding in sign. Besides, in contrast to previous studies 

that included lists of words to be encoded, our stimuli 

consisted of pictures of items. It has been robustly reported 

that pictures generates better memory than lists of words (i.e., 

the picture superiority effect; e.g., Paivio, Rogers & Smythe, 

1968). Possibly, using pictures as stimuli items induced more 

unique representations than words (Nelson, Reed & McEvoy, 

1977) or generated extensive conceptual processing of the 

stimuli compared to words (Weldon & Roediger, 1987).  

Finally, encoding via sign and speech-plus-gesture also 

predicted equal memory accuracy. It seems that taking 

gestures into account together with speech represented 

spoken languages on equal grounds to sign languages by not 

only focusing on arbitrary speech forms but also 

incorporating iconic forms of communication represented by 

co-speech gestures (Goldin-Meadow & Brentari, 2017; 

Özyürek & Woll, 2019). 

In conclusion, the present study contributes new evidence 

to the link between the use of spatial language and later 

memory accuracy of children. Our findings show for the first 

time that the use of spatial language by children themselves 

predicts better accuracy in memory tasks that require these 

spatial relations. However, the modality of encoding via sign, 

speech, or speech-plus-gesture does not further modulate 

differences in memory accuracy of children. 
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