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Abstract 

Organic light emitting diodes (OLEDs) are carbon-based compounds with structures 

designed for photo- or electro-luminescence, creating a unique alternative to traditional 

display technologies. Tailored device architecture can offer properties such as flexibility 

and transparency, presenting unparalleled application possibilities. Therefore, the 

commercial advancement of OLEDs is highly anticipated, and continued research is vital 

for improving device efficiency and lifetime. The performance of an OLED relies on an 

intricate balance between stability, efficiency, operational driving voltage, and colour 

coordinate, with the aim of optimising these parameters by employing appropriate material 

design. Multiscale simulation techniques can aid with the rational design of these materials, 

in order to overcome existing shortcomings. For example, extensive research has focused 

on the emissive layer and the obstacles surrounding blue OLEDs, in particular, the trade-

off between stability and efficiency, while preserving blue emission. To this aim, the novel 

concept of unicoloured phosphor-sensitised fluorescence (UPSF) has demonstrated the 

ability to overcome these limitations, by achieving a stable and efficient blue OLED. In 

order to quantify the potential of such a novel approach and OLED design, computational 

input is an essential component, making it possible to gain a better fundamental 

understanding, while highlighting key areas for further device improvements. More 

generally, due to the vast number of contending organic materials and with experimental 

pre-screening being notoriously time-consuming, a complementary in-silico approach can 

be considerably beneficial. The ultimate goal of OLED simulations is the prediction of 

device properties from chemical composition, prior to synthesis. However, various 

challenges must be overcome to bring this to a realisation. Computer aided design is 

becoming an essential component for future OLED developments, and with the field 

shifting towards machine learning based approaches, in-silico pre-screening is the future of 

material design.* 

  

 

*Adapted and reprinted from,1 Computer Aided Design of Stable and Efficient OLEDs; Paterson, L.; 

May, F.; Andrienko, D.; J. Appl. Phys. 2020, 128 (16), 160901. doi: 10.1063/5.0022870.1 with the 

permission of AIP Publishing 
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Zusammenfassung 

Organische Leuchtdioden (OLEDs) sind Verbindungen auf Kohlenstoffbasis mit 

Strukturen, die für die Photo- oder Elektrolumineszenz ausgelegt sind und eine einzigartige 

Alternative zu herkömmlichen Anzeigetechnologien darstellen. Eine maßgeschneiderte 

Gerätearchitektur bietet Eigenschaften wie Flexibilität und Transparenz und bietet 

beispiellose Anwendungsmöglichkeiten. Daher wird die kommerzielle Weiterentwicklung 

von OLEDs mit Spannung erwartet, und kontinuierliche Forschung ist für die Verbesserung 

der Geräteeffizienz und -lebensdauer von entscheidender Bedeutung. Die Leistung einer 

OLED beruht auf einem komplexen Gleichgewicht zwischen Stabilität, Effizienz, 

Betriebsspannung und Farbkoordinate, mit dem Ziel diese Parameter durch ein geeignetes 

Materialdesign zu optimieren. Multiskalensimulationstechniken können beim rationalen 

Design dieser Materialien helfen, um vorhandene Unzulänglichkeiten zu überwinden. Zum 

Beispiel haben sich umfangreiche Forschungen auf die Emissionsschicht und die 

Hindernisse rund um blaue OLEDs konzentriert, wie insbesondere der Kompromiss 

zwischen Stabilität und Effizienz unter Beibehaltung der blauen Emission. Zu diesem 

Zweck hat das neuartige Konzept der einfarbigen phosphorsensibilisierten Fluoreszenz 

(UPSF) die Fähigkeit gezeigt, diese Einschränkungen zu überwinden, um eine stabile und 

effiziente blaue OLED zu erreichen. Um das Potenzial eines solchen neuartigen Ansatzes 

und OLED-Designs zu quantifizieren, ist die rechnergestützte Modellierung eine 

wesentliche Komponente, die ein besseres grundlegendes Verständnis ermöglicht und 

gleichzeitig Schlüsselbereiche für weitere Geräteverbesserungen hervorhebt. Allgemein 

kann ein komplementärer In-Silico-Ansatz aufgrund der großen Anzahl konkurrierender 

organischer Materialien und des bekanntermaßen zeitaufwändigen experimentellen 

Vorscreenings erheblich vorteilhaft sein. Das letztendliche Ziel von OLED 

Computersimulationen ist die Vorhersage der Geräteeigenschaften anhand der chemischen 

Zusammensetzung bereits vor der Synthese. Um dies zu verwirklichen, müssen jedoch 

verschiedene Herausforderungen bewältigt werden. Computergestütztes Design wird zu 

einem der wesentlichen Bestandteile der zukünftigen OLED-Entwicklung werden. 

Angesichts der Verlagerung des Feldes hin zu Ansätzen des maschinellen Lernens ist das 

In-Silico-Vorscreening die Zukunft des Materialdesigns. 
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1 What is an OLED? 

A cornerstone of modern technology is the advancement of electronic devices and their 

applications; relying on everyday functionality, reliability, and efficiency. As they are 

advancing at an unprecedented rate, it is imperative that the technology behind them follows 

the same trend. Electronic devices are not solely restricted to metallic conductivity, with 

organic electronics gaining momentum in recent years. As the name would suggest, these 

devices make use of organic materials: carbon-based polymers or small molecule systems with 

the desirable semi-conductive properties. The conjugated molecular structure consists of a 

hydrocarbon framework, often containing heteroatoms such as oxygen and nitrogen.  The 

umbrella of organic electronics includes devices such as organic light emitting diodes (OLED), 

organic field effect transistors (OFET) and organic solar cells. 

1.1 Organic Semiconductor properties 

There are two distinct classes of organic semiconductors: small molecular weight materials, 

and polymers. The properties for both are largely similar, including their conjugated π-

electrons and charge carrier transport abilities. 

1.1.1 π orbitals 

The neighbouring sp2 hybridised carbon atoms in these molecules form a hybrid bond, known 

as the σ bond, which is formed by the px and py orbitals, making up the backbone of the 

molecule. While a π bond is formed by the overlap of pz orbitals of neighbouring carbons, as 

shown in Figure 1.1, for a simple π conjugated system. 

The π bond is significantly weaker than the σ bond, meaning that the electrons are more 

delocalised. The result of this, is that electrons occupying the shared delocalised π orbitals can 

move between neighbouring orbitals, effectively moving from one bond to the next.2 In 

polymer systems, the intramolecular movement of electrons is vital. While in small molecule 
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systems, it is the intermolecular electron hopping between different molecules, here, the 

overlap of π orbitals between neighbouring molecules makes electron transport possible. 

 

Figure 1.1 Simple π conjugated system: the central carbon atoms with sp2 hybridised orbitals 

(blue) and the pz orbital (orange), show the σ and π bonds (left). The pz orbitals of 

neighbouring carbons overlap to form the π bonds resulting in electrons delocalising over 

the bond (right).  

1.1.2 Charge transport 

Inorganic semiconductor crystals, such as silicon, with highly delocalised electronic states due 

to strong covalent bonding, have strong electronic interactions between the atomic orbitals. As 

a result, band-like transport of the charge carriers occurs, with high transport mobility. On the 

other hand, in amorphous organic semiconductors, the weak van der Waals intermolecular 

interactions and localised energy states, result in a ‘hopping’ transport from one molecule to 

another. The weak electronic coupling associated with this transport is due to the small π orbital 

overlap between neighbouring molecules, electrons are thus highly localised on one molecule 

and the transport between molecular sites is described by a series of hops. The hopping 

mechanism is thermally-activated and can be described in terms of the energetic landscape, 

polaronic effects and electronic coupling elements, by the Marcus rate equation, discussed in 

depth in Chapter 2.3 for Charge Transport simulations. 

1.1.3 Luminescent properties 

One of the pivotal discoveries in the field was the electroluminescence of certain organic 

materials in 1953.3–5 Which in turn brought about the fabrication of the first OLED in 1987.6 
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As a sub-category of organic semiconductors, OLEDs are carbon-based compounds with 

structures tailored for photo- or electro-luminescence. The luminescent properties arise from 

electronic excitations, followed by relaxation and photon emission. 

When in the ground state, the bonding orbitals in the molecule are occupied by electron pairs 

with antiparallel spin, up to and including the highest occupied molecular orbital (HOMO). An 

excited state is formed when an electron is promoted from the HUMO to the lowest unoccupied 

molecular orbital (LUMO), by absorbing energy. Additionally, as the HOMO is defined as the 

delocalised π orbital, while the antibonding π* orbital is the LUMO, electron transfer occurs 

between the LUMO levels. When an electron is excited to a higher energy level, the spin of the 

electron can have the same orientation as it had in the ground state, maintaining the antiparallel 

arrangement, known as a singlet excited state. Or it can change its spin orientation, to become 

parallel to the other unpaired electron, known as a triplet state. The electronic configurations 

for each spin state are shown in Figure 1.2. 

 

Figure 1.2 Electronic configuration for the ground state (S0), the first singlet excited state 

(S1) and the first triplet excited state (T1). The arrows represent the electron spin.1 

Localised energy states, resulting in well-defined singlet and triplet spin states within the 

organic semiconductor, aid with the luminescent properties.7 The excitation of the molecule 

involves the promotion of an electron from the singlet ground state (S0) to the first excited 

singlet state (S1), or the first triplet excited state (T1) if there is strong spin-orbit coupling. 

      

LUMO

 OMO
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Excitation occurs with a 25% probability to the S1 state, as there is only one possible 

configuration (maintaining antiparallel spin), or a 75% probability to the T1 state, with three 

potential parallel spin combinations. Choosing specific emitters, where emission is only 

possible from the decay S1 to S0, results in rapid (~ns) radiative decay, known as fluorescent 

emission. Here, the triplet excited state decays non-radiatively, resulting in a 75% efficiency 

loss. On the other hand, when radiative decay is only possible from the T1 to S0 transition, the 

result is slow (~µs) phosphorescent emission. In this case an intersystem crossing mechanism, 

involving a (spin-flip) transition from the S1 to T1 state is possible, followed by phosphorescent 

emission, such that all excitations can be efficiently utilised. For phosphorescent emission to 

be possible, organo-metallic complexes, containing heavy metals such as Iridium (Ir), are used. 

The inclusion of this heavy metal atom allows for spin-orbit coupling, resulting in easier 

electron spin flipping when moving from the S1 to T1 state, which would otherwise be a 

forbidden transition. 

1.2 Small Molecules vs. Polymers 

The luminescent characteristic of OLEDs can be brought to fruition by effectively utilising a 

thin layer(s) of a polymeric or small molecule based organic material(s), to achieve a desirable 

wavelength of emission. The choice between small molecules and polymers largely depends 

on the application and the method of device fabrication. 

The conventional small molecule OLED (SM-OLED) has a multilayer device structure, as 

shown in Figure 1.3. This complex design achieves an overall high stability and efficiency, due 

to each layer’s tailored functionality. A single layer is typically comprised of one or more 

type(s) of molecule, for a designated task, e.g., a specific type of emitter for the emissive layer. 

A polymer OLED (PLED), on the other hand, has a simpler device structure, owed to the fact 

that PLEDs can incorporate various functions into one molecule by polymerisation. PLEDs can 

have various functional units within one polymer, matching the functions of a multilayer SM-

OLED, such as an electron transporting unit, hole transporting unit and the emitter unit. 

Similarly, the various emission colours can be controlled and subsequently adjusted with the 

use of specific monomer units. However, this simplistic device design comes at a cost, and as 

such, PLEDs typically have reduced performance, in terms of efficiency and stability. 
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1.2.1 Device fabrication 

A significant difference between SM-OLEDs and PLEDs is their processability. SM-OLEDs 

are typically processed by vacuum deposition, with molecules deposited onto a solid surface, 

while PLEDs are solution processible and can be utilised in an inkjet style printing process. 

Currently, commercial OLED displays are largely manufactured by vacuum thermal 

evaporation,8 also known as vacuum deposition. Although this is an expensive production 

method, it ensures a high degree of purity and controlled fabrication,9 which in turn results in 

a higher efficiency and longer lifetime of the OLED device. Vacuum deposition involves 

evaporating and condensing the material onto a solid substrate, layer by layer. The advantage 

of this is that multilayer fabrication, including the layer thickness, can be easily controlled. The 

major disadvantage is the high fabrication cost and potential inefficient use of materials, due 

to the use of mask patterning. Additionally, the scalability of vacuum deposition is difficult, 

especially for the fabrication of large-area displays. 

On the other hand, solution processed films using polymeric OLED materials, do have a lower 

cost of fabrication and increased scalability for large-area displays. Unfortunately, solution 

processible methods, allow for increased opportunities of contamination by water or oxygen, 

for example, which can have a detrimental effect on the OLED performance.8,10 Single layer 

PLEDs11 between two electrodes have been shown to have low efficiency and low stability, 

due to low charge-carrier mobilities and high charge-injection barriers. When considering the 

fabrication of a multilayer PLED, the main obstacle is with achieving distinct layers. Solution-

based methods, such as spin coating introduces the problem of partial or total dissolving of the 

lower layer upon application of the next. To address this, research efforts have involved the 

development of solution-based methods to achieve multilayer polymer devices, by utilising a 

cross-linking process between each layer deposition.12–14 By establishing layers insoluble to 

one another, a multi-layer structure is achievable, allowing for charge transport and block 

layers to potentially increase device efficiency. However, as PLEDs continue to have limited 

device lifetime, ongoing research efforts are required to make them commercially viable in the 

long term. 

Furthermore, there exists a sub-class of SM-OLEDs, the solution processible small molecules. 

Recently drawing more and more attention, as they combine the advantage of small molecule 

properties and low-cost processability.15 Although the solution processible SM-OLEDs offer a 
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promising alternative to the traditional SM-OLEDs, they face similar challenges to PLEDs, 

namely low efficiency and difficulty achieving a multi-layered structure. To address some of 

these challenges, recent research efforts have focused on chemically tailoring small molecules 

for balanced charge injection and transport, solubility properties and morphology.15 Including 

the interest in bipolar molecules, containing both electron and hole transporting groups.16 

Similar to PLEDs, solution processible SM-OLEDs require continued research efforts to be 

compatible with typical SM-OLEDs. Therefore, when comparing both SM-OLEDs and 

PLEDs: 

• For small to medium sized display applications, SM-OLEDs and the vacuum 

evaporation techniques they entail, are the favourable choice for high performing 

devices. 

• For large displays, the advancement of printable SM-OLEDs and/or efficient PLEDs, 

is essential for competitive cost-effective mass production of OLED devices. 

1.3 Multilayer OLED structure* 

A typical small molecule multi-layer OLED structure sandwiched between two electrodes, is 

illustrated in Figure 1.3, showing each layer with the corresponding function.  

Upon the application of an external potential, electrons and holes are injected from the cathode 

and anode, respectively. Electron and hole injection and transport layers then facilitate the 

movement of the charge carriers to the emissive layer, where they recombine to form excitons 

and consequently a photon of the desirable wavelength is emitted. A blocking layer, in 

combination with, or additional to the transport layer for each carrier can also be utilised, to 

assist in the accumulation of carriers in the emissive layer, by preventing electron transport to 

the anode and hole transport to the cathode. 

The path of exciton formation and decay resulting in photon emission, as well as the emission 

colour, depends on the organic molecules and molecular packing. It is crucial to utilise the 

individual strengths of organic materials for their designated task. As a result, extensive 

 

*Adapted and reprinted from,1 Computer Aided Design of Stable and Efficient OLEDs; Paterson, L.; 

May, F.; Andrienko, D.; J. Appl. Phys. 2020, 128 (16), 160901. doi: 10.1063/5.0022870.1 with the 

permission of AIP Publishing 
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research efforts have focused on each of the individual layers and the organic constituents. The 

‘one by one’ layer approach is more practical, as the chemical properties of the molecules can 

be tuned for specific OLED characteristics.  

 

Figure 1.3 (a) Basic OLED structure and (b) schematic representation of flow of electrons 

and holes from electrodes to the emissive layer: electrons are injected at the cathode, to the 

electron injection layer (EIL) and transported via the electron transport layer (ETL), holes 

are injected from the anode, to the hole injection layer (HIL) and transported through the 

hole transport layer (HTL). Both then combine in the emissive layer (EML) to form an 

exciton and emit a photon of specific wavelength.1 

The functionality of the layer, which is determined by molecular architecture, electronic 

properties, and charge carrier mobilities, relies on the choice of organic material. Charge 

transporting and emissive layers have to be designed in such a way as to maximise their 

function and stability. Already by utilising an electron/hole injection and transport layer, the 

device performance has been dramatically improved.4,17–19 Therefore, tremendous research 

efforts have involved tailoring of electron injection and transport layers, hole injection and 

transport layers, and the various emitters for the emissive layer. Additionally, potential 

degradation mechanisms20–23 and reactions within the OLED device23 have been investigated, 

in order to target areas for stability improvements. All of which are necessary in the path 

towards high performing and long-lived OLEDs. 
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1.3.1 Cathode and Electron Injection layer (EIL) 

The injection of electrons to the organic layers has a significant impact on the efficiency of the 

OLED. Lowering the energetic barrier between the cathode and the LUMO of the adjacent 

organic layer, facilitates the injection of electrons. However, low work function metal alloy 

cathodes, such as Mg:Al24 are susceptible to atmospheric conditions.25 Therefore, for increased 

stability, cathode bilayer structures, such as MgAg/Ag26,27 and LiF/Al25,28,29 have been 

frequently used. Numerous other studies have investigated n-type metal oxide 

semiconductors30 and alkali metal containing interlayers.31,32 

1.3.2 Electron Transport layer (ETL) 

The electron transport layer facilitates the movement of electrons towards the emissive layer 

and, therefore, is a vital component of the device, confirmed by the extensive research on ETL 

materials.18,33 Since balancing electron and hole injection and transport to the emissive layer is 

crucial for OLED performance, the challenge revolves around finding suitable and stable 

materials with high charge carrier mobilities. Within electron or hole transporting materials, 

the presence of energy traps can have a detrimental impact on the charge carrier mobilities. For 

large energy gap materials, this is due to the fact that either the electron affinity or ionisation 

energy lies in a trap region, such that unipolarity prevails. Specifically, when considering the 

ETL, a shallow electron affinity results in trap limited electron transport and low electron 

mobility. It has been shown that there is in fact an energy window, within which there lie 

materials for trap-free ambipolar transport, resulting in higher mobilities.34 This is an ionisation 

energy below 6eV for hole transport and an electron affinity above 3.6eV, such that for 

appropriate material design, ideally, this energy window should be targeted.  

Additionally, for optimal emission, the ETL should block holes and excitons from escaping the 

emissive layer.  Therefore, the ETL layer should have a small injection barrier for electrons 

from the EIL or cathode, a HOMO level low enough to effectively block holes from the 

emissive layer, and a high triplet energy level for the case of triplet excitons (with high 

diffusion lengths). Considering one material among many various options, Alq3 has been 

extensively studied for electron transport (as well as hole transport and emissive layers), 

spanning from the first OLED fabrication.24 However, as it has a low triplet energy level,35 it 

cannot be used with an emissive layer creating triplet excitons, unless coupled with an 
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interlayer. For example, the use of a hole and exciton blocking layer, such as BCP in 

combination with Alq3 has been demonstrated to increase efficiency.26,27,36,37 A further option 

is improving the thermal stability of materials with high electron mobility, such as BPhen, 

demonstrated with the use of alkali metal n-dopants.38 Another alternative is the use of triazine 

based electron transporters, where substituents can be used to tune the electron mobility and 

LUMO energy for adjusted injection. 

1.3.3 Hole injection layer (HIL) 

Inserted between the typically used transparent indium-tin-oxide (ITO) anode and the hole 

transport layer (HTL), the hole injection layer eases hole migration at each of the interfaces. 

Materials for the HIL should have an ionisation energy level situated between that of the 

preceding and succeeding layers. This is slightly easier for hole injection, in comparison to 

electron injection, due to the typically lower injection barrier. Nevertheless, it has been shown 

that the stepwise injection from anode to HIL to HTL can improve performance; such an 

instance has been shown with the use of an organic interlayer,39 such as  MTDATA or 2-

TNATA.40  

1.3.4 Hole transport layer (HTL) 

For a HTL to be effective, the material should fulfil certain properties. It should have good hole 

mobility and an appropriate HOMO level to ensure a low energetic barrier from the HIL for 

hole transport, and a suitable LUMO level to act as an electron blocking layer. Similar to the 

ETL, the HTL materials also need sufficient triplet energies to confine the exciton within the 

emissive layer. The most widely used HTL materials are arylamines, such as NPB, due to their 

high hole mobility and suitable HOMO level. However, due to its low glass transition 

temperature, NPB itself has low thermal stability, which can lead to device degradation. The 

vast research in recent years41 has focused on finding more stable NPB derivatives or 

alternatives with similar or improved performance.42–44 

 

 



1 What is an OLED? 

10 

1.3.5 Emissive layer (EML) 

Red, green and blue emitters, are essential for full colour displays. The goal is to achieve an 

emission layer of each colour with high luminous properties, high efficiency, and high stability. 

Independent of the emission path, in order to maximize outcoupling efficiency, the transition 

dipole moment of the emitter should be aligned horizontally with respect to the substrate 

plane.45 Here, computer simulations of the evaporation process can help in predicting how 

emitter-host interactions can be employed in rational compound design.46  The various emissive 

paths are shown in Figure 1.4, outlining the energy levels and radiative or non-radiative decay 

for each type of emitter, or combinations.  

 

Figure 1.4 Various emissive paths: Fluorescence (fl) with 25% efficiency, only emits from 

the first singlet state. Phosphorescence (Ph), with intersystem crossing (ISC) allows for 

complete emission from the first triplet state. Thermally activated delayed fluorescence 

(TADF) makes use of reverse intersystem crossing (RISC) to emit from the first singlet state, 

more efficiently. Unicoloured phosphor-sensitised fluorescence (UPSF), with a 

phosphorescent donor emitting from the first triplet state and energy transfer occurring via 

FRET or Dexter to the singlet or triplet of a fluorescent acceptor. For UPSF, radiative decay 

can occur from the singlet of the acceptor but the acceptor triplet is a non-radiative (NR) 

decay pathway.1 

First generation fluorescent emitting OLEDs typically have high stability but low efficiency. 

This is due to an unfavourable spin transition between singlet and triplet states, with rapid 

radiative decay (∼ns) only readily occurring from the S1 state, resulting in around a 25% 
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efficiency of the emitter. Increasing the overall efficiency in fluorescent emitters is possible 

using triplet–triplet annihilation, which is often facilitated by anthracene-based hosts. 

Second generation OLEDs or phosphorescent emitters, comprised of organometallic 

complexes, have higher efficiency but lower stability. Here, radiative decay is possible from 

the T1 state, resulting in slow (∼μs) phosphorescent emission. The presence of a heavy metal 

atom, such as iridium or platinum, with an appropriate ligand design, results in spin–orbit 

coupling. This allows for the transition between S1 and T1 states, known as intersystem crossing 

(ISC), which significantly increases the efficiency. The downfall being, that these heavy metal 

complexes are particularly susceptible to environmental factors, which can lead to device 

degradation. The phosphorescent long-lived excited triplet state, typically in the order of 

microseconds (compared to nanoseconds of the fluorescent S1 state), also leads to degradation, 

and as such, these emitters have low stability.  

Third generation OLEDs that use thermally activated delayed fluorescence (TADF) emitters, 

harvest the triplet excitons lost in conventional fluorescent emitters by making use of a 

thermally activated process called reverse inter-system crossing (RISC).  Choosing a 

sufficiently low energy gap between the T1 and S1 levels allows for RISC and can result in 

highly efficient and stable emitters.  

Finally, a sensitising approach is possible, combining a donor and acceptor molecule, with the 

aim of overcoming the individual limitations. One such example is the use of a phosphorescent 

donor and a fluorescent acceptor. An application of this mechanism is discussed in Chapter 3, 

with a unicoloured phosphor-sensitised fluorescence (UPSF) approach, for a blue OLED. In 

this approach, phosphorescence occurs on the donor molecule, and energy transfer from donor 

to acceptor is possible via (i) short-range Dexter, followed by non-radiative decay (resulting in 

an efficiency loss), or (ii) long-range Förster resonance energy transfer (FRET) to achieve 

fluorescence from the acceptor.  

In its entirety, the emissive layer consists of the chosen type(s) of emitter(s), typically dispersed 

within a charge transporting host material, to increase efficiency. Usually this combats adverse 

factors, such as triplet-triplet annihilation in phosphorescent emitters for example. 

Currently there are stable and efficient red and green emitters available, with extensive research 

focusing on both. Due to high efficiency, phosphorescent emitters have dominated the field, in 

the search for red26,36,47–51 and green.37,52,52–55 Various charge transporting host materials have 
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been the subject of investigation to understand the relationship between host and device 

performance, targeting hosts to combat potential efficiency losses. For a similar purpose, 

double emissive layers have also been studied.56,57 Additionally, red58–60 and green61–65 TADF 

emitters have been shown to be an efficient, low cost alternative to the expensive precious 

heavy metals found in phosphorescent emitters. 

On the other hand, blue emitters are particularly problematic, due to higher triplet energy and 

long triplet lifetimes, leading to the lowest stability. This remains one of the largest hurdles for 

commercial OLED applications to date. Immense efforts have centred around finding solutions 

to limit device degradation in phosphorescent emitters or utilising hybrid emissive technology 

in an attempt to overcome it. The short operational lifetime of blue phosphorescent emitters 

has resulted in studies of degradation mechanisms.66–69  Once understood, these limitations can 

be addressed, potentially increasing stability. Specifically, this has included targeting adverse 

factors such as: (1) chemical degradation,66 (2) triplet-polaron quenching* (TPQ),67,68,71–73  and 

(3) triplet-triplet annihilation† (TTA).74–76  Additionally, simulations have been used to 

investigate host materials for efficient charge transport, within blue phosphorescent emitters,77 

providing a link between electronic structure and molecular packing, to the rational design of 

effective host materials with high charge carrier mobilities. Blue TADF emitters78–83 and 

combinations of TADF with conventional fluorescent84,85 or phosphorescent emitters,84,86 have 

also been investigated. This includes the impact of emitter-host interaction81,82 and methods of 

lowering the singlet-triplet energy gap,83 potentially enhancing performance. However, at 

present, with triplet lifetimes similar to that of phosphorescent emitters, the low stability 

problem remains for blue TADF based systems. 

A phosphor-sensitised fluorescence approach87–91 offers an alternative to conventional 

phosphorescent and TADF emitters, for various emitting wavelengths, in an effort to overcome 

their individual shortcomings, by coupling both fluorescent and phosphorescent emitters. By 

utilising a phosphorescent donor and a fluorescent acceptor, distributed within a host, it is 

possible to obtain a dual emitting system, that is both stable and efficient. A unicoloured 

phosphor-sensitised fluorescence (UPSF) approach, with matching donor and acceptor 

 

* TPQ: triplet energy state and polaron interaction results in demotion to the singlet ground state and a 

higher energy polaron capable of organic molecule decomposition.70  
† TTA: combining the energy of two separate triplet excited states, bring one molecule to the singlet 

ground state and the other to higher energy triplet state, leading to potential degradation. 
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emission colour, was recently proposed for blue OLEDs.92,93 The complementary simulation 

study is discussed in chapter 3. 

1.4 Types of OLED and device architecture 

1.4.1 Top or bottom emitting 

The standard bottom emitting OLED structure, as shown in Figure 1.3 (a), emits light through 

the transparent substrate and bottom anode, usually indium tin oxide (ITO), while the top 

cathode is a highly reflective metal surface. As ITO is deposited using a sputter deposition 

process, with highly energetic particles, such that any underlying organic layers would be the 

subject of degradation. It is for that reason that ITO is used as the bottom (first) layer, deposited 

prior to the organic layers. 

Top-emitting OLEDs emit light away from the substrate, in the opposite direction, this is 

required when the display is built on an opaque substrate. A highly reflective bottom anode is 

used, the deposited organic layers are then followed by a semi-transparent top cathode for 

outcoupling.94,95 The top cathode may also be used with an organic capping layer on top, in 

order to control interference and tune spectral characteristics for improved light outcoupling.96 

Together the bottom and top contacts form an optical cavity, increasing the aperture ratio of 

the display. The microcavity effect creates a strong dependence of the emitted light on the 

device structure and the viewing angle,95 such that different cavity lengths, adjusted with layer 

thickness and design, can be utilised to alter and purify the emission colour.94 

Additionally, there exists inverted OLED structures, fabricated in the reverse order. Here the 

cathode is placed on the substrate, followed by electron injection and transport layers, next the 

emissive layer, then the hole transport and injection layers and finally the top anode. Inverted 

OLED structures are useful if the bottom contact is directly connected to the drain electrode of 

a n-type thin-film transistor, for electron injection. An advantage of this device architecture is 

that device lifetime is improved, as the more environmentally sensitive electron injection layer, 

is protected by upper organic layers (opposite to conventional OLED design). For top emission, 

this structure requires an anode that is transparent and conductive, to allow for uniform light 

emission and effective hole injection. The main challenge is the deposition of this top anode, 
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ideally a material such as ITO, which, however, can damage the underlying organic layers, as 

previously stated. Therefore one approach involves the use of a protective layer, which has 

been investigated in order to withstand any damaging effects of sputtering of the ITO layer, 

while remaining transparent and facilitating hole injection.97  

On the other hand, for bottom inverted emission, the top anode is usually an air-stable metal, 

which increases the overall device stability.  The drawback, however, is that they require high 

operating voltages due to the large injection barrier between the bottom cathode and electron 

injection layer. Therefore, the bottom cathode has to be modified. This has been done with the 

use of metal oxides, such as ZnO and a further n-doped interlayer before the electron injection 

layer, which has been proven to be effective.98 

1.4.2 Tandem device 

A tandem OLED or a stacked OLED structure, utilises two or more electroluminescent layers, 

connected by a charge generation layer. They have been demonstrated to improve device 

performance, largely due to the interconnecting (p-n junction) layer between the emissive 

layers.99 Such device structures can be used to obtain full-colour OLED pixels, for example 

with the use of vertical stacking of red, green and blue emitting units.100 This approach utilises 

three independent electrodes, such that the various colours and colour mixing can be easily 

controlled. The advantage of this is that with vertically stacked pixels the pixel density of the 

display can be significantly increased, resulting in higher brightness and improved image 

quality. Typically, the red, green and blue pixels are in a side-by-side arrangement, therefore 

only one third of the display contributes to the emission.100 The stacked arrangement is a 

promising alternative to the conventional pixel arrangement, but requires further investigation 

before commercial application, due to its complex nature. 

1.4.3 Flexibility  

Flexible displays, which are foldable or rollable, are a unique property to certain OLED 

devices, making use of a flexible organic substrate. The fabrication of a fully flexible OLED 

using polyethylene terephthalate (PET) as the substrate was shown to have flexible properties, 

while remining mechanically robust.101 However, the material stress in the multilayer structure 
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and the potential it has to ultimately lower the device performance, remains to be fully 

understood. Therefore, certain research efforts have focused on this specifically,101–104 

investigating the stress reduction in the ITO anode and how the thermal stress or bending may 

deform or delaminate the OLED layers. Careful choice of an extra encapsulation layer and 

focusing on structural design may aid with these limitations. With further advancement, 

flexible OLED displays present unparalleled application possibilities. 

1.4.4 Transparency  

A transparent OLED contains only transparent constituents and has the ability to emit from 

both directions. Both the top and bottom contacts are optically transparent to allow for light 

transmission when the device is switched on. When the device is switched off, transparent 

OLEDs can achieve around 85% transparency,105 meaning that they can be used in applications 

such as window or windscreen displays. The main difference between transparent and 

conventional bottom emitting OLEDs, is the replacement of the top metal electrode by a 

transparent substitute. As previously mentioned, ITO is the perfect candidate for a transparent 

and conductive electrode, however the top layer deposition can damage the underlying organic 

layers. Therefore, efforts have been made to utilise a semi-transparent thin metallic film and an 

upper deposited organic capping layer to improve its light emitting performance,106,107 similar 

to that of top emitting OLEDs.96 

1.4.5 Passive Matrix OLED  

A passive matrix OLED (PMOLED), makes use of rows of anode, followed by organic layers 

and then rows of cathode arranged perpendicular to the underlying anode rows. Device control 

is achieved at the intersection points of the anode and cathode, which represents the individual 

pixels. Each row of the display can therefore be independently controlled, determining which 

OLED will be activated and generate light. They typically consume more power than other 

types of OLED, due to the external circuitry they require,108 but less than that of comparable 

LCDs. Due to the fact that they do contain a storage capacitor and each pixel is mostly switched 

off, they require larger operational voltages, which in turn lowers the lifetime of the device. 
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Therefore, PMOLEDs are best suited for small screen alphanumeric or icon displays, like those 

found in MP3 players, car radio displays and wearable fitness trackers. 

1.4.6 Active-Matrix OLED  

Active-matrix OLED (AMOLED) displays are the most recognised OLED displays, used in 

various applications, such as smartphones, tablets, laptops and televisions. They are more 

expensive than PMOLEDs, but they offer a more advanced design and higher image quality. 

An AMOLED utilises full layers of cathode and anode. The anode is placed above an array of 

thin film transistors (TFT), forming the circuitry which regulates the on/off state of each pixel. 

Allowing for a near instantaneous switching of the individual OLED emitters between images, 

thereby improving the quality. Additionally, this results in improved device efficiency as the 

use of a TFT array allows for lower power consumption, compared to PMOLEDs. AMOLEDs 

enable the use of OLEDs in large display applications, with increased resolution and improved 

image quality. Such technology can utilise the various device architectures, such as top 

emission, transparent and flexible designs, making AMOLEDs the current favourable choice 

for OLED display applications. 

1.5 Applications 

Extensive research efforts have progressed rapidly in recent years, pushing OLEDs into the 

initial phase of commercial production. With display applications being an essential component 

of many modern electronic devices, the unique properties of OLEDs have propelled them into 

the industry. The mechanically flexible, transparent and lightweight properties, create a whole 

host of new emissive technologies and applications in this rapidly expanding market. 

Therefore, the advancement of these devices is highly anticipated. In comparison to rigid 

inorganic LEDs, OLEDs offer a unique flexible substitute, with possibilities including curved, 

foldable and wearable displays. Additionally, as they are self-emissive and do not require a 

backlight, a better contrast ratio is achieved and an overall improved image quality, compared 

with LCD (liquid crystal display) technology. 

OLED displays offer an alternative to other display technologies, bringing their own unique 

properties. AMOLEDs for example, offer vivid colours, a slim design and lower power 
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consumption on mobile devices. It is therefore understandable why they are used in smart 

phones (illustrated in Figure 1.5) and other devices, with Samsung showcasing this new screen 

technology in their recent generation smart phones.109  

 

Figure 1.5 An application of an OLED display in a mobile phone, showing a magnified 

subpixel arrangement, the blue, red and green pixels are shown. Blue having the lowest 

efficiency of all three emitters, is the largest in size. This is an example of a diamond sub 

pixel arrangement, maximising the packing and subsequently the number of pixels in the 

display. 

The flexible AMOLED technology has also already reached the market, with a prime example 

being the Samsung galaxy fold, featuring a foldable display.110 LG also produces flexible 

OLEDs for wearable devices and smartphones, found for example in the Apple smart-watch.111 

Additionally, LG produces commercial OLED TV panels, as the world leading OLED TV 

producer, while also suppling OLED display panels to other notable electronic companies. LG 

promote the OLED technology through the ‘infinite contrast’ ratio, ‘perfect black’ (no back-

light required), vivid colours, no colour distortion from any viewing angle, and a slim light-

weight design.112 Further to this, transparent OLED display prototypes have been demonstrated 

by both Samsung and LG in recent years, but mass production and future developments remain 

to be established. OLED applications also include the automotive industry, with OSRAM 

stating that OLED is the future of car lighting, including indicators, tail lights and interior 

lights.113 Flexible OLEDs for vehicle lighting have been presented by the company, promoting 

a high level of homogeneity and efficiency, incorporated in a lightweight and flat design.114 
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Additionally, white OLEDs are a competitor to traditional light sources, such as incandescent 

bulbs, fluorescent tubes, or inorganic LEDs. White OLEDs potentially offer all of the 

aforementioned OLED characteristics, including ultrathin, lightweight, flexible and transparent 

properties. Generally, a combination of emitters is used to obtain the white light, for example 

within a tandem device. OLED flat light sources offer applications such as panel displays, 

which can be implemented within wall coverings, ceiling lighting or as light partitions. In 2012, 

OSRAM presented a glass panel transparent OLED at industrial maturity,115 paving the way 

for future developments. 

1.6 Current challenges 

While they do offer an enticing substitute, OLEDs remain in their commercial infancy with 

respect to their inorganic counterpart, so continued research is essential in improving device 

efficiency and stability for commercial advancement. The performance and lifetime of these 

devices remain to be the bottleneck of the technology. As discussed, this is particularly true for 

blue emitting OLEDs, with the lowest efficiency and lifetime among all of the emitters, 

highlighting a key challenge which has to be addressed. The inefficiency of blue emitters can 

already be substantiated by looking at a subpixel arrangement for mobile phone application, in 

Figure 1.5, with the size of the sub pixel reflecting its efficiency, blue being the least efficient 

are the largest pixels, while green, the most efficient are the smallest.  

Various factors affect the performance of an OLED and typically there is never an ‘ideal’ 

solution to obtain an optimised device, such that a compromise between stability, efficiency 

and colour coordinate, is inevitable. With appropriate material design, it is possible to achieve 

devices which balance these individual limitations. This has been demonstrated for an emissive 

layer, with the novel concept of UPSF, discussed in chapter 3, where a phosphorescent donor 

and fluorescent acceptor achieved a trade-off between stability and efficiency, while preserving 

the sky-blue emission colour. Maximising device performance has previously focused solely 

on improving the stability of the organic materials used. However, due to the advent of the new 

5G standard for mobile applications, the focus has shifted more towards increasing efficiency 

and also reducing the driving voltage of each layer.  
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2 How can OLEDs be simulated? 

Simulations can, not only be advantageous, but are an essential tool in the design of future 

OLEDs. In the search for increased device lifetime and efficiency, multiscale simulations can 

provide insight into material design, by predicting solid-state electronic properties, such as 

ionisation energy, electron affinity and electron and hole mobility. With many potential 

candidates for each layer and many potential emissive paths, it is crucial that simulations 

provide information, which otherwise would not be accessible.  

Currently, there are well established methods for helping to optimise the stacked OLED 

architecture, by modelling light outcoupling and the balancing of hole and electron 

transport.116,117 The next step is now to incorporate molecular details and achieve a mechanism 

of evaluating OLED chemical design.118,119 The goal is to predict physical properties and relate 

these to chemical composition, also known as the forward problem, this would allow for pre-

screening and an overall better insight. This extraction of properties from molecular structure 

alone is, of course, non-trivial and computational pre-screening is not yet accurate enough for 

this task exclusively.120 However, a collective experimental and in-silico approach can be 

beneficial, due to the fact that there are a vast number of potential candidates and experimental 

pre-screening is notoriously time-consuming. The simulations of organic semiconductors, 

including OLEDs, require a broad range of length and time scales, in order to accurately predict 

device characteristics from a molecular structure. Therefore, a multiscale approach is essential, 

with the inclusion of atomistic descriptions, realistic molecular morphologies and charge 

transport simulations, to obtain a link between molecular and device scale properties. 

This includes quantum chemistry calculations for investigating isolated molecules, ground state 

geometries (charged and neutral), ionisation energies and electron affinities. The subject of 

morphology is then addressed by molecular dynamics (MD) simulations, with classical force 

fields describing atomistic interactions within the molecule and polarisable force fields 

accounting for environmental contributions. This is followed by the progression to charge 

transport simulations, whereby it is possible to extract macroscopic observables, such as charge 
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carrier mobilities, achieved by solving the master equation, for the stochastic time evolution of 

the system. By doing so, device properties can be simulated, such as current-voltage 

characteristics and charge-current density distributions. A typical multiscale workflow is 

outlined in Figure 2.1. 

 

Figure 2.1 OLED modelling multiscale simulation workflow: starting from the first 

principles calculations of an isolated molecule, combined with atomistic force fields to 

generate the amorphous morphology, with the use of molecular dynamics. Polarisable force 

fields are used to account for the environmental effects on the density of states. Site energies, 

reorganisation energies, and electronic coupling elements are computed, followed by the 

charge transfer rates. Kinetic Monte Carlo is used to solve the master equation, to study 

charge dynamics (e.g., carrier mobilities), giving macroscopic device characteristics. Device 

properties are crucial as they make up the subpixel arrangement for display application. 

2.1 Quantum Chemistry 

Accurate atomistic properties can be obtained by quantum chemical calculations. The 

computationally demanding first principles methods can provide insight into electronic 

structure and the ground state geometry of isolated molecules.121 The aim of quantum chemistry 

is to solve the Schrödinger equation,122 which in the time-independent from is given by: 

 Ĥ|Ψ⟩ = E|Ψ⟩ (2.1) 
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Where Ĥ is the Hamiltonian, defining the characteristics of the system, E is the energy and Ψ 

is the wavefunction. When considering a non-relativistic description of a system containing 

electrons (Ne) and nuclei (Nn), the corresponding Hamiltonian is:  

Here, the first terms account for the kinetic energies of the nuclei and electrons, with the i-th 

nucleus and i-th electron momenta given by P̂ni and P̂ei, respectively. Their mass is given by 

Mi, for the nucleus and me for electrons (constant for all electrons). The further three terms 

then include the constant k = e2 4πε0⁄  to account for Coulomb interactions (e is the elementary 

electric charge and ε0 is the vacuum permittivity). The Coulomb terms then have the 

interactions: nuclear-nuclear (at positions Ri and Rj, with atomic numbers Zi and Zj), electron-

electron (at positions ri and rj) and nuclear-electron (at positions Ri and rj, with nuclei atomic 

number Zi). These interactions and thus correlated motions, make the wavefunction of the 

Schrödinger equation dependent on the positions of all nuclei and electrons 

Ψ(R1, … , RNn
; r1, … , rNe

). A consequence of this is that solving the Schrödinger equation is 

impossible without applying certain approximations, thereby introducing methods from first 

principles. 

2.1.1 Born-Oppenheimer approximation 

In order to simplify the Schrödinger equation, approximations must be employed, one such 

example is that of the Born-Oppenheimer (or adiabatic) approximation.123 Whereby the fast 

motion of electrons, compared with the slow-moving nuclei, allows for separate treatment of 

the two.  This decoupling of electronic and nuclear motion, provides fixed positions of the 

nuclei and simplifies the Hamiltonian.  
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With the kinetic term for constant nuclear positions, as well as the attractive electron-nuclear 

potential energy, now both removed. Giving rise to the electronic Schrödinger equation, with 

the eigenvalue of electronic energy.124 The nuclear coordinates can then be used to calculate 

the electronic energy, providing the potential energy surface (PES), from which the concepts 

of equilibrium and transition state geometries are defined. 

2.1.2 Hartree-Fock 

Upon invoking the Born-Oppenheimer approximation, with the removal of nuclear-electron 

correlation, the electronic wavefunction describes the probabilistic electron positions. 

However, the challenge of treating the correlations amongst electrons of a many-electron 

system remains. An initial step to target this can be to assume that the energy of a many-electron 

system can be simplified to the sum of the one electron contributions, then the corresponding 

one-electron Hamiltonian becomes separable.* The result of this is that individual electrons are 

found in a static mean-field, created by the other electrons. The many-electron eigenfunctions 

can be written as a product of (N) one-electron eigenfunctions,124 giving a ‘ artree-product’ 

wavefunction: 

It is then the goal to find orbitals which minimise ⟨ΨHP|H|ΨHP⟩,
124 which is done in an iterative 

self-consistent manner, originally proposed by Hartree (1928).125 This involves an initial guess 

of the wavefunctions (for occupied molecular orbitals), followed by the construction of the 

operators to achieve newly estimated wavefunctions, iterated until reaching the converged 

orbitals. The aforementioned Hartree-Fock (HF) theory is then constructed by an extension of 

this original self-consistent field (SCF) approach, to account for exchange effects on the 

Coulomb repulsion, implemented by Fock.126 Which now obeys the Pauli principle, with the 

wave function expressed by a Slater determinant127 of one-electron orbitals. The one-electron 

Fock operator (fi) then takes into account the coulomb and exchange contributions, with the 

introduction of a HF potential (Vi
HF= 2Ji–Ki) and is defined for each electron (in atomic units) 

as:  

 

* Due to the one-electron kinetic energy and nuclear attraction terms being the only contributions 

 
ΨHP = ψ1ψ2 …ψN (2.4) 
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The practical computational development, permitting the calculation of HF theory was 

achieved in 1951 by Roothaan,128 utilising matrix algebraic equations to represent molecular 

orbitals as basis sets. The Roothaan approach of HF theory is used to optimise electron orbitals 

in a SCF manner, to obtain the energy minimum for a single Slater determinant wavefunction 

from the chosen basis set.124 However, as the fundamental mean-field approximation of 

electron correlation remains and all but exchange effects are excluded, HF theory has 

significant chemical limitations. Certain techniques have been employed to correct for this, by 

estimating the electron correlation energy, these represent post-HF methods and include 

configuration interaction (CI)129 methods,*  MØller and Plesset’s use of perturbation theory 

(MPn methods) 130 and coupled-cluster (CC)131 methods. That being said, these methods also 

incur increased scaling behaviour and as such, can become computationally demanding. 

2.1.3 Density Functional Theory 

The challenges facing wave-function based methods have been presented by HF theory, the 

alternative to these methods involves working with the total electron density, thereby 

introducing density functional theory (DFT). The basis of DFT is that the electron density can 

be used to evaluate the molecular energy. This is possible for a known density, from which the 

nuclear positions† and the number of electrons (Ne) in the system can be found, such that the 

Hamiltonian operator can be generated, ultimately determining the wavefunction. 

Hohenberg-Kohn Theorem 

The fundamental theorems of DFT reside with Hohenberg and Kohn (1964),132 establishing 

two critical conditions by which the method can be brought to a realisation. The first of which, 

the ‘existence’ theorem, states that there does in fact exist a method of generating the 

Hamiltonian from the ground state electron density of the system (although, not providing a 

method in which to obtain the density). Considering a system of interacting electrons, the 

 

* Full CI with an infinite basis set giving the ‘exact’ solution to the electronic Schrödinger equation, but 

is computationally demanding and has practical restrictions 
† As the nuclei are represented as point charges, the positions are represented by the local maxima of the 

electron density124 
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electron density integration would provide Ne. Therefore, only the additional electron 

interactions with an ‘external potential’ (i.e., nuclei attraction) has to be determined, in order 

to construct the Hamiltonian. The first theorem then affirms the existence of a non-degenerate 

ground-state electron density which can determine this external potential, thus providing the 

Hamiltonian (used to determine the ground-state and excited-state wavefunctions).124 The non-

degeneracy then introduces the second ‘variational’ theorem, in which the density obeys a 

variational principle, such that the density that minimises the energy (true ground-state energy) 

is then the true ground-state density. 

Kohn-Sham SCF method 

However, the outlined Hohenberg-Kohn Theorems, do not simplify the challenges facing HF 

methods. In that, the Schrödinger equation remains to be solved, from the determined 

Hamiltonian and wavefunction. The electron-electron interaction term of the Hamiltonian, 

being the source of this complexity. An initial step to simplify this matter, was with the 

consideration of a non-interacting system of electrons, proposed by Kohn and Sham 

(1965).133,134 The many-body problem then becomes a set of one-electron equations, analogous 

to that of HF theory. The separation lies with the innovative approach of Kohn-Sham, using a 

hypothetical system of non-interacting electrons and a real system to obtain matching ground-

state densities. The density (ρ(r)) providing the essential components of the Hamiltonian, i.e., 

the positions and atomic numbers of the nuclei, with these quantities being indistinguishable 

between the real or hypothetical system. The electron density expressed in terms of single 

electron wavefunctions is then given as, ρ(r) = ∑ ⟨ψi|ψi⟩
Ne
i=1 . The energy functional E[ρ(r)] is 

then divided into several contributions: 

Including the kinetic energy of non-interacting electrons TNI, the nuclear-electron attraction 

Vne and the electron-electron repulsion Vee. The final term (with unknown functional form) is 

the exchange-correlation energy EXC, which also includes the correction of kinetic energy (due 

to the difference of a real and hypothetical system) and a correction to the electron-electron 

interaction energy.  

 
E[ρ(r)] = TNI[ρ(r)] + Vne[ρ(r)] + Vee[ρ(r)] + EXC[ρ(r)] (2.6) 
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By following the course of finding the orbitals which minimise the energy, satisfying the 

pseudo eigenvalue equations hi
KSψi = ɛiψi, the Kohn-sham operator (hi

KS) can be defined 

as:124 

Where Vxc is a functional derivative (Vxc = δEXC δρ⁄ ). The separable non-interacting 

Hamiltonian can then be defined as the sum of the Kohn-Sham operators, with the orbitals (ψ) 

used to find the density, forming the Slater determinant eigenfunction, written as: 

The Kohn-Sham equations are solved in an iterative SCF process, similar to that for HF theory.  

Exchange-correlation functionals  

The main challenge is to approximate the exchange-correlation energy (EXC), as a function of 

the density. This functional dependence can be expressed in terms of an interaction between 

electron density and exchange correlation energy (εxc) density: 

One such method is the local density approximation (LDA), where a ‘local’ character of the 

density is assumed, such that at a certain position the exchange correlation energy can be 

exclusively found from the density (single-valued). Further to this, to account for local changes 

in the density, an extension of the LDA is required, known as the generalised gradient 

approximation (GGA), developed by Becke135 (usually abbreviated to ‘B’). Functionals which 

include the density and the gradient of the density are the so called gradient corrected 

functionals.124 The full correlation energy can be computed, by a GGA correlation functional, 

developed by Lee, Yang and Parr (LYP).136 A combination of the two methods can then be 

utilised providing, for example the BLYP functional.135,136 

Additionally, the ‘adiabatic connection method’ (ACM),137 used to connect the non-interacting 

system to the real system, can be used to derive hybrid functionals. By combining HF exact 
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EXC[ρ(r)] =  ∫ ρ(r)εxc[ρ(r)]dr (2.9) 
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exchange for the non-interacting system, using KS orbitals and using DFT methods such as the 

GGA for the density. A common example of a hybrid functional is B3LYP135,136,138 (where the 

3 represents the 3-parameter functional expression used). Here the LSDA (local spin density 

approximation), KS-orbital HF and GGA are used to compute the exchange energy, while for 

the correlation energy the LSDA is used with the LYP full correlation functional. 

2.1.4 QM description for charge transport parameters 

Quantum mechanical (QM) descriptions provide insight at the atomic scale, thereby 

determining properties such as electronic structure and ground state or excited state geometries. 

This in turn allows for energy calculations upon addition or removal of an electron (leading to 

a structural rearrangement), providing ionisation energy (IE0) and electron affinity (EA0) values 

for a molecule in the gas phase. DFT calculations are used to obtain the IE0 and EA0 of the 

molecule, by computing the energy of the charged molecule in the charged geometry EcC and 

the energy of the neutral molecule in the neutral geometry EnN. The IE0 and EA0 values can 

then be calculated as: 

With the cationic state (h) representing the loss of an electron for the IE0 and the anionic state 

(e) representing an electron addition for the EA0. These internal molecular energies Eint and the 

constituent charge and neutral geometries/states are discussed in further detail in section 2.3, 

for charge transport simulation parameters, namely, the site energies, reorganisation energies 

and electronic coupling elements. 

2.2 Molecular Dynamics 

Although QM descriptions can be effectively utilised for accurate energy calculations of 

charged and neutral geometries, they come at a high computational cost. Therefore, these 

computational demanding first principles calculations are an inefficient and often unfeasible 

approach for realistic morphology sizes, required for charge transport simulations of 

amorphous organic materials. As such, an additional method has to be considered, that of 

 EIE
int = EcC

h − EnN (2.10) 

 EEA
int = EcC

e − EnN (2.11) 
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molecular dynamics (MD) simulations, to further understand molecular assemblies and 

microscopic interactions.139 In order to study large bulk like systems, a simulation box 

exhibiting periodic boundary conditions (pbc) can be used to account for finite size effects 

(systematic errors due to small system size).  

MD simulations involves the propagation of atoms through time, when acted upon by 

interatomic forces, taking the system from one state to the next with each time step. Essentially 

allowing the time evolution of a system to be studied, based on the classical mechanics of 

Newton’s equations of motion. Using Newton’s second law, the atomic masses (mi) and centre 

of mass positions (ri) can be used to describe the interatomic forces (Fi) such that Fi = mirï. The 

forces acting on the atoms are then calculated according to a potential energy (U), based on all 

atomic positions: 

With the potential describing the interatomic interactions, in terms of bonded (intramolecular) 

or non-bonded (intermolecular) interactions.  

2.2.1 Classical force fields 

The comprehensive description of the potential (U) defines a force field, where all interactions 

are considered, including all bonded and non-bonded contributions. Atom types are specified 

based on these contributions, such that bonds, angles, torsions and long-range interactions can 

be described. Here, an atom type is specified, which not only refers to the element type, but 

also the chemical environment and interactions with surrounding atoms. For example, there 

can be more than one type of carbon atom within a molecule: one carbon may only be 

surrounded by other carbons or hydrogens, while a second carbon atom may have a direct bond 

to a heteroatom. This difference impacts the atomic interactions, both short and long ranged, 

therefore it has to be explicitly categorised. With a clear definition of atomic types, the bonded 

and non-bonded interactions can then be described. 

 
Fi = −

𝜕

𝜕ri

U(r1, … , rN)  (2.12) 
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Bonded interactions 

Short range intramolecular interactions, or bonded interactions are constructed from four basic 

concepts: (a) the bond itself, (b) the angle, (c) the dihedral and (d) the improper, as shown in 

Figure 2.2. 

 

Figure 2.2 MD bonded interactions: (a) stretching or contracting of the bond between atoms 

i and j, (b) bending of the angle between there atomic coordinates (i, j, k), (c) torsional 

dihedral angle around the j-k bond and (d) torsional improper angle. 

The bonded interactions, consisting of the bonds, bonding angles and torsion angles (which 

describe three connected bonds, giving the improper and dihedrals) is commonly given by: 

The first term represents the stretching or contraction of a bond between two atoms (i and j), 

with separation rij= |ri – rj|, within a molecular framework. The equilibrium separation (req) can, 
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for example be defined by a harmonic approximation.140 The second term, defines the bending 

of the bond angles θijk, between the connected bonds of three atomic coordinates (i, j and k), 

with equilibrium value θeq. The final term is the torsion angles φijkl, between four atomic 

coordinates (i, j, k and l). The torsional potential usually requires expansion in periodic 

functions of order (m = 1, 2, …). Equation (2.13) represents a simplified version of the bonded 

interactions, as it is also possible to include cross-terms.  

Force fields specify the various parameters required to understand the bonding within the 

system. Experimental results or DFT calculations of a single molecule are typically used to 

parametrise force fields. By scanning the different degrees of freedom, it is possible to make 

necessary adjustments to the parameters, in order to obtain a good energetic agreement to the 

DFT results.2 It is also possible to include constraints to the molecular geometry, for MD 

simulations. This can include fixed bond lengths, implemented because of the high vibrational 

frequency of bond length alterations. Constraints can also include planar adjustments to the 

angles, in order to keep a molecular geometry flat, which may be required for specific organic 

molecules. 

Non-bonded interactions 

The long-range, non-bonded contribution of the potential (Unon-bonded) is typically spilt into 1-

body, 2-body and 3-body terms, given by:  

The first term, u(ri) represents an externally applied potential or boundary effects. However, 

this term can usually be neglected for bulk and fully periodic systems. The most significant 

constituent is the pair potential v(ri, rj) = v(rij), based on the atomic distance (r) between pairs i 

and j, with the Lennard Jones (LJ) potential being the most commonly used form:140 

Here, ε defines the depth of the potential well and σ is the distance at which the potential is 

zero. The LJ potential describes the pair interaction in terms of short-range Pauli repulsion 

 Unon−bonded(r1, … , rN) =  ∑u(ri)

i

+ ∑∑v(ri, rj) + ⋯

j>ii

 
(2.14) 
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expressed by the r-12 dependence on distance, and long-range Van der Waals attraction 

expressed by the r-6 dependence. 

Furthermore, when electrostatics are to be considered, an additional long-range contribution to 

the non-bonded interaction is included, known as the Coulomb potential. When considering 

these long-range interactions of molecular charges, which would require integrals over two 

charge densities, approximations have to be made to lower computational cost. To this aim, 

partial (fractional) charges qi and qj, centred on atoms i and j can be effectively utilised to model 

the Coulomb interaction. 

Where the partial charges are separated by a distance of rij and ɛ0 is the vacuum permittivity. 

The total non-bonded contribution to the potential is then constructed from the Pauli repulsion, 

Van der Waals attraction and Coulomb potential. Noting that, for systems with periodic 

boundary conditions, the long-range interactions can become troublesome, such that charges 

and image charges (mirrored charges in periodic boxes), also interact. This requires 

increasingly complex Coulomb interactions to be evaluated and more accurate methods have 

to be employed. 

2.2.2 Ensembles 

Molecular dynamic simulations involve the time evolution of a molecular system, in steps of 

possible system states. The states in which the system can be found, are a result of its kinetic 

and thermodynamic properties. A specification of the possible system states is therefore 

required, introducing the use of an ensemble within MD simulations. An example would be: 

using a fixed number of particles (N), within a fixed volume (V), with fixed total energy (E), 

defining the NVE ensemble, where these fixed values are maintained for all possible (evolving) 

states. As the energy is always conserved within the NVE ensemble with the progression of 

time, such that it cannot exchange energy with the surrounding environment, it defines a micro-

canonical ensemble. Additionally, there is a canonical ensemble which represents the possible 

states of the system in thermal equilibrium with the environment, with a fixed temperature (T), 

a fixed number of particles and a fixed volume, this is then the NVT ensemble. When 

considering thermodynamic equilibrium with the environment, the grand-canonical ensemble 

 vCoulomb(rij) =  
qiqj

4πε0rij
 (2.16) 
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is important, within this regime, there is a constant chemical potential (µ), a constant 

temperature and volume, usually called the µVT ensemble. Finally, the consideration of 

pressure is essential for chemical reactions taking place under constant pressure (P). This can 

be defined by the isothermal–isobaric ensemble, with constant temperature, pressure and 

number of particles, also called the NPT ensemble.  

Thermostats and Barostats 

Newton’s equations of motion correspond to the NVE ensemble, such that energy is conserved. 

However, when considering chemically relevant systems, in order to represent experimental 

conditions of constant temperature and/or pressure, the various other ensembles are necessary. 

Therefore, to obtain the correct dynamics and control aspects of the simulation, the typical 

equations are used in combination with a thermostat, to maintain the temperature, and/or 

barostat to maintain the pressure. 

A thermostat is used to model the constant temperature constraint of the various applicable 

ensembles. Allowing energy exchange between the system and the environment, using a heat 

bath or energy reservoir. The temperature (T) is related to the velocity (vi) of N particles, given 

by: 

Where kB is the Boltzmann constant, 3N is the 3-dimenisonal degrees of freedom (x, y, z), nc 

is the number of constrained degrees of freedom, and mi is the mass of particle i. As the velocity 

of the particles are known at each MD step, it is therefore possible to adjust the velocity in 

order to control the temperature, with equation (2.17). However, controlling the temperature 

by altering the velocities of all particles at each time step, does not allow for statistical 

temperature fluctuations and so does not represent a thermodynamic ensemble. Therefore, this 

formulism has to be accurately adapted.  

The Berendsen thermostat141 uses weaker velocity scaling, by coupling the kinetics to an 

external heat bath with a given temperature (T0). The re-scaling of the velocities then corrects 

the temperature deviations, between the current and the desired temperature (T0). The kinetic 

energy fluctuations are still supressed by the Berendsen thermostat and so, it does not generate 

a canonically-distributed trajectory, although it is, possibly, sufficient for smaller system sizes 

 kBT

2
(3N − nc) =  ∑

1

2

N
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of a few hundred particles. The Andersen thermostat142 rescales the velocities with random 

velocity updates of randomly chosen particles, based on Boltzmann statistics, but also has 

limitations in terms of canonical velocity trajectory predictions.2 The correct sampling of a 

canonical ensemble, is achieved by the, computationally more demanding, Nosé-Hoover 

temperature coupling thermostat.143,144 Treating the heat bath as an integral part of the system, 

defined as a reservoir, the current temperature and desired temperature are then coupled. An 

approach to combine efficiency and accurate dynamics is often employed, for example the 

combination of the Berendsen and Nosé-Hoover thermostats, which brought the development 

of the  velocity rescaling thermostat,145 to allow for kinetic energy fluctuations. 

The NPT ensemble requires a barostat to allow fluctuations of the box volume, thereby 

obtaining a constant pressure. Using Berendsen pressure coupling approach, the particle 

coordinates and simulation box vectors are rescaled at each MD step. Similar to the Berendsen 

thermostat, the pressure coupling approach does not accurately describe the thermodynamic 

ensemble, therefore it is primarily used to achieve an equilibrated system. 

2.2.3 Polarisable force fields  

Polarisation or induction, is defined as the adjustment of a molecular charge distribution, in 

relation to a change in the environmental charge distribution.2 As standard force fields, with 

static and typically atom-centred charges cannot account for the effects of electronic 

polarisation, such as (molecular) geometric and energetic alterations, a further approach is 

required. Polarisable forces fields can incorporate appropriate variations in charge distribution 

with the use of distributed polarizabilities and higher multipoles (e.g., quadrupole moments). 

Offering a perturbative mechanism121 for inclusion of electrostatic, induction, and van der 

Waals interactions.146  

In contrast to standard force fields, with experimentally parametrised effective charges and 

Lennard-Jones parameters, polarisable force fields can be parametrised from first principles. 

The advantage of this being that no experimental input is initially required, such that pre-

screening of new potential candidates for organic semiconductor applications (prior to 

synthesis) is possible. However, in large systems the increased complexity of interactions 

makes this a computationally demanding approach, as a self-consistent solution of coupled 

non-linear equations is required for the evaluation of induced dipoles.121 For that reason, they 
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are typically used in combination with standard force fields for large systems. Polarisable force 

fields are used to compute the site energies required for charge transport simulations (the 

various site energy contributions are discussed in section 2.3.3) and standard force fields are 

used to calculate the structural properties of large-scale morphologies. 

2.3 Charge Transport simulations 

Charge transport in disordered organic semiconductors is described as a series of hops between 

different molecular sites (charge localised states). The rate of this hopping depends on various 

factors, attributed to the orientation and position of the molecules. These factors include site 

energies, reorganisation energies and electronic coupling elements, between neighbouring 

molecules. In order to effectively utilise these parameters to obtain valuable quantities, such as 

charge carrier mobilities, the master equation has to be solved. The master equation describes 

the movement of the system from one physical state to another, i.e., the stochastic progression 

of the system through time, by successive hops. It presents an analytical approach of solving 

the Schrödinger equation. Before proceeding to solving the master equation, carried out with 

the use of kinetic Monte Carlo (KMC), each of the charge transport parameters have to be 

outlined. All of the charge transport simulations described here, are carried out using the 

Versatile Object oriented Toolkit for Coarse-graining Applications (VOTCA) software 

package,147,148 including the use of a newly developed KMC code (developed within the scope 

of this work). 

2.3.1 Atomistic morphology to hopping sites 

With the atomistic morphology generated from first principles, using polarisable force fields 

and the electronic properties of isolated molecules, a system for charge transport simulations 

can be obtained. This firstly requires conversion of the atomistic morphology into sites 

available for charge carrier hopping. Such sites are defined in terms of conjugated segments 

and rigid fragments. A small molecule, typically used for SM-OLEDs, can consist of various 

rigid fragments, i.e., planar π-conjugated components, which make up the molecule as a whole. 

For clarity, an example is shown in Figure 2.3, for the commonly used OLED small molecule, 

tris-(8-hydroxyquinoline) aluminium (Alq3). The three shaded circles highlight each of the 
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rigid fragments in this molecule, surrounding the central metal atom. The conjugated segment 

is then defined as the entire molecule, as a charge carrier can delocalise over each of the three 

ligands. The delocalising, resulting in one conjugated segment, means there is one site available 

for charge carrier hopping on this molecule. The hopping site is then taken as the centre of 

mass position of the molecule and a mapping procedure is carrier out in order to ensure any 

discrepancies between molecular dynamics and the first-principle ground state geometry are 

rectified. 

 

Figure 2.3 Molecular structure of Alq3 [Tris-(8-hydroxyquinoline)aluminium] illustrating 

the three rigid fragment ligands (blue, orange and green shaded circles), with the central Al 

atom.147,148 

2.3.2 Neighbour list 

With hopping sites determined, a neighbour list can be constructed, this is defined as a set of 

neighbouring molecules within a specific rigid fragment, centre of mass cut-off to one another. 

This ensures that a nearest neighbour approach is adopted, such that the two rigid fragments 

with short separation can become charge transport neighbours, even with large conjugated 

segment centre of mass distances. The nearest neighbour intermolecular separation is an 

important factor for charge transfer simulations, with the electronic coupling elements 

decreasing exponentially with increasing separation. Therefore, molecules with large 

intermolecular separation distances can be excluded from the neighbour list, due to the highly 

improbable occurrence of charge transfer. Additionally, a well-defined neighbour list, which 

 

 

 

 

  

  



 

35 

includes only the necessary pairs of molecules to focus on, reduces the computational cost for 

the remainder of the charge transfer simulations. 

2.3.3 Site energies 

The neighbour list and hopping sites can then be used in combination to calculate the site 

energies, which typically has a Gaussian distribution. The site energy difference between two 

hopping sites is characterised as the driving force for charge transfer, due to its exponential 

dependence with the charge transfer rate, as shown in equation (2.27). The site energy for a 

given hopping site (i) is defined in terms of the internal molecular energy (Ei
int), electrostatic 

energy (Ei
el), induction (polarisation) energy (Ei

pol
) and an applied external electric field (Ei

ext), 

by equation (2.18). The contribution due to an applied external electric field (F⃗ ) is given by, 

Ei
ext = qF⃗ ∙ r i, with q being the charge (+/-) and r being the centre of mass of the molecule (i). 

The site energy difference between two hopping sites i and j, is then specified by equation 

(2.19).  

Internal molecular energy 

The internal molecular energy of each site, corresponding to the adiabatic ionisation energy 

(hole transfer) or electron affinity (electron transfer) of an isolated molecule, is calculated using 

first principles (Section 2.1). This is achieved by using the energy difference between a charged 

molecule (lowercase c) in a charged geometry (uppercase C) and a neutral molecule (lowercase 

n) in the neutral geometry (uppercase N), Eint = UcC − UnN. The internal molecular energy 

difference between two neighbouring sites (i and j) is outlined in equation (2.20). This 

corresponds to the difference between the potential energy surface (PES) minima of the two 

molecules in the electron transfer reaction, (∆Eij
int = ∆Ui − ∆Uj) as shown in Figure 2.4. 

 
Ei = Ei

int + Ei
el + Ei

pol
+ Ei

ext (2.18) 

 ∆Eij = Ei − Ej (2.19) 

 ∆Eij
int = (Ui

cC − Ui
nN) − (Uj

cC − Uj
nN) 

(2.20) 
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Electrostatic interaction 

As it is computationally too expensive to evaluate all pair-wise interactions in the system, it is 

typically calculated as a sum of partial charges or multipoles for all molecules, using a 

spherical/cylindrical cut-off or by using Ewald summation (without a cut-off).2  

Ewald summation 

Long-range electrostatic interaction between partial charges or higher distributed 

multipoles,149 can be computed by summation techniques, for example Ewald 

summation.150,151 Which involves splitting the interaction into two constituent parts, in 

real space (short range) and in the quickly converging reciprocal space (long-range). 

When considering systems with a large number of particles, an efficient adaption of 

the Ewald method is used. The reason for this being, that the Ewald method scales with 

the number of particles (N), as N2. The more efficient approach, the so-called particle 

mesh Ewald (PME),152,153 consists of the evaluation of a discrete lattice or mesh, with 

the use of fast Fourier transform (FFT). This leads to a substantial reduction in 

computational cost, with a scaling of N log N, based on a well-chosen mesh size. 

Distributed multipoles 

Considering the interaction in terms of (molecule centred) multipoles, between two 

molecules (A and B), the interaction energy is expressed as: 

The spherical multipole moment is given by Qt
a and Qu

b located on molecules A and B 

respectively, with the implicit sum over expansion sites, indices a and b using the 

Einstein summation convention. Additionally, the interaction between each multipole-

moment component t =  1k1 on site a and U =  2k2 on site b, is specified by the 

multipole interaction tensor Ttu
ab. The multipoles can be derived from (1) the 

Distributed Multipole Analysis (DMA)154,155 approach, working with the quantum-

mechanical density matrix or (2) a least-squares charge fitting approach to reproduce 

electrostatic potential, for example using SCF density on a regularly spaced grid121 

 

UAB
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with the CHELPG (charges from electrostatic potentials, grid-based)156 method or by 

using Merz-Kollmann method.157,158 

Induction energy 

The site energy contribution due to induction (polarisation) effects, can be calculated using the 

Thole model.159 Utilising a set of molecular distributed multipoles (as previously discussed for 

electrostatic interaction, equation (2.21)) and polarizabilities. The addition of induction effects, 

introduces an induced moment (ΔQt
a), into the consideration of multipole moments, and as 

induction stabilises the charges, there is a positive correction to the molecular interaction 

energy, given by: 

The interaction tensor is given by Ttu
ab, the permanent multipoles are given as Qu

b and Qu
a  for 

molecules A and B respectively, similarly, the induced moments are specified by ∆Qt
a and ∆Qt

b. 

The induced contribution is then obtained self-consistently by: 

Thole model 

The semi-empirical Thole model can be used to obtain the polarizabilities, i.e., the 

polarizability tensor (αtt′
aa′), from fitting parameters for atomistic polarizabilities.160,161 

It is modified from dipole-dipole interactions, by making use of smeared charge 

densities. This is necessary due to the divergent behaviour of the interaction energy, 

for short atomic distances. The smearing of the charge density can prevent this, by 

essentially mimicking the nature of the QM wavefunction.148 An exponentially 

decaying function can be used for the smearing of the charge density as implemented 

in VOTCA,148,162 
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With u representing the distance between two sites (a and b), such that 𝑢 =

R/(αaαb)
1/6 and a is the smearing exponent. 

2.3.4 Reorganisation energies 

When a molecule charges or discharges there is an energetic response, as such there is a 

reorganisation energy which takes into account the geometric rearrangement. Considering a 

charge moving from molecule i (donor) to molecule j (acceptor), there is an intramolecular 

contribution (λij
int), due to the internal reorganisation of the two molecules, and an 

intermolecular or outersphere contribution (λij
out), due to the relaxation of the surrounding 

environment.147,163  

Intramolecular contribution 

The internal contribution considers the alteration of the nuclei and core electrons in the 

charging and discharging pair. The neutral and charge states and geometries, Ui
nN (donor) and 

Uj
cC (acceptor) are included in the intramolecular reorganisation energy. Additionally, for the 

reorganisation energy there are a further two contributions to consider. With the internal 

energies of the neutral molecule in charged geometry, Ui
nC (for the donor) and charged 

molecule in the neutral geometry, Uj
cN (for the acceptor), also now included. The internal 

reorganisation energy, due to the discharging of site i (λi
cn) and charging of site j (λj

nc) is shown 

in equation (2.25). 

This is also depicted in Figure 2.4, showing the four points which are relevant to the 

intramolecular contribution. The various charge states and geometries are calculated using 

DFT. 

 

λij
int = λi

cn + λj
nc = (Ui

nC − Ui
nN) + (Uj

cN − Uj
cC) (2.25) 
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Figure 2.4 Potential energy surface (PES): for a (a) donor and (b) acceptor molecule in 

charged and neutral states. A change in the charge state (grey to yellow) is followed by 

relaxation of nuclear coordinates (yellow to red). For the intramolecular contribution to the 

reorganisation energy, the yellow and red points are relevant. For the difference in internal 

molecular energy for the contribution to the site energy (minima), it is the energy difference 

of the grey and red points.  Figure reproduced from the VOTCA-CTP (charge-transport) 

manual.147,148 

Outersphere contribution 

The external contribution to the reorganisation energy, known as the outersphere contribution, 

takes into account the changes to the environment surrounding the charge transfer molecules. 

This describes the reorientation and polarisable adjustment of the surrounding molecules, due 

to changes in the electric potential. The outersphere contribution is particularly important for 

strongly polarisable environments.118,147 If this contribution should be included, it can be 

calculated using the atomistic partial charges of neutral and charged molecules with a specified 

cut-off radius, using the electric displacement fields of the charge transfer complex,147 based 

on the assumption that charge transfer occurs faster than the nuclear rearrangement of the 

environment, but slower than the electronic polarisation. Or by making the simplified 

approximation of spherical charge distributions on the two molecules with integration over the 

outer volume. 
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2.3.5 Electronic coupling elements 

The electronic coupling element or electronic transfer integral element (Jij), relies on accurate 

descriptions of the diabatic states localised on molecule i (𝜙i) and j (𝜙j) (monomers), as well 

as the Hamiltonian (Ĥ) of the dimer formed by the charge transfer complex, according to:  

The diabatic states are typically taken as the HOMO of the monomer in the case of hole 

transport and the LUMO when considering electron transport, within a frozen-core 

approximation. The electronic couplings are highly dependent on the overlap of the orbitals 

participating in the charge transfer reaction, consequently, also on the molecular orientation 

and positions of the two molecules. As the couplings have a significant impact on the charge 

transfer rate (equation (2.27)), similar to site energy differences, they must be computed 

accurately. As such, the calculations can be extensive, as couplings are calculated explicitly for 

each individual pair. In an effort to balance computational cost and model reliability, there are 

several methods of calculating the transfer integrals including: 

1. Semi-empirical methods, which avoids the explicit evaluation of the Hamiltonian, 

utilising parametrised models to lower computational cost (but also accuracy). The 

ZINDO (Zerner’s Intermediate Neglect of Differential Overlap) method164–166 is an 

example, involving parametrisation using first principles calculations and then 

estimation of the overlap integrals. By generating the orbitals from only a single 

isolated molecule calculation, it is possible to obtain the overlap integrals for each 

pair.164 

2. DFT (or other electronic structure) methods, involving the projection of monomer 

frontier orbitals onto the explicitly calculated dimer Hamiltonian. This requires self-

consistent calculations on each individual monomer and the corresponding pairs 

(dimers) and is therefore computationally demanding, but is required when semi-

empirical methods fail. An example is the DIPRO (dimer projection) method.167 

 
Jij = 〈 𝜙i | Ĥ | 𝜙j 〉 (2.26) 
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2.3.6 Charge transfer rates 

Marcus rates 

The rates for charge transfer reactions then combine all results of the previous steps, to include 

neighbouring sites (i and j), their site energy difference ∆Eij = Ei − Ej, reorganisation energy 

λij and electronic couplings (Jij). These key parameters are crucial for an accurate description 

of charge dynamics linked to the atomic morphology, achieved by using the Marcus rate 

equation.168–171 This semiclassical rate, within the high temperature limit of classical charge 

theory,168,171 is a thermally-activated mode of non-adiabatic charge transfer.* This expression 

is derived from the importance of environmental coupling, using linear response theory to 

describe a heat bath coupled to electronic tunneling.172 This quantum mechanical tunnelling 

moves the electron from one molecule to the other, at sufficiently high temperatures, when the 

nuclear vibrations (also described as bath fluctuations) bring the corresponding energy levels 

into resonance. The rate for a charge to hop from site i to site j (ωij) is given by: 

Additional to the key parameters outline above, the equation also includes the reduced Planck 

constant (2π/ħ) and the thermal energy (kBT). For the charge transport simulations described 

hereafter, the rate is calculated using the Marcus rate equation (2.27). 

Additionally noting that Marcus rates are only valid for limited (high) temperature variations, 

there is a further calculation method, using the Weiss-Dorsey rates.172–176 This is useful for a 

wider range of temperature regimes, specifically using the low temperature approximations, 

where nuclear tunnelling becomes the dominant pathway172 and Marcus rates would not 

applicable. 

 

* Valid for weak electronic coupling. Weakly coupled states are localised and strongly dependent on 

nuclear coordinates; the positions of which can lead to electronic transitions. 

 

ωij =
2π

ħ

Jij
2

√4πλijkBT
exp [−

(∆Eij − λij)²

4λijkBT
] (2.27) 
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Miller-Abraham rates 

An additional method of computing the rates is using the Miller-Abraham expression,177 

simpler than the Marcus expression, it neglects vital components of charge dynamics, including 

the reorganisation energy. The expression for these rates is shown in equation (2.28). 

Here the rate is specified in terms of the hopping attempt frequency ω0 , an electronic coupling 

factor, which includes the distance between the two molecules rij and the localisation length of 

the charge rloc,2 as well as the site energy difference, in this case ΔEij = (Ej - Ei). The first 

exponential term accounts for a simplified dependence of electronic coupling on separation 

distance, without inclusion of molecular orientation and the impact it has on the electronic 

coupling.178 The second term includes a Boltzmann factor with a positive energy difference 

between the two hopping sites, or equals 1 for a hop downward in energy. This simplified rate 

expression can be utilised within the Gaussian disorder model.179 

2.3.7  Gaussian Disorder Model 

In the Gaussian disorder model (GDM), a simple lattice arrangement of sites is assumed, with 

(typically) uncorrelated site energies following a Gaussian density of states, due to random 

molecular orientations.2 The width of the energetic distribution is known as the energetic 

disorder. Instead of Marcus rates, the GDM makes use of the Miller-Abrahams rate equation 

(2.28). Despite this simpler approach, with certain improvements (including correlated and 

extended correlated) GDMs have been able to explain certain aspects of charge carrier mobility 

(µ), such as the experimentally observed dependencies of carrier density and external electric 

field (F),180–182 observed by the Poole-Frenkel dependence ( n µ ∝  √𝐹).183 However, as GDMs 

cannot account for the atomistic scale spatial correlations, this method has a characteristic flaw 

in comparison to off-lattice models. 

 

ωij = ω0 exp (−
2rij

rloc
){

exp (−
∆Eij

kT
) ,           ∆Eij > 0

1,           ∆Eij ≤ 0
   (2.28) 
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2.3.8 Master equation 

With the hopping sites and charge transfer rates at hand, a method of simulating hopping 

transport is required. This is achieved by a stochastic description, known as a (continuous time) 

Markov process, which fulfils the requirement of memory-less charge transport, such that each 

new hopping event depends only on the current state of the system and is independent of its 

history. Having discrete states, such that the system can be in state α or state β, allows for the 

dynamics of the system to be described by the master equation:184 

This expresses the probability of finding the system in a particular state (Pα) at a given time (t) 

as well as a transition probability (Wαβ) which describes the rate of moving from state α to β 

and vice versa. 

Considering transport of a single charge in a given system, a state is then represented as an 

occupied site, i.e., the site on which the charge carrier sits. The equivalent equation can then 

be written in terms of the site occupation probabilities (pi) and the charge transfer rates (ωij) 

between two sites, i and j: 

For charge transport simulations, the rates in equation (2.30) are the calculated Marcus hopping 

rates. Used in combination with the molecular centre of mass positions, to give the hopping 

sites and nearest neighbours to give each potential transition (i → j), described in section 2.3.2. 

The unknown occupation probabilities, then have to be determined. For a single charge carrier 

expressed by the first order linear differential master equation (2.30), it is possible to use an 

analytic approach for certain cases, however this has several limitations and systems with a 

large number of molecular sites already become problematic. Therefore, a method of solving 

the master equation, which can account for large system sizes is required (typically, this is in 

the order of several thousand molecules for charge transfer simulations). 

Additionally, when multiple charge carriers are treated, which is a valuable consideration for 

realistic systems, the master equation becomes much more complex. In this case, there is not 

only one occupied site, but several, resulting in non-linear differential equations and requiring 

 dPα

dt
=  ∑[WαβPα − WβαPβ]

β

 (2.29) 

 dpi

dt
=  ∑[ωijpi − ωjipj]

j

 (2.30) 
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more complicated algorithms in order to solve them. With regard to including multiple charge 

carriers and the correlation between the occupation probabilities of the various sites, a kinetic 

Monte Carlo algorithm is considered. 

2.3.9 Kinetic Monte Carlo 

Kinetic Monte Carlo (KMC)185–190 is one way of solving the master equation and providing the 

time evolution of the system, giving a randomly generated trajectory of charge carrier 

movement. The task of KMC is to accurately move from one state of the system to another, 

generating a sequence of events with the correct probabilities.184 The premise of this approach 

is that there are infrequent events or occasional transitions from one site to another, amid large 

static periods (no carrier hopping). This can ensure that the method utilises a Markov chain, 

with transitions independent from previous events. The KMC algorithm discussed in this 

section considers multiple charge carriers, with accurate computation of their charge transfer 

using the Marcus hopping rates, also ensuring no doubly occupied hopping sites, followed by 

the extraction of their trajectory for charge carrier mobilities. KMC thereby implements the 

stochastic propagation through time, with respect to the selection of these charge transfer events 

and their computed rates.  

Firstly, considering a system with N hopping sites (centre of mass positions), followed by the 

random injection of a charge carrier (electron/hole) to site i. The occupied site (i) is now an 

‘enabled’ site, such that it can contribute to the charge transfer description. This site has a 

certain number of nearest neighbours (m), as specified in the neighbour list (Section 2.3.2), 

which, as a pair, can take part in a charge transfer reaction, with rate specified by the Marcus 

rate equation. The number of neighbours is known as the coordination number of the site. An 

escape rate (ωi) can then be defined as the sum of all hopping rates (ωij) moving away from site 

i:2 

The hopping event probability is proportional to the escape rate, such that the event is chosen 

with a weighted proportionality to the other events. As an example, the occupied site i has four 

neighbours, and four corresponding hopping rates (ωij, ωik, ωil, ωim). In order to make a 

 
ωi = ∑ωij

m

J=1

 (2.31) 
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random choice of which site this carrier will hop to, each hopping rate has to be weighted 

proportionally to the escape rate, as depicted in Figure 2.5. 

 

Figure 2.5 Proportional probabilities for selection of a hopping event from site i, with four 

possible events, with rates (ωij, ωik, ωil, ωim). The proportion of each hopping event 

corresponds to its rate, within the interval of (0,1], ωi represents the escape rate of site i, 

from equation (2.31). 

A random number is then generated in the interval of (0,1] and where this number lies on the 

scale of Figure 2.5, determines which destination site is chosen. As only one charge carrier is 

currently present, this choice will be an allowed event and therefore, it results in a hop from 

site i to the chosen neighbouring site. After a hop, site i is then ‘disabled’ and the newly 

occupied site becomes ‘enabled’. 

Multiple charge carriers 

When considering multiple charge carriers within the system, the possibility of two charge 

carriers occupying one site has to be accounted for. To address this, one option would be to 

include coulomb interaction, repelling like charges. However, this approach is computationally 

expensive as it requires recomputing the Marcus rates at every KMC step, due to the variation 

of site energy differences as a result of changing site occupations, discussed further in Chapter 

5. A second simpler approach uses the exclusion principle,* which simply states that no two 

like charges will occupy the same site at the same time. This is an adequate choice for the 

treatment of double occupation as two electrons (or holes) occupying the same site is virtually 

impossible, due to the strong columbic repulsion they would experience. If a site is occupied 

and a hopping event attempts to doubly occupy this site, this will be a so-called ‘forbidden’ 

 

* referenced to an adapted Pauli exclusion principle, despite the fact that electronic spin is not considered 

here 
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event, otherwise, when the site is free the hop is allowed. By making use of this exclusion, the 

KMC algorithm then has to enable or disable events, based on the recognition of an allowed or 

forbidden event. 

To bring this to a realisation, a variable step size method (VSSM)184,190 can be effectively 

utilised for KMC for increased computational efficiency, specifically true for charge transport 

with multiple charge carriers. Here, an example of a two-level VSSM algorithm allows for a 

more practical approach, with the separation of hopping sites and possible hopping events from 

these sites. The VSSM approach allows for easier control of disabling and enabling events, as 

well as efficient updating of the cumulative rates, without having to recalculate all rates in the 

system. 

A site is termed ‘enabled’ when it is occupied by a charge carrier, as previously described for 

one carrier. Consequently, the hopping events from this site are all enabled until there is a failed 

hopping attempt, due to the fact that the destination site is already occupied, this ‘disables’ the 

event and removes its rate from the hierarchal accumulation of rates. A depiction of a two-level 

VSSM tree is shown in Figure 2.6. A head node at the top of the tree, contains information 

about the entire system, the cumulative rates of all enabled hopping sites and enabled hopping 

events. The first level is constructed from the hopping sites, such that the number of nodes on 

this level equals the number of sites in the entire system. The first level nodes each have a 

cumulative rate made up of their subordinate hopping event rates. The second level, under the 

corresponding hopping site, contains all events hopping away from this site. As an example, 

the first level may be site i, the second level will be events for the hops i→j, i→k, i→l and so 

on. The random choice of which carrier will hop and subsequently, the destination to which it 

will hop, are done in the same manner as Figure 2.5, using proportional probabilities based on 

the rates. First a charge carrier is randomly chosen (e.g., carrier on site i), based on its occupied 

site escape rate (ωi), equation (2.31), i.e., the sum of all hopping events from the site. The 

probability (Pi) of this carrier escaping site i and hopping to another site is then given by: 

 
Pi = 

ωi

∑ ωnn
 (2.32) 
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Figure 2.6 Representation of the VSSM hierarchical construction. The head of the tree 

contains all cumulative rates of all ‘enabled’ sites (n) and their corresponding ‘enabled’ 

events. The first level under the head, is constructed from all hopping sites in the system, 

‘enabled’ when occupied by a charge carrier (green), they contain the cumulative rates (e.g., 

(ωi)) of all ‘enabled’ events from this site (green). The second level corresponds to events 

(hops) from each site to a neighbour, with a given rate e.g., ωij. After a forbidden event has 

occurred (e.g., hop attempt i→k), the event becomes ‘disabled’ (red) and its rate is removed 

from the cumulative rate (ωi) for the site and consequently the head cumulative rate. 

Where n is the total number of occupied sites and ωn is their escape rates. Once the carrier on 

a site is selected, the second choice of which destination is then randomly selected, based on 

the individual hopping rates, with a probability of hop, for example i→j given by ωij ωi⁄ . If 

this chosen hop is possible, it is carried out, thereby disabling the initial site ‘i’ (and disabling 

all events from this site) and enabling the new site ‘j’ (and enabling all events from this site). 

Contrarily, if the chosen destination is already occupied by a carrier, then this site becomes a 

forbidden event and the carrier stays on the initial site, only disabling the attempted event. After 

this, with the newly updated cumulative rate, based on new enabled/disabled events or a newly 

enabled site, the procedure continues and the next time update takes the system into the 

proceeding events. With each KMC step there is a time increment (Δt), defined as the interval 

when no charge transfer occurs, i.e., the time in which the system remains static. This is related 

to the cumulative rate of the whole system (∑ ωnn ), and generated by choosing a random 

number (r) from a uniform distribution within the interval (0,1]. Δt is calculated according to 

equation (2.33). 

     k    m
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For clarity, the algorithm for the two-level VSSM KMC for multiple charge carriers, 

implementing the exclusion principle for double occupation of sites is shown in Figure 2.7.  

Firstly, a known system morphology with the necessary parameters: hopping sites, neighbour 

list and Marcus rates, is required as the input. ‘N’ charge carriers are then injected randomly 

onto ‘n’ hopping sites and the time is updated according to their escape rates, with equation 

(2.33). A carrier on site i is then randomly chosen, with the probability according to equation 

(2.32). This is followed by the random selection of the destination, with probability relative to 

the escape rate of the site. If the hop is allowed, as show in 5(a) case 1 of Figure 2.7, then the 

carrier hops to its destination site, disabling its initial site and enabling the new site. If the hop 

is forbidden as in 5(b) case 2 of Figure 2.7, the carrier remains on the initial site and disables 

this event. In the instance of case 6(a) or 6(b), the algorithm returns to the time update, with 

the newly enabled or disabled site or event and proceeds in this manner, until the stop condition 

is met. The stop condition for this algorithm can be a specified number of KMC steps, or a 

specific runtime, this generally depends on the input used. 

  

 

∆t =  − 
1

∑ ωnn
 n(r) (2.33) 
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Figure 2.7 Workflow for the two-level VSSM KMC algorithm for multiple charge carriers, 

implementing the exclusion principle for forbidden double occupation of sites. 

  

1.Morphology with

hopping sites and

neighbour list  

Marcus rates known

for each site

2. N charge carriers

injected to random

sites  enabling these

sites (green)
 . An occupied site is chosen at

random, from which a carrier

may hop. The probability of this

site (i) being selected is related

to sum of all occupied site

escape rates 

P = 
  

 nn
 .  opping event is randomly 

chosen with the probability  

Case 1. Pij =      or 

Case 2. Pik =      

 (a). Case 1  A 

destination site 

that is available

 (b). Case 2  A 

destination site that 

is already occupied

 . Time updated corresponding

to enabled sites and events 

t = t    t

 (b). Charge stays on 

site i and disables the 

forbidden event i k, 

removing its rate from 

the cumulative rate

 (a). Charge hops to the 

available site, disabling 

initial site i and enabling 

destination site j

kl

i

j m

kl

i

j m

kl

i

j m

kl

i

j m

kl

i

j m

 . If stop conditionmet (e..g. simulation

time number of  MC steps) then stop



2 How can OLEDs be simulated?  

50 

2.3.10 Charge carrier mobility 

Carrier mobility is an essential result of the charge transport simulations, as it can be directly 

compared to experimentally obtained mobility values, using for example, time of flight (TOF) 

or space charge limited current measurements (SCLC). For simulations, the mobility is 

achieved after solving the master equation, by the implementation of the KMC algorithm. This 

can be obtained by using the trajectory of the carriers, generated by KMC to directly calculate 

the mobility tensor from the carrier velocity and magnitude of applied electric field. After an 

adequate KMC simulation time (for equilibration), corresponding to the energetic disorder of 

the system,* the converged charge carrier mobility can be obtained. The average carrier velocity 

〈𝑣 〉 is calculated as the displacement vector (∆r ) over simulation time (t) and the mobility (µ) 

is calculated using the average velocity with respect to the applied electric field (F⃗ ), according 

to: 

2.3.11 Finite size effects 

System size plays an important role in the description of certain macroscopic properties of 

amorphous organic materials, such that mobility values become system-size dependent.† 

Charge transport simulated by small system sizes (with several thousand molecules) with large 

energetic disorder, will most probably exhibit dispersive transport at low temperatures.192–194 

These systems are in the order of several nanometres in dimension, compared with the 

micrometre systems studied experimentally. The variation in system size, accounted for by 

computational cost, means that the transport is dispersive in the small simulated system and 

non-dispersive in the large experimental system. The consequence being that simulated charge 

mobilities can vary significantly from experimental achieved mobilities, in an example of finite 

size effects. 

 

* Systems with large energetic disorder require longer KMC simulation times for the mobility to 

converge 
† The variation with thin-film thickness has also been shown experimentally191 

 
〈𝑣 〉 =

∆r 

t
= µF⃗  (2.34) 
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In order to combat this, there is an empirical correction, involving a temperature extrapolation 

procedure,194 providing a method of extracting non-dispersive mobilities from small systems 

with dispersive transport. Here, the system has to be simulated at high enough temperatures, 

where transport moves from the dispersive regime into the non-dispersive. This transition 

temperature (TND) can be calculated knowing the number of hopping sites in the system (N) 

and the site energy distribution (σ), using equation (2.35).* 

With the transition temperature known, KMC simulations are then run with higher 

temperatures (in a very broad range, e.g. 1000K-50000K), achieving non-dispersive 

(temperature dependent) mobilities with the following equation:195 

The material constants, µ0, a and b, are typically extracted as fitting parameters, upon the fit of 

equation (2.36) with the obtained mobilities at the chosen temperatures. The fitting procedure 

then allows for the extrapolation from this high temperature regime to experimentally relevant 

temperatures (in and around room temperature). In doing so, non-dispersive mobility values 

can be extracted, for example at 300K and directly compared to experimental results. 

 

 

* The derivation and full discussion of dispersive to non-dispersive mobilities can be found here194 

 

(
σ

kBT
)
2

= −5.7 + 1.05  nN (2.35) 
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µ0

T3/2
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a

T
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T
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3 Unicoloured phosphor-sensitised 

fluorescence* 

Achieving a blue OLED, which is both efficient and stable, has proven to be problematic. The 

challenge originating with the limitations of the blue emitter: if operational lifetime is 

prioritised, stable fluorescent emitters can be used. Their efficiency, however, is limited by 

unfavourable spin statistics. To improve efficiency, phosphorescent emitters can be used. Their 

large coupling between the exciton spin and the orbital angular momentum allows for radiative 

decay from the triplet state to the ground state. Additional to this, the spin-orbit coupling allows 

for intersystem crossing to occur, such that the singlet excited state can also populate the triplet 

state, helping to achieve almost 100% internal quantum efficiency. The drawback of this highly 

efficient system is the long lifetime of the triplet state, typically in the order of several 

microseconds (much longer than the nanoseconds fluorescence lifetime), which leads to 

degradation of the organic material.197 Since stability is highly important, in order to achieve a 

long-lived consumer product, fluorescent emitters are the chosen source of blue OLEDs. But, 

with battery life on portable devices being the cost of this inefficiency, it is vital that the blue 

OLEDs become more efficient. 

Thermally activated delayed fluorescence (TADF)198–203 is one of the existing approaches 

targeting the OLED efficiency, where a reverse intersystem crossing, from triplet to singlet, is 

achieved. Combination of TADF and conventional fluorescence emitters, in a sensitising 

approach is also a possibility.204,205 However, the decay times of TADF systems are similar to 

that of a phosphorescent only system,206,207 meaning that a short-lived OLED is inevitable. 

A phosphor-sensitised fluorescence approach,208–212 offers an alternative to TADF OLEDs, by 

utilising a donor-acceptor concept with a phosphorescent donor and a fluorescent acceptor. In 

 

* Adapted from the publication  Perspectives of Unicoloured Phosphor‐Sensiti ed Fluorescence L. 

Paterson, A. Mondal, P. Heimel, R. Lovrincic, F. May, C. Lennartz, D. Andrienko; Adv. Electron. Mater. 

2019, 5 (12), 1900646 DOI: 10.1002/aelm.201900646196 
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addition to phosphorescence and fluorescence, energy transfer can occur between the donor 

and acceptor molecules, either via short-range Dexter or long-range Förster resonance energy 

transfer (FRET). FRET takes place from the donor triplet to the acceptor singlet, allowing for 

fluorescence.213 This approach leads to shorter radiative decay times, in comparison to 

phosphorescent only emitters, as recently demonstrated by Kim et al,214 where a significant 

reduction of radiative decay time was shown for a green phosphorescent emitting donor and 

yellow fluorescent emitting acceptor. 

Classic sensitisation for an efficient fluorescent blue OLED would require a sensitising donor 

emitting in the UV spectral range and red-shifted (with respect to the donor) acceptor emission. 

This approach is not suitable for devices, as high exciton energies would result in very fast 

device degradation. On the other hand, if the fluorescent acceptor and phosphorescent sensitiser 

have matching emission spectra, the excitation energy required to pump the acceptor emission 

can be reduced. However, various practical design challenges have prevented the development 

of a unicoloured sensitised emitting system, until now. As the donor emission and acceptor 

absorption overlap is significantly reduced in a unicoloured system, compared to a non-

unicoloured system, a result of large reorganisation energies of the organic emitters upon 

excitation (Stokes shift), the spectral overlap of the unicoloured system is then limited by the 

Stokes shift of the acceptor. 

These challenges have been resolved in a recent study by Heimel et al., where a unicoloured 

phosphor-sensitised fluorescence (UPSF) approach, for an efficient and stable blue OLED was 

investigated.215,216 The donor, acceptor and host molecules and a depiction of the processes, 

with radiative decay times and singlet and triplet energy levels, are shown in Figure 3.1. The 

sky-blue emission colour is preserved, by matching the emission of donor and acceptor. The 

experimental results demonstrated a clear reduction in radiative decay, moving from a 

phosphorescent only system (1.60 µs) to a system with the inclusion of fluorescent acceptors 

(0.49 µs). Which in turn lead to a three-fold increase in device lifetime, from 26h to 76h, all of 

which is shown in the experimental evidence section 3.1. 

The drawback of the sensitising approach is the Dexter energy transfer, from the triplet of the 

donor to the triplet of the acceptor, by which a loss in efficiency arises. As the acceptor 

molecule is not of TADF-type, there is no reverse-intersystem-crossing (RISC) present. 

Therefore, Dexter triplet-triplet energy transfer results in quenching, since the transferred 

triplet state cannot decay radiatively, neither directly from the acceptor triplet, nor through a 
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RISC-process with subsequent delayed fluorescence. Unfortunately, with increasing acceptor 

concentration, the probability of Dexter transfer increases. As a result, the photoluminescence 

quantum yield (PLQY) is shown to be directly linked to the concentration of the acceptor, with 

a decrease from 100% (no acceptors) to 63% (1.5 volume % acceptor molecules) shown 

experimentally. Therefore, the UPSF OLED has to be designed in such a manner as to (i) 

optimise the acceptor concentration for increased lifetime and (ii) target donor-acceptor 

combinations with slow Dexter and fast FRET rates, for increased efficiency. 

 

Figure 3.1 (a) Molecular structure of the donor, acceptor and host, used to bring the UPSF 

concept to a realisation (b) Energy level diagram of the UPSF system. Essential energy 

transfer, radiative (experimental decay times shown) and non-radiative decay: Initial 

excitation of the donor, donor to donor transfer (D-D), phosphorescent decay from the donor 

triplet (Ph), FRET from the triplet of the donor to the singlet of the acceptor, followed by 

fluorescent decay (fl) and Dexter energy transfer from the triplet of the donor to the triplet 

of the acceptor, followed by non-radiative decay (NR).196 

       

       

        

       

       

       

       

        

       
 

       

              

    

            

             

S 

S1

T1
T1

S1

S 

     

S 

S1

T1

            

 ph  fl  N 
(1.   s) ( ns)

     

    

   

   



 

55 

To provide further insight into this novel concept and quantify its potential, it is necessary to 

develop a multiscale model of a UPSF OLED. Beginning with atomistic morphologies and 

progressing to the parametrisation of each rate of all of the essential processes involved and 

solving the respective master equation with the help of a kinetic Monte Carlo algorithm. The 

rates of the individual energy transfer processes are adjusted according to the experimentally 

measured photoluminescence quantum yield (PLQY), phosphorescent-fluorescent emission 

ratios, time resolved photoluminescence (TRPL) spectra, and radiative decay times. Once 

developed, the multiscale model can then be utilised to expand on the scope of experiment, by 

examining further acceptor concentrations, as well as the FRET and Dexter energy transfer 

rates. Simulations can then highlight the fundamental efficiency and decay time limits of the 

UPSF system. The simulation workflow, as it is described, is depicted in Figure 3.2. 

 

Figure 3.2 Simulation workflow: initial molecular structures are used to construct a 

morphology for molecular dynamics simulations, followed by rate parameterisation from 

experimental data, then KMC to randomly propagate the system through time. This provides 

OLED properties such as photoluminescence quantum yield (PLQY) and radiative decay 

times and plots such as those achieved by time resolved photoluminescence (TRPL).196 

3.1 Experimental evidence 

The experimental evidence outlined here, which is required for the progression to a 

computational investigation was taken from the original experimental study of the blue UPSF 

OLED.215,216 Three UPSF systems were studied with varying acceptor concentration: 0.5, 1.0 

and 1.5 volume % acceptor, within a mixed layer also containing the donor and host. Additional 
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to a donor only system and an acceptor only system, providing the radiative decay times of 

phosphorescence and fluorescence respectively. A combination of UV-Visible, steady-state 

and TRPL spectroscopies were utilised to extract the UPSF properties. 

Firstly, in order to ensure that the predominant excitation was in fact donor molecules and not 

direct acceptor excitations, the wavelength of the laser was adjusted. This had to be within the 

maximum of donor absorption and as close as possible to the minima of the acceptor 

absorption. Of course, within the optical excitation experiments, it is not possible to guarantee 

donor excitation exclusively. Therefore, the aim is to select an excitation wavelength to keep 

direct acceptor excitation negligible, this was found to be 375 nm. The calculations from 

absorption coefficients showed that in fact donor molecules absorbed 95, 47 and 32 times more 

of the light than the acceptor molecules, for the 0.5%, 1.0% and 1.5% acceptor concentrations 

respectively. 

The FRET radius, the distance at which 50% of the donor excitations are transferred via FRET 

to the acceptor, was estimated to be 2.4 nm. This was achieved from the spectral overlap 

integral of the extinction spectrum of the acceptor and the normalised photoluminescence 

spectrum of the donor. This is a smaller value than the typical FRET radius of a non-

unicoloured system, typically around 4-5.5 nm,208,217–219 which is a result of  the smaller 

spectral overlap. 

In order to observe the effect of increasing acceptor concentration on the UPSF properties, 

TRPL experiments were carried out. TRPL is utilised to measure the radiative decay of a 

sample upon an initial excitation by a short light pulse. The emitted photons from the sample 

are measured as a function of time, providing information regarding the decay times of the 

emission, be that fast fluorescence or slow phosphorescence. For the donor only system, (0% 

acceptor) a (phosphorescence) radiative decay time of 1.60 µs was extracted from the TRPL 

spectra. Similarly, for the acceptor only system, a radiative decay time of 4 ns for fluorescence 

was extracted. For the varying donor-acceptor combinations, ranging from 0% to 1.5% 

acceptor, the TRPL spectra are shown in Figure 3.3, fitted with a multi-exponential fit to 

achieve the radiative decay times. The 0% acceptor concentration (black) providing the 

radiative decay time for phosphorescence of 1.60 µs, followed by 1.06 µs (red), 0.77 µs (green) 

and 0.49 µs (blue) for the 0.5%, 1.0% and 1.5% acceptor concentrations, respectively. 



 

57 

The shift in radiative decay times signifying the shift from slow phosphorescence to faster 

fluorescence. As a result of more FRET events from the donor to the acceptor, due to increased 

numbers of acceptors. Additionally, the PLQY values for each of the concentrations can be 

extracted. As expected, the PLQY for the donor only system was found to be ~100%, where 

there are no energy transfer pathways leading to efficiency losses. As the acceptor 

concentration is increased, the PLQY gradually decreases, as a result of increased Dexter 

energy transfer from the donor to the acceptor, where the excited triplets are trapped and 

quenched, resulting in a loss of efficiency. PLQY values of 82%, 66% and 63% resulted from 

the 0.5, 1.0 and 1.5% acceptor concentrations, highlighting the detrimental impact of Dexter 

transfer. 

 

Figure 3.3 TRPL-experimental results for the UPSF system. Samples excited at 375 nm to 

suppress direct acceptor excitation. The acceptor concentration was gradually increased 

from 0% (black) to 1.5% (blue). The decays were fitted with a multi-exponential fit (red 

lines) to derive the mean (intensity weighted) radiative decay time. This figure is taken from 

the experimental work.215 

To break the emission down further, in order to directly observe the shift from phosphorescence 

to fluorescence, the normalised electroluminescence and photoluminescence spectra and the 

donor-acceptor coefficients with respect to concentration are shown in Figure 3.4. Illustrating 

that the emission peak width narrows with increasing acceptor concentration, is moving 

towards the acceptor only system (BA-only). Proving that part of emission is indeed obtained 

from the acceptors.  
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Figure 3.4 UPSF characteristics for the various donor-acceptor concentrations studied, from 

0% to 1.5% acceptor and the acceptor only system. (a) Normalised electroluminescence 

spectra and (b) Normalised photoluminescence spectra, the insets show the donor-acceptor 

coefficients with respect to concentration. This figure is taken from the experimental 

work.215 

To estimate the ratio of phosphorescence to fluorescence, the normalised spectra of the donor 

only and acceptor only samples were fitted with three gaussians, and the linear combinations 

were used to reproduce the mixture spectra. The insets of Figure 3.4 show the shift from donor 

emission (phosphorescence) to acceptor emission (fluorescence) as a ratio between the two, 

with increasing acceptor concentration. For example, the 1% acceptor concentration, sees 

roughly a 50/50 emission divide, between phosphorescence and fluorescence. As direct 

acceptor excitation is limited, as previously described, this shift from phosphorescence to 

fluorescence is a clear indication of the presence of FRET and that the energy transfer from 

donor to acceptor does in fact occur. 

Finally, the LT70 (luminance decreases to 70% of its initial value) lifetime of the UPSF OLED, 

was measured experimentally for each acceptor concentration, for two conditions: (i) at the 

same initial current density (25mA/cm2), and (ii) at the same initial luminance (4000cd/cm2). 

These were then compared to the relative radiative decay rate (inverse of radiative decay time), 

as a function of acceptor concentration, shown in  Figure 3.5. 
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Figure 3.5 Correlation between the radiative decay rate and OLED lifetime. Relative 

radiative decay rates (black) are compared to relative lifetime values (70% decay, LT 70), 

for each of the donor-acceptor concentrations. The device lifetimes were measured at 

constant current, with initial current density of 25mA/cm2 (blue) and initial luminance of 

4000cd/m2 (red). This figure is taken from the experimental work.215 

From Figure 3.5, for the 1.5% acceptor concentration, there is a significant correlation between 

the relative increase of the radiative decay rate (black) and the increase of device lifetime 

(blue). Signifying that the shift from slow phosphorescence to fast fluorescence, resulting in an 

overall lower radiative decay time (higher rate), does dramatically improve the device lifetime, 

by a remarkable factor of three. For the initial luminance of 4000cd/m2 (red) there is a decrease 

in current-efficiency, resulting in the more moderate increase over the range of acceptor 

concentrations. This is due to a higher current being required to reach this initial luminescence, 

a result of lost excitation from Dexter transfer to the acceptor.  Nevertheless, the correlation 

between relative radiative decay rate and device lifetime, signifies a stability increase as the 

acceptor concentration is increased, a result of moving away from the long-lived donor triplets, 

towards short-lived acceptor singlets. That being said, the Dexter transferred excitons which 

populate the acceptor triplet must not be overlooked, as they contribute to the long-lived excited 

states, which is a mechanism for faster device degradation. Therefore, in order to maximise the 

output of UPSF, the suppression of Dexter energy transfer is essential. 
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3.2 UPSF energy transfer processes 

All processes of interest within the UPSF OLED begin with an initial excitation of donor 

molecules: S0
donor to S1

donor and as initial excitation of the acceptor molecules was limited 

experimentally, as discussed in the Experimental evidence section, it was not included in the 

simulations. This is followed by a practically instantaneous transition from S1
donor to T1

donor, 

populating the first triplet T1 state of the donor molecule, as shown in Figure 3.1 (b). There are 

then a number of possibilities, firstly, triplet excitation can decay radiatively, T1
donor to S0

donor 

(phosphorescence).  Secondly, the donor triplet can be transferred from one donor molecule to 

another, with a rate kDD, via a Dexter energy transfer. As it is Dexter in nature (short range), it 

can be assumed that this rate decays exponentially as the donor-donor separation (RDD) 

increases: 

Additionally, the donor triplet can undergo an energy transfer from donor to acceptor, either 

via the Dexter or Förster mechanism. For short range Dexter energy transfer, T1
donor to T1

acceptor 

an exponential decay is again assumed, with increasing donor-acceptor separation (RDA): 

This results in non-radiative decay from the T1
acceptor state, the rate of which is unknown from 

experiment. For donor-acceptor pairs at separations larger than 1 nm, FRET is the 

predominantly chosen pathway for the transition T1
donor to S1

acceptor resulting in the fluorescent 

radiative decay S1
acceptor to S0

acceptor. Assuming that the FRET rate depends on kph the inverse of 

the phosphorescent decay time (lifetime of the donor excited state),213,220,221 the relationship 

to the Förster radius (RFRET) and the donor-acceptor separation is as follows: 

Experimentally, three acceptor concentrations were investigated: 0.5, 1.0 and 1.5 volume % 

acceptor molecules. In addition to a donor only system and an acceptor only system, providing 

the radiative decay times of phosphorescence (1.60 µs) or fluorescence (4 ns), respectively. 

The inverse of the phosphorescence decay time yields the rate kph = 6.25×105 s−1. The Förster 

 kDD = kDD
0 e−αDDRDD (3.1) 

 kDexter = kDexter
0 e−αDARDA (3.2) 

 
kFRET = kph (

RFRET

RDA
)
6

 (3.3) 
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radius of the given donor-acceptor pair, was also estimated experimentally, with a value of 

RFRET = 2.4 nm. Utilising the available experimental data for each concentration (a PLQY value, 

a ratio of phosphorescence:fluorescence emission and a radiative decay time, with TRPL 

spectra), it is possible to utilise simulations to gain further insight and expand on the initial 

results. 

The experimentally unknown rate constants for donor to donor energy transfer (kDD
0 ), Dexter 

energy transfer (kDexter
0 ), and the non-radiative decay of acceptor (kNR), can be determined. 

These rate constants represent averaged over assemblies of molecules quantities and hence are 

directly related to the atomistic-scale morphology. 

3.3 Amorphous morphologies of ternary 

mixtures 

The complex mixed molecular structure used in experiment must be translated to a structure 

which can be used for simulations, composed of available sites, between which energy transfer 

can readily occur. The system is composed of donor, acceptor and host/matrix molecules, with 

the donors and acceptors being the subject of investigation. 

3.3.1 Molecular dynamics 

For each of the molecules, shown in Figure 3.1 (a), the OPLS (Optimized Potential for Liquid 

Simulations) force field222–225 was used for the Lennard-Jones parameters, with the 

combination rules and a fudge factor of 0.5 for 1-4 interactions. Missing improper and torsional 

potentials are then reparametrized based on QM scans.226 Atomic partial charges of the 

acceptor, host and donor molecules were computed using density functional theory (wb97xd 

functional and 6-311+g(d,p) basis set), with the exception of the Ir atom in the donor molecule, 

for which a pseudopotential equivalent to the def2-tzvp basis set was used. Ground state 

optimization of isolated molecules were performed, with minimized configurations used to 

compute the electrostatic potential at the same level of theory and subsequently, atomic partial 

charges via the CHELPG227 scheme using the Gaussian09228 program. 
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The UPSF system with varying acceptor concentrations were initially simulated with molecular 

dynamics (MD), using the GROMACS229,230 package. Using cubic simulation boxes, 

containing 3600 donor, 24000 host and between 80 to 480 acceptor molecules, as listed in 

Table 3.1. The individually optimised molecules were then uniformly distributed (ratios 

according to Table 3.1) and randomly orientated throughout the simulation box. The 

temperature of the mixture was then slowly raised, to equilibrate above the glass transition 

temperature (raised to 800K), before being quenched, with a quick decrease to 300K. 

Experiment: volume % 

(acceptor molecules) 

Simulated: number of molecules 

Acceptor Donor 

0.5 80 3600 

1.0 160 3600 

1.5 240 3600 

- 320 3600 

- 400 3600 

- 480 3600 

Table 3.1 Molecular dynamics system specification: number of acceptor and donor 

molecules used in the simulations 

3.3.2 KMC structure 

The amorphous structure from MD simulations was then utilised to construct the KMC input 

structure. The MD structure containing all of the donor, acceptor and host molecules has to be 

converted to a simpler representation. For the purpose of KMC, the host molecules are not 

required, as there is no energy transfer to these molecules. Therefore, in the conversion to a 

KMC structure only donor and acceptors are considered. The centre of mass of each and 

individual donor and acceptor molecule is extracted, in order to build a neighbour list, defined 

as the list of molecules between which a hop may occur, within a specific cut-off distance. For 

the UPSF system, this varies for the type of molecule, such that there are donor-donor 

neighbours, as well as donor-acceptor neighbours. The cut-off distance for each of the pairs 

were altered to find an optimal value, for donor-donor (DD) pairs this was found to be 2nm, 

while the donor-acceptor (DA) pairs were within a 5nm distance (with the donor-acceptor 
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Dexter/FRET distinction being made with the KMC code itself). The distance variation, 

between DD and DA is due to the fact, that the spectral overlap between the donor emission 

and the acceptor absorption is much higher than the spectral overlap between donor emission 

and donor absorption, as found from experiment. 

3.4 Respective master equations 

Energy transfer through the UPSF system is described as a series of hops from one molecule 

to another. This may be a hop from donor to donor, donor to acceptor, or the collection of 

radiative or non-radiative decay. Each hop, also known as an event, then takes the system from 

an initial state, to a proceeding state, with a rate of transition. The master equation, which 

describes the probabilistic combinations of these states, makes use of the transition rates, in 

order to allow for time evolution of the system. KMC can then solve the master equation to 

generate a random trajectory of energy transfer pathways throughout the UPSF system. There 

is a master equation for each of the important states, namely the donor triplet (DT), the acceptor 

singlet (AS) and the acceptor triplet (AT) states. For each state the master equations are listed: 

Each state has a probability of occupation, determined by each of the processes related to that 

state. For example, the donor triplet state (DT), depends on the probability of the state being 

initially populated (IpDT), the rate of FRET, the rate of Dexter and the rate of phosphorescence. 

The acceptor singlet (AS) and acceptor triple (AT), depend on the rate of FRET or Dexter, 

respectively. As well as how the state will decay, be that via fluorescence, in the case of AS, 

or via a non-radiative Dexter decay, in the case of AT. There is also a master equation for each 

of the collection events, as well as, the donor to donor events. 

 ∂pDT

∂t
= IpDT − kFRETpDT − kDexterpDT − kphpDT (3.4) 

 ∂pAS

∂t
= kFRETpDT − kflpAS (3.5) 

 ∂pAT

∂t
= kDexterpDT − kDex(NR)pAT (3.6) 
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3.5 KMC algorithm for UPSF 

The steps of the KMC code, from the initial excitation of donor molecules, to the collection of 

all photons are listed in Figure 3.6, as a workflow of the algorithm. Using the generated 

structure from MD simulations, the neighbour list is built. KMC is then initialised, with 

specified parameters, the initial number of excitations and stop condition. The algorithm 

utilises a two-level variable step size method (VSSM), to construct the framework of all 

possible events in the UPSF system. The individual sites (molecules) make up the first level, 

with each possible event from that molecule on the lower, second level. This hierarchical 

method allows for quick selection of sites and events, without having to recompute cumulative 

rates, for each site.  

Injection of carriers to the initial number of random donor molecules, enables these sites and 

starts the  MC process. The time for a reaction to take place (∆t) is then generated, as a random 

increment, proportional to the cumulative rate. This must occur prior to the event taking place, 

before any newly enabled or disabled events impact the cumulative rate.184 The time is then 

updated with the addition of the reaction time to the initial time (t = t + ∆t). A site (i) is then 

randomly selected, based on the escape rate, ωi = ∑ ωijj , followed by a random hopping 

destination (event  →  ). If the destination is the collection node, the energy is collected 

(phosphorescence / fluorescence / non-radiative decay) and the site is disabled. If the 

destination is a second available site, such that it is not in the excited state, the hop occurs, 

enabling the new site (j) and disabling the old site (i). If the new site is already in the excited 

state, this event is forbidden and disabled. The stop condition is then checked, after any event 

has occurred, if not met, a new reaction time is generated and the KMC loop continues. The 

output generated is the radiative and non-radiative decay and the corresponding simulation 

time. 
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Figure 3.6 Kinetic Monte Carlo algorithm flowchart for the simulation of a UPSF system 

3.5.1 Simulated photoluminescence spectra 

Similar to the experimentally achieved time resolved photoluminescence (TRPL) spectra, a 

time dependent emission spectrum is obtained from simulations. This is done by counting the 

number of both fluorescent or phosphorescent photons, normalising the count and plotting at 

which time these photons were emitted, named as a simulation photoluminescence (PL) 
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spectrum, for each of the acceptor concentrations. The photoluminescence quantum yield 

(PLQY) obtained from simulations can then be directly compared to experiment. The PLQY 

value being defined as the number of emitted photons, in comparison to the absorbed photons, 

otherwise defined as the total collected radiative emission, compared to the total collected 

emission (both radiative and non-radiative): 

Similar to experimental TRPL data, simulation-PL data is fitted with a multiexponential fit. 

The multi-exponential fits of both data, allows for the direct comparison of the mean, intensity-

weighted, radiative decay times. The fits are achieved with 3 exponentials, with the following 

the equation: 

The average decay lifetime, 𝜏d, is then calculated, by a direct extraction of the exponential 

fitting data: 

The radiative decay time is then gathered with a weighting relationship to the PLQY (𝛷𝑃𝐿) 

value: 

Utilising all three equations, with the simulated PL data, the TRPL experimental values and 

the simulation values can be directly compared. 

3.6 Parametrisation of rates 

The KMC algorithm is then used to solve the master equations, in order to provide insight into 

the unknown rate constants of the UPSF system. This is achieved in a (controlled) trial and 

error manner, the unknown rate constants are initially estimated and then varied in accordance, 

until the experimentally achieved results have been reproduced. 

 

PLQ =
tota  em tted photons

tota  absorbed photons
=

Phos.+F u.

Phos.+F u.+ ex.
 (3.7) 

 
I(t) = ∑ ie

−
t
τi

3

i=1

 
(3.8) 

 τd =
∑  i

3
i=1 τi

2

∑  iτi
3
i=1

 
(3.9) 

 
𝜏𝑟 =

𝜏𝑑

Φ𝑃𝐿
 

(3.10) 
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3.6.1 Donor to donor transfer 

It is unknown from experiment the extent to which donor to donor energy transfer plays a role 

in the overall description of the UPSF system. It quickly became apparent, by varying the rate 

constants of all donor-acceptor processes, in the absence of any donor-donor transfer, that there 

were large discrepancies in the PLQY and TRPL spectra of each concentration, when compared 

to experimental results. Therefore, the transfer of energy between donor to donor was an 

essential process to include for a quantitative description of the system. By fitting the TRPL 

spectra with and without taking into account the donor to donor transfer, it is possible to clearly 

observe the large impact it has on the overall description, shown in Figure 3.7 for the 1% 

acceptor concertation. 

 

Figure 3.7 Simulated photoluminescence (PL) multi-exponential fit (red), with experimental 

TRPL multi-exponential fit (blue), for the 1% acceptor system.196 

In the absence of donor to donor transfer, a donor molecule can (i) transfer energy via FRET 

or Dexter, if the acceptor molecule is within a given cut-off or (ii) radiatively as 

phosphorescence. Due to the ratio of donor molecules to acceptor molecules, there is a limited 

number of donor-acceptor pairs, which results in largely phosphorescence being observed. 

Confirmed by an overestimation of the radiative decay time, 1.44 µs (sim.) compared to the 

expected 0.77 µs (exp.), the variation is illustrated in Figure 3.7. By including donor to donor 

transfer, an initially excited donor molecule, which may otherwise only contribute to 
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phosphorescence, now has an additional possibility to transfer energy. Resulting in the required 

amount of FRET/Dexter events to represent the system accurately. 

It is clear that donor to donor energy transfer cannot be omitted: short- and long-range decays 

cannot be reproduced simultaneously, with the estimated PLQY value higher than the 

experimentally achieved 66%, at 71%. Aside from this, the radiative decay time was almost 

double that of experiment. Signifying, insufficient donor-acceptor Dexter events and a shift to 

slower radiative decay, as a result of more phosphorescence than expected. Therefore, the 

intermediate process of donor to donor transfer, which would facilitate more FRET or Dexter 

events and lower the number of phosphorescent photons emitted, has to be included. The rate 

constant, kDD
0  was then varied, where an optimal value of around 5x105 s-1 was found. This 

value ensures that donor to donor transfer is not the predominant energy transfer in the UPSF 

system, but allows for adequate movement of carriers between the donor molecules, in order 

to facilitate the required amounts of FRET and Dexter. 

3.6.2 Donor to acceptor Dexter energy transfer 

In combination with other rate constant variations, the donor-acceptor Dexter rate constant was 

varied, as this Dexter rate constant increases, the PLQY value decreases (as expected). Hence, 

to match the correct PLQY values with experiment would appear to be rather simple. Despite 

this, the difficulty in accurately reproducing experimental emission is with the ratio of 

phosphorescence to fluorescence. If the Dexter rate is too fast, there are limited FRET events 

and so limited fluorescence emission. On the other hand, if the Dexter rate is too slow, there is 

much more FRET events than predicted experimentally. It is for this reason that a further 

quantity, the Dexter cut-off has to be examined. This is defined as the maximum separation 

distance at which Dexter may occur. It is intuitive that the separation associated with Dexter 

must remain short, due to the nature of Dexter transfer. With this in mind, the Dexter cut-off 

and the rate constant are varied in accordance with one another, in order to achieve the correct 

PLQY and emission ratios, for each of the acceptor concentrations. A Dexter rate constant, 

kDexter
0 , was found to be 2x107 s-1, in combination with a (centre-of-mass) Dexter cut-off of 

around 2 nm, compared to a maximum of around 5 nm for FRET. 
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3.6.3 Non-radiative decay from the acceptor triplet 

After a Dexter event has occurred, the first triplet state of the acceptor molecule is populated. 

The decay from this state is non-radiative, resulting in a loss in efficiency of the UPSF system. 

Upon this quenching mechanism, the acceptor becomes blocked due to the single occupancy 

constraint. The role of the non-radiative decay is to clear the occupied state of an acceptor 

molecule. Coupled with the aforementioned rate constants, the rate at which non-radiative 

decay is collected, was also varied. If the sites are blocked for a long period of time, 

phosphorescence is the predominant emission, if the sites are cleared too quickly, fluorescence 

emission is overestimated. The non-radiative emission was varied and optimised accordingly, 

resulting in a decay time of 0.02 µs, longer than that of fluorescence at 4 ns, but shorter than 

the 1.60 µs of phosphorescence. 

3.6.4 Model validation 

The increase in acceptor concentration causes an increase in the amount of FRET events 

(consequently fluorescence), but also Dexter events. Ultimately, this shifts the emission from 

largely (slower) phosphorescence, towards faster fluorescence, giving a reduced radiative 

decay time. As the number of Dexter events also increases, it is expected and shown from 

experiment that the PLQY should decrease with increasing acceptor concentration. The PLQY 

values and all emission data, are from the contribution of both phosphorescent and fluorescent 

photons. With the rate constants optimised, averaging over the three acceptor concentrations, 

the final values of PLQY, emission ratios and radiative decay times, in comparison to those 

achieved from experiment, are listed in Table 3.2, for each of the acceptor concentrations. The 

radiative decay times are achieved from the plots of emission, in a simulated TRPL spectrum, 

making use of the multiexponential fitting method, described in section 3.5.1. An example of 

such spectrum and fit for an acceptor concentration of 1%, is shown in Figure 3.8 (a), together 

with the equivalent experimental fit. Additionally, for all three acceptor concentrations, the 

simulated multiexponential fits are plotted with the corresponding experimental TRPL 

multiexponential fits, in Figure 3.8 (b). 
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Acceptor 

concentration 

PLQY 

(experiment) 

PLQY 

(simulations) 

𝛕𝐫𝐚𝐝 

(experiment) 

𝛕𝐫𝐚𝐝 

(simulations) 

0.5% 82% 76% 1.06 µs 1.35 µs 

1.0% 66% 67% 0.77 µs 0.83 µs 

1.5% 63% 62% 0.49 µs 0.41 µs 

Table 3.2 PLQY and radiative decay times from experiment and simulations, listed with 

increasing acceptor concentration 

The correlation between the experimental and simulated TRPL multiexponential fits is clear, 

also coupled with the agreement of PLQY values and calculated radiative decay times, listed 

in Table 3.2, signifying an accurate theoretical representation of the UPSF system. The trends 

observed from both simulations and experiment, show that with increasing acceptor 

concentration, the radiative decay time is lowered due to a shift from slower to faster emission, 

or the increase in the number of fluorescent photons, from more FRET events. Additionally, 

the PLQY values decrease with more acceptor molecules, reinforcing the expectation of more 

Dexter events. 

 

 

Figure 3.8 (a) Simulated photoluminescence (PL) plot for the 1% acceptor system, emitted 

photon counts normalised, plotted over a time of 2 µs, emission data (red dots and dashed 

line) and multiexponential fit (solid red line), with the equivalent experimental TRPL fit 

(blue). (b) Simulated photoluminescence (PL) multi-exponential fits (solid lines) and 

equivalent experimental TRPL fits (dashed lines), for 0.5% (red), 1.0% (green) and 1.5% 

(blue) acceptor concentrations.196 
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3.7 Beyond Experiment 

3.7.1 Higher acceptor concentrations 

With the simulation results closely matching that of experiment, it is possible to study the 

system in more depth and expand on the experimental results. To do this, three additional 

concentrations were chosen, with 2.0, 2.5, and 3.0 volume % acceptors. In the same manner as 

the previous concentrations, the PLQY values and radiative decay times were evaluated. The 

PLQY values were found to remain almost constant at around 62 %, with values of 62.5 % (2 

% acc.), 62.6 % (2.5 % acc.) and 61.8 % (3 % acc.). All simulated and experimental PLQY 

values are shown in Figure 3.9 (a). 

 

Figure 3.9 Comparison of simulated (red) and experimental (blue) (a) PLQY values and (b) 

radiative decay rates, for all acceptor concentrations. The red lines serve only as a visual 

aid.196 

This indicates that the system reached a degree of saturation, in terms of the number of Dexter 

events, as a consequence of the slow, non-radiative, acceptor triplet decay. The radiative decay 

times also appeared to show a lower limit approaching, with 0.33 µs, 0.20 µs and 0.19 µs, for 

the 2 %, 2.5 % and 3 % concentrations respectively. Indicating a saturation of FRET events 

and resulting fluorescence, where the addition of further acceptors has little impact on the 

radiative decay. The radiative decay rate, (the inverse of the radiative decay time), is plotted 

for each of the concentrations, with comparison to experiment in Figure 3.9 (b). As a result of 
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the radiative decay time limit, the OLED lifetime will also ultimately reach a limit, due to a 

direct correlation between radiative decay rates and the lifetime of the OLED, demonstrated 

experimentally.215 Additionally, the long-lived acceptor triplet state can contribute to 

degradation of the UPSF OLED, leading to a further limitation of the device lifetime. 

3.7.2 Relative contributions of phosphorescence and 

fluorescence 

A further possibility of understanding the UPSF system more clearly, is with the breakdown of 

the emission into the constituent phosphorescent or fluorescent photons. The experimental 

quantity of transfer efficiency, is defined as the proportion of excitons decaying radiatively due 

to FRET, between the donor and acceptor molecules, i.e. the efficiency of the FRET process.215 

This quantity can be directly plotted with the donor and acceptor emission values, achieved 

with simulations, for each of the concentrations. 

 

Figure 3.10 Left axis: Simulated emission coefficients, referring to the fraction of emission 

type, over total emission. Phosphorescence from the donor (green) and fluorescence from 

the acceptor (blue). Right axis: transfer efficiency calculated from experimentally achieved 

results, FRET efficiency (red).196 
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It is evident from Figure 3.10 that there is a direct link between the amount of fluorescence 

predicted from simulations and efficiency of FRET found from experiment. Thus, it can be 

determined that the fluorescence observed is a direct consequence of FRET from the donor to 

the acceptor. This is an obvious conclusion from the simulated acceptor emission, as there are 

no direct (initial) acceptor excitations possible, therefore any fluorescence collected can only 

be due to FRET. The correlation of experimental FRET efficiency and the fluorescence 

emission of simulation, signify a further validation of the code, reinforcing the accuracy of the 

representation of the UPSF system. In addition to this, the trend for higher acceptor 

concentrations is also shown. As the number of acceptors continues to increase, further than 

the 1.5 % concentration, the fluorescence emission also continues to increase. That being said, 

it is clear that this increase begins to level out after 2.5 % acceptor concentration, which is not 

obvious from experimental results, as a simple linear relationship was shown from the FRET 

efficiency values. The levelling of the fluorescence emission emphasises the idea of a saturation 

of acceptor molecules, as found from the lower limits of both PLQY and radiative decay values. 

This would signify that simply adding acceptor molecules to the UPSF system cannot reduce 

the radiative decay time to that of fluorescence alone. Since there exists a limit to the amount 

of fluorescence that is achievable, there is also a limit to the lifetime of the device. 

3.7.3 An ideal UPSF OLED 

The undesired, donor to acceptor Dexter events cost the UPSF system a loss of efficiency. 

However, the extent to which this Dexter transfer inhibits FRET, is unknown. Therefore, in the 

ideal case, which would be the complete suppression of donor-acceptor Dexter energy transfer, 

any change to the FRET events can be examined. 

The extent to which Dexter energy transfer impacts FRET is shown in Figure 3.11, the 

percentage of FRET events is calculated with respect to phosphorescence or phosphorescence 

and Dexter, in the case of no Dexter or with the inclusion of Dexter, respectively. In the normal 

UPSF system, where Dexter energy transfer would be present, the percentage of FRET events 

reaches a maximum of 54 %, for the 3 % acceptor concentration. On the other hand, in the ideal 

scenario, where no Dexter transfer occurs between donor and acceptor, this increases to 89 %, 

an increase of 35 %. This shows that limiting Dexter energy transfer would have a large impact 

on the amount of FRET and therefore fluorescence. The result of this would be that the UPSF 

OLED would have a significantly increased operational lifetime, as almost 90 % of the events 
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would result in fluorescence, moving away from the degradation of the long-lived 

phosphorescence state. 

 

Figure 3.11 Simulation results of the percentage of FRET events, with respect to all events 

from the donor molecules, with (blue) and without (red) Dexter energy transfer, as a function 

of acceptor concentration.196 

Evidently, the suppression of donor-acceptor Dexter transfer can lead to a potentially 

substantial decrease in the radiative decay time. This is shown in Figure 3.12 for the 3 % 

acceptor concentration, by reducing the Dexter transfer, from 100 % in the original system, to 

0 % in the ideal case. A reduction by a factor of 0.4, leading to a radiative decay time of 0.08 

µs, highlights the significant impact of Dexter transfer. A second modification to the system, 

to achieve an ideal UPSF OLED, would be with an increase of the FRET radius, RFRET. Also, 

independently demonstrated in Figure 3.12 for the 3 % acceptor concentration. By increasing 

the FRET radius from 2.4 nm to 5 nm, a reduction by a factor of 0.1 was found, resulting in a 

radiative decay time of 0.02 µs, exceeding the effect of Dexter elimination. Therefore, when 

used in combination, the complete suppression of Dexter transfer and the increase of the FRET 

radius to 5 nm, would significantly improve the UPSF system, with simulations predicting a 

radiative decay time of 0.02 µs and a PLQY of 100 %. 

However, it should be noted that tuning the FRET radius is particularly challenging in the 

UPSF system. Broadening of the donor emission will most likely result in higher-energy 
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photons already in the initial phosphorescent OLED, leading to faster degradation. Broadening 

of the acceptor absorption will also broaden its emission, leading to a shift of the OLED colour 

coordinate towards green. Another alternative is to align transition dipole moments of the donor 

and acceptor and increase the FRET rate by increasing the dipole-dipole interaction term. 

However, the dipole-dipole interaction depends not only on the relative molecular orientations, 

but also on the orientation of the vector connecting the molecules, which still varies in space. 

A simple estimate for a cubic lattice shows that the orientation-dependent prefactor increases 

from 2/3 = 0.67 for molecules oriented isotropically, to only ca 0.7 if donor and acceptor 

transition dipoles would be oriented perfectly in the plane of the substrate (while their 

connection vector remains isotropic), to 0.8 if donor and acceptor transition dipoles are 

perfectly aligned perpendicular to the substrate (while their connection vector remains 

isotropic). Only if donor-acceptor pairs are chemically bound so that their transition dipole 

moments are parallel to each other and to the vector connecting them, one can achieve a sizable 

prefactor of four. Hence, the chemical design of a dual donor-acceptor system is a clear 

scientific challenge. 

 

Figure 3.12 Radiative decay time (µs) reduction, towards an ideal UPSF OLED. Top axis: 

The effects of supressing Dexter transfer (orange) or bottom axis: increasing the FRET 

radius (blue). The blue and orange lines serve only as a visual aid.196 
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3.8 Conclusion 

The potential of a UPSF system, which facilitates both singlet and triplet emission, keeping in 

mind its application in a blue OLED has been estimated. The individual energy transfer 

processes have been examined and their rate constants optimised to match experimental 

findings, allowing for a multiscale simulation model of a blue UPSF OLED. By expanding the 

scope of experiment, it was shown that the current set of materials is limited to radiative decay 

times of around 0.20 µs, which can be achieved by increasing the acceptor concentration (ca 3 

% vol). At these concentrations, the undesired Dexter energy transfer, which results in a loss 

of efficiency, also saturates, resulting in PLQY values around 60%. Both PLQY and radiative 

decay time cannot be improved by addition of further acceptors. In fact, further acceptor 

addition would be detrimental to this goal, as the continued population of the long-lived 

acceptor triplet, contributes to degradation of the OLED. 

An ideal UPSF system was also examined, where there would be no Dexter energy transfer, 

the extent to which it limits the number of FRET events in the system was apparent. By 

stopping donor-acceptor Dexter transfer it is possible for the UPSF system to increase FRET 

(and hence fluorescence) by 35 %. Additionally, if the FRET radius can be doubled, in 

combination with Dexter suppression, the UPSF system can achieve radiative decay times of 

around 0.02 µs, which is a remarkable decrease, illustrating the possibilities of the UPSF 

concept. The chemical design of such donor-acceptor combinations is, however, a challenge, 

as it easily leads to a trade-off between the FRET efficiency and the OLED colour coordinate. 
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4 OLED material library* 

One of the major advantages of using organic molecules is the possibility of manipulating 

chemical composition to target specific properties, such as emission colour and charge carrier 

transport abilities. By employing appropriate material design, the aim is to achieve an optimal 

balance between stability, efficiency, operational driving voltage, and the colour coordinate of 

the OLED device. However, molecular design often relies on chemical intuition and with a vast 

number of potential candidates for each of the layers, this approach is inherently flawed. 

Therefore, in order to optimise design, a systematic approach which links chemical structure 

to macroscopic properties would be greatly beneficial.118,119 Ideally, this would focus solely on 

in-silico pre-screening, prior to synthesis. Predictive computational modelling is, however, not 

yet sufficiently accurate for this task exclusively120 and with experimental pre-screening being 

an extensive and costly procedure, a collective experimental and in-silico approach presents a 

favourable alternative. 

The morphology of the system is crucial in this task, as morphological disorder can lead to 

energetic disorder and energy traps, affecting charge transport. As a result, predictive structure–

property simulations are difficult, as realistic morphologies require accurate modelling capable 

of predicting local packing arrangements, molecular ordering, and trap concentration.121 In 

order to construct morphologies representative of experimental systems, simulations require 

well controlled generation of homogenous amorphous solids. This can be achieved by thermal 

annealing above the glass transition temperature of the material, followed by a fast cooling 

process to form a glass structure, in an attempt to imitate the typical deposition process of an 

OLED layer structure. By doing so, the molecules are locked in local energy minima. 

Unfortunately, this often varies significantly between experiment and simulation, such that the 

 

*Text adapted from:  

[1]. Computer aided design of stable and efficient OLEDs; Paterson, L.; May, F.; Andrienko, D.; J. Appl. 

Phys. 2020, 128 (16), 160901. doi: 10.1063/5.00228701 

[2] Physical properties of OLED host materials; Mondal, A.; Paterson, L.; Cho, J.; Lin, K.-H.; Bas van 

der Zee, Wetzelaer, G. A. H.; Stankevych, A.; Vakhnin, A.; Kim, J.-J.; Kadashchuk, A.; Blom, P. W. 

M.; May, F.; Andrienko, D.; Submitted to Chemical Physics Reviews (2021) 
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resulting morphologies regularly disagree. The main challenge is that realistic molecular 

packing is difficult to achieve and requires long simulation times to study self-assembly. By 

employing more complex methodology with increased computational cost, ultra-stable glass 

structures can be achieved by depositing particles one-by-one to obtain uniform packing, more 

closely mimicking that of experimental physical vapor deposition structures.231 

Accurate morphologies rely on efficient classical force fields, while accurate descriptions of 

morphological and electronic degrees of freedom require polarisable force fields. The 

parametrisation of these force fields is a tedious task and impossible for the vast number of 

organic compounds required for pre-screening.232–234 To overcome this, it is possible to use the 

similarities among the molecules most likely to be experimentally investigated, in order to 

create molecular fragments or building blocks, including the force field parameters. The 

concept of an extendable molecular library, containing the building blocks required to generate 

realistic morphologies, would then permit the swift characterisation of new systems/materials.  

For this concept to be brought to a realisation, a well-defined simulation workflow must firstly 

be approved, as the in-silico evaluation of organic materials involves accurate prediction of 

device characteristics from the corresponding molecular building blocks, requiring simulations 

over a broad range of length and time scales.  To establish a starting point, simulation results 

for twelve small organic molecules are summarised, the molecular structures of which are 

shown in Figure 4.1. The simulation results are tested for accuracy by comparing energetic 

disorder, ionisation energy in the solid-state, and charge carrier mobilities, to experimentally 

measured values. By doing so, the outlined simulation workflow and the force fields used can 

be validated, allowing for the expansion of the library and further structures to be investigated. 
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Figure 4.1 Chemical structures of the twelve small organic molecules investigated for the 

OLED material library; BCP, CBP, mCBP, mCP, MTDATA, NBPhen, NPB, TCTA, 

TMBT, TPBi, Spiro-TAD, and 2-TNATA. 

4.1 Simulation workflow 

Firstly, in order to generate realistic morphologies, appropriate force fields including accurate 

descriptions of bonded and non-bonded interactions, must be used. Additionally, polarisable 

force fields are required, which take into account the charge distribution rearrangement caused 

by changes in the environmental charge distribution. An amorphous morphology can then be 

simulated with molecular dynamics (MD), typically annealing above the glass transition 

temperature, followed by fast quenching to room temperature using the NPT ensemble. Density 

functional theory (DFT) based electronic structure methods, can be utilised to compute gas-

phase ionisation energy (IE0) and electron affinity (EA0). The choice of functional has to be 

carefully considered, with the importance of considering long-range corrected hybrid 

functionals for IE0 and EA0 values, recently shown.235 In disordered organic materials, such as 

those found in OLEDs, charge carriers are localised and propagate through the system by 
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successive hops from one molecule to another. Rates can be computed with the Miller-

Abraham expression,177 typically utilised within gaussian disorder models (GDM), with a 

lattice arrangement of hopping sites and gaussian distributed site energies. Alternatively, rates 

can be described by a thermally activated type of transport, in terms of Marcus theory.168–170 Or 

by using Weiss-Dorsey rates172–176 for a wider range of temperature regimes, specifically using 

the low temperature approximations where Marcus rates are not applicable. 

Within the high temperature limit of classical charge-transfer theory,168,171 the Marcus rate 

equation is derived from the importance of environmental coupling, using linear response 

theory to describe a heat bath coupled to electronic tunneling.172 This quantum mechanical 

tunnelling moves the electron from one molecule to the other, at sufficiently high temperatures, 

when the nuclear vibrations (also described as bath fluctuations) bring the corresponding 

energy levels into resonance. The rate for a charge to hop from site i to site j (ωij) is given by:  

Here, λij is the reorganisation energy, the response to a change of charge state. Jij is the 

electronic coupling matrix elements, describing the strength of coupling between two localised 

states, and ∆Eij = Ei-Ej is the driving force, or site energy difference between two neighbouring 

sites, where Ei is the site energy of molecule i.163 Molecules within a small cut-off range are 

considered neighbours, between which carrier hopping can occur. The quantities within the 

Marcus equation are then computed for each neighbouring pair. Computation of site energies 

includes (1) the ionisation energy and electron affinity of a single molecule, in charged and 

neutral geometries and (2) the interaction with the environment, including the electrostatic and 

induction contributions, with adequate cut-offs for long-range interactions to be considered. 

For reorganisation energies, considering a charging and discharging molecule, the internal 

contribution due to geometric rearrangement and external contribution due to the environment, 

must both be included. Finally, the electronic coupling elements require approximation of 

diabatic states, usually with the ionisation energy and electron affinity, for hole or electron 

transport, respectively. With the charge transfer rates computed, it is possible to then model 

charge dynamics. Each carrier hop or event, takes the system from state ‘a’ to ‘b’, with the 

corresponding rate for this transition and a probability for it to occur, which can be represented 

by the master equation. Kinetic Monte Carlo (KMC) is one method of solving the master 

 
ωij =

2π

ħ

Jij
2

√4πλijkBT
exp [−

(∆Eij − λij)²

4λijkBT
] (4.1) 
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equation, effectively providing charge carrier mobilities in the given system, for holes or 

electrons.118,149  

In the following sections, each step of the simulation workflow is outlined in greater detail. 

The results are included for the most relevant parameters of the simulations and compared to 

experimental values, where available. 

4.1.1 Molecular Dynamics 

DFT methods were used to accurately parameterise the empirical OPLS-AA force field,232–234 

for the twelve chemically diverse molecules. All Lennard-Jones parameters were taken from 

this force field in combination with the fudge-factor of 0.5 for 1-4 interactions. Atomic partial 

charges were computed using the ChelpG156 scheme for electrostatic potential fitting as 

implemented in Gaussian09,236 employing the ground state electrostatic potential determined 

at the B3LYP/6-311+g(d,p) level of theory. In order to generate amorphous morphologies, MD 

simulations were carried out using the GROMACS simulation package.229,230,237 The 

amorphous state was generated by an annealing step, followed by a rapid quenching to lock the 

molecules in a local energy minimum. This procedure has been previously applied for the 

preparation of amorphous structures of OLED materials.238,239 The starting configurations used 

in the MD simulations were prepared by randomly arranging 3000 molecules in a simulation 

box using the Packmol program.240 These initial structures were energy-minimised using the 

steepest-descent method and annealed from 300 K to 800 K, followed by fast quenching to 300 

K. Further equilibration for 2 ns and 1 ns production runs were performed at 300 K. All 

simulations were performed in the NPT ensemble using canonical velocity rescaling 

thermostat,241 a Berendsen barostat for pressure coupling,141 and the smooth particle mesh 

Ewald technique for long-range electrostatic interactions. A time-step of 0.005 ps was used to 

integrate the equations of motion. Non-bonded interactions were computed with a real-space 

cut off of 1.3 nm. 

4.1.2 Coupling elements 

The transfer integral or coupling elements, Jij = 〈ϕi | Ĥ | ϕj〉, represent the strength of the 

coupling of the two frontier orbitals |ϕi⟩ and |ϕj⟩ localised on each molecule in the charge 
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transfer complex. It is highly sensitive to the characteristic features of the frontier orbitals as 

well as the mutual orientations of the two molecules and follows an exponential decay with 

distance. The electronic coupling elements, were computed for each neighbouring molecular 

pair (ij) using a projection method.167,242 Molecular pairs were added to the neighbour list, with 

a centre-of-mass distance cut-off (between rigid fragments) of 0.7 nm. These calculations were 

performed at the PBEPBE/6-311+g(d,p) level of theory using the Gaussian09,236 and 

VOTCA147,148 packages. The frozen core approximation was used with the highest occupied 

molecular orbitals providing a major contribution to the diabatic states of the dimer. 

4.1.3 Reorganisation energies 

The reorganisation energy of the system takes into account the charging and discharging of a 

molecule. When a charge moves from molecule i to molecule j, there is an intramolecular 

contribution (λij
int), due to the internal reorganisation of the two molecules and an 

intermolecular, known as an outersphere contribution (λij
out), due to the relaxation of the 

surrounding environment.147,163 The internal reorganisation energy is calculated as λij
int =

(Ui
nC − Ui

nN) + (Uj
cN − Uj

cC), for molecule i and j, where the lowercase represents the neutral 

(n) or charged (c) molecule and the uppercase represents the neutral (N) or charged (C) 

geometry. The individual contributions were calculated by DFT using B3LYP/6-311+g(d,p) 

level of theory. 

4.1.4 Electron affinity and ionisation energy 

For the isolated molecules, DFT at the M062X/6-311g(d,p) level of theory* was used to 

compute the gas-phase ionisation energy (IE0) and electron affinity (EA0), with the Gaussian09 

program.236 For this, the neutral molecule in the neutral geometry (EnN), as well as the charged 

molecule in the charged geometry (EcC) were computed. The IE0 and EA0 values were then 

calculated as EcC – EnN, where EcC represents, either the cationic or anionic state. The solid-

state electron affinities (EAtot) and ionisation energies (IEtot) were calculated from the 

 

* Various levels of theory were used and the resulting IEs compared with experimental values, the 

M062X functional was shown to give the best overall correlation.  
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corresponding density of states (DOS) (explained in section 4.1.5), as EA= α  2σ or IE= α -

2σ, where α represents the mean of the DOS and σ is the width of the distribution, for electrons 

or holes, respectively. The gas-phase ionisation energy (IE0) and electron affinity (EA0), as 

well as the solid-state electron affinities (EAtot) and ionisation energies (IEtot) are summarised 

in Table 4.1 (a) and (b) for each material. Experimental IE values are compared with simulation 

values, as listed in the table, with a correlation plot shown in Figure 4.2. For the experimental 

values, photoelectron yield spectroscopy in air (PESA) was performed on 50 nm thick 

thermally evaporated films at Merck KGaA, Darmstadt, Germany. The IE values from 

ultraviolet photoelectron spectroscopy (UPS) are taken from the literature, with references 

included in Table 4.1 (b). 

 

Figure 4.2 Simulated solid-state ionisation energies (IEtot) compared to experimental values 

obtained by UPS: R2 = 0.899 (blue) & PESA: R2 = 0.911 (green). The linear relationship 

(x =  ) is shown by the dashed line. 

The IE values obtained from the DOS of the various materials are in good agreement with the 

experimental IE values, depicted in Figure 4.2 as the total correlation and in Figure 4.3 (b) for 

the individual materials. The computed IEtot values are a combination of the gas-phase IE0, as 

well as the electrostatic and induction contributions. This is necessary as the gas-phase IE is 
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for a single isolated molecule and does not account for the solid-state effects required to 

accurately determine electronic properties. The good agreement of the computed (IEtot) and 

experimental IE values, signifies a high degree of accuracy of the polarizable force fields and 

the computational method used. 

The situation is somewhat different for electron affinities, where using different computational 

techniques can lead to large variation of the gas-phase electron affinity values. Moreover, there 

is no clear benchmark possible for the solid-state, because of the sparse availability of the 

inverse photoemission spectroscopy measurements. So, a clear method of validating the 

simulation EAtot values remains to be established.   



 

85 

(a) 

System 𝛔𝐞𝐥𝐞𝐜𝐭𝐫𝐨𝐧
𝐬𝐢𝐦  

EAsim 

EA0 EAelec EAind EAtot 

BCP 0.144 0.39 -0.30 0.65 1.03 

CBP 0.118 0.45 0.003 0.68 1.37 

mCBP 0.151 0.41 -0.19 0.69 1.21 

mCP 0.145 -0.27 -0.22 0.80 0.61 

MTDATA 0.109 -0.11 -0.12 0.95 0.93 

NBPhen 0.168 1.04 -0.41 0.62 1.58 

NPB 0.098 0.12 -0.21 0.73 0.83 

Spiro-TAD 0.102 0.29 -0.13 0.69 1.05 

TCTA 0.189 0.08 0.01 1.43 1.90 

TMBT 0.159 0.98 -0.36 0.70 1.64 

TPBi 0.125 0.59 -0.18 0.69 1.35 

2-TNATA 0.187 0.16 -0.10 1.04 1.47 

(b) 

System 𝛔𝐡𝐨𝐥𝐞
𝐬𝐢𝐦  𝛔𝐡𝐨𝐥𝐞

𝐞𝐱𝐩
 

IEsim 

IEexp 
IE0 IEelec IEind IEtot 

BCP 0.138   7.57 0.28 0.66 6.35 6.52/6.5 PESA/UPS243–245 

CBP 0.096 0.125/0.10  TSL/SCLC238 7.10 -0.05 0.59 6.37 6.07/6.1 PESA/UPS246–248 

mCBP 0.122 0.131 TSL 7.32 0.09 0.65 6.34 6.07/6.1 PESA/UPS246 

mCP 0.127 0.140 TSL 7.38 0.21 0.77 6.14 5.98/5.9  PESA/UPS245 

MTDATA 0.079   5.70 0.12 0.54 4.88 5.13  PESA 

NBPhen 0.163 0.167 TSL 7.23 0.41 0.83 5.66 5.8  UPS249 

NPB  0.087 0.088/0.09 TSL/SCLC238 6.25 0.20  0.60  5.28 5.47/5.4 PESA/UPS243,247 

Spiro-TAD 0.090 0.110/0.09 TSL/SCLC238 6.23 0.15 0.62 5.28 5.50 PESA 

TCTA 0.122 0.110/0.10 TSL/SCLC238 6.63 -0.02 0.79 5.62 5.71/5.7  PESA/UPS246,250 

TMBT 0.141   8.06 0.35 0.77 6.66 6.41  PESA 

TPBi 0.134 0.150 TSL 7.40 0.17 0.66 6.30 6.2  UPS248 

2-TNATA 0.097 0.10 SCLC238 5.72 0.09 0.50 4.94 5.0 UPS247 

Table 4.1 Energetic disorder (σ, eV) for (a) electron transport   electronic affinities (EA, eV) and (b) hole transport 

with experimental values (eV) & Ionisation energies (IE, eV) in the studied amorphous materials, with experimental 

values (eV) and references, where available. SCLC: space charge limited current, TSL: thermally stimulated 

luminescence, UPS: Ultraviolet photoelectron spectroscopy, PESA: photoemission spectroscopy in air.  
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4.1.5 Density of states 

The MD simulation trajectories were used to evaluate the site energies of holes and electrons 

by employing a perturbative scheme. In this approach, the electrostatic and induction energies 

are added to the gas phase energies (IE0 or EA0), to obtain the total site energy. The electrostatic 

contribution is calculated with the use of Coulomb sums based on distributed multipoles 

(obtained from the GDMA program155) for neutral and charged molecules in their respective 

ground states. The polarisation contribution is computed using a polarisable force field based 

on the Thole model160,161 with isotropic atomic polarizabilities (αai) on atoms a in molecules i. 

Aperiodic embedding of a charge method251 as implemented in the VOTCA147,148 package, was 

used for these calculations. 

Even though the variations of the reorganisation energies and electronic coupling elements lead 

to variations in the simulated mobility (µ) the most significant parameter is the distribution of 

site energies Ei within the system, characterized by the energetic disorder (σ). To a certain 

extent, this is anticipated, as the mobility is exceptionally sensitive to changes in the width of 

the disorder distribution, for example, the μ ∝ exp [−  (
σ

kBT
)
2
].179,181,252  

The energetic disorder stems from the disorder on the local electronic states which, as shown 

in Figure 4.3, is Gaussian-distributed. The distributions of the on-site energy differences, i.e., 

the differences between the energies of the system when a selected molecule is in the 

anionic/cationic or neutral state, including the constant internal contribution due to the gas 

phase electron affinity/ionisation energy, are displayed in Figure 4.3(a) and (b) for electrons 

and holes, respectively. 
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Figure 4.3 The density of states (distribution of site energies) in the amorphous materials for 

(a) anion, with solid-state electron affinity (EAtot) shown by the black dashed lines, and (b) 

cation, with solid-state ionisation energy (IEtot) shown by the black dashed lines. 

Experimental reference lines for ionisation energy (IEexp) are shown as red dashed lines. Gas 

phase ionisation energy (IE0) values obtained by M062X/6-311+g(d,p) level of theory are 

shown using blue dashed lines. 

Energetic disorder 

The corresponding energetic disorder (widths of site energy distributions) are summarised in 

Table 4.1(a) and (b). In amorphous organic materials, the energetic disorder is predominantly 

electrostatic. Such electrostatic interaction originates from the potential exerted on a molecule 

from its specific environment. Therefore, the disorder is governed by the molecular static 

multipoles, as well as the positional and conformational order, in a given material. On the other 

hand, the induction contribution stemming from the interaction of microscopic dipoles with the 
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localised charge carrier, reduces the energetic disorder.147,253 The electrostatic and induction 

contributions for each system, for both electrons and holes, are listed in Table 4.1(a) and (b). 

The energetic disorder (hole transport) values are directly compared in Figure 4.4 to 

experimental values from previously reported space charge limited current (SCLC) 

measurements238 and/or newly carried out thermally stimulated luminescence (TSL) 

measurements (Kadashchuk et. al. Institute of Physics, National Academy of Sciences of 

Ukraine), the experimental values are also listed in Table 4.1 (b). The details of the TSL 

measurements have been described for the investigation of intrinsic energetic disorder, for a 

variety of important organic materials, elsewhere.254–260 As electron transport in materials with 

a low EA ( < 3.6 eV) is most likely hindered by electron trapping (oxygen-related traps),34 the 

TSL technique probes the hole DOS in the materials discussed here.  

 

Figure 4.4 Simulated and experimental energetic disorder (eV) values for the studied 

materials; SCLC (orange squares), TSL (blue squares) (TSL: R2  = 0.77).  The linear 

relationship (x =  ) is shown by the black dashed line, highlighting the correlation of 

experimental and simulated values. 

Simulations predict a significant variation of energic disorder among the twelve materials for 

hole transport, spanning from σ = 0.087 eV observed for a weakly disordered NPB, to σ = 0.163 

eV obtained for highly disordered NBPhen. The experimental results are in agreement and 

demonstrate a similar overall trend (Figure 4.4) with the simulation values. However, as TSL 

measures the ‘effective DOS’ and even a small concentration of shallow extrinsic traps can 
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give rise to a notable DOS broadening,261 energetic disorder may vary slightly between 

experiment and simulation. Also shown in Figure 4.4, are the differences between the 

experimental techniques of SCLC and TSL, which may be partially due to different film 

morphologies related to different deposition methods (vacuum deposition or spin-coated from 

a solution). Nevertheless, the overall trend in energetic disorder values, in comparison to both 

experimental methods, is reproduced well by simulations. This is a vital observation, as the 

prediction of the disorder parameter is crucial for the overall accuracy of the charge transport 

simulations and the resulting carrier mobility. 

Molecular dipoles 

The observed energetic disorder can be potentially related to molecular dipoles, since lattice 

models with randomly oriented dipoles of equal magnitude d and lattice spacing a yield 

disorder σ ∼ d/a. However, in a realistic morphology, both distances and dipoles can vary 

from molecule to molecule, which then increases the disorder. Broad distributions of dipole 

moments are attributed to the presence of one or more soft dihedrals in the organic materials. 

At finite temperature, rotation around such soft degrees of freedom leads to multiple 

conformers. The distribution of molecular dipoles, for the twelve materials, are shown in Figure 

4.5.  

 

Figure 4.5 Distribution of molecular dipoles in the amorphous morphology for the twelve 

organic materials, calculated from MD simulations at 300K, with the partial charges 

obtained by GDMA. 
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In general, materials with a narrow distribution of molecular dipoles in their amorphous 

morphologies, possess small fluctuations of electrostatic multipoles in the amorphous matrix 

which results in smaller energetic disorder, for example NPB and Spiro-TAD. But this is not a 

universal conclusion and the exact role molecular dipoles play on disorder is not clear, for 

example the weakly disorder MTDATA possessing a large distribution of molecular dipoles. 

Therefore, as a point of interest, this will require further investigation for a better 

understanding, in order for the distribution of molecular dipoles to be considered as a 

potentially suitable parameter for pre-screening.  

4.1.6 Charge carrier mobility 

Charge transport rates were computed using the high temperature limit of classical charge 

transport theory, as given by the Marcus rate equation.168–170 The master equation can then be 

solved with kinetic Monte Carlo (KMC), providing the time evolution of the system, giving a 

randomly generated trajectory of charge carrier movement. This was carried out for one charge 

carrier (hole or electron) in the presence of an applied electric field (F =  1 × 104 V/cm), using 

a periodic simulation box. Mobilities were extracted as µ = ⟨v⟩/F, where ⟨v⟩ is the average 

projection of the carrier velocity in the direction of the field (F =  1 × 104 V/cm). The 

convergence of simulated mobilities with respect to the system size (i.e., a sufficient number 

of sites for the simulated transport to be nondispersive) due to energetic disorder must be 

ensured. For this purpose, the critical temperature (within Gaussian disorder model), Tc, at 

which the transition from dispersive to nondispersive regime takes place, was estimated and is 

shown in Figure 4.6 for holes and Figure 4.7 for electrons. Subsequently, fitting the mobilities 

obtained in the non-dispersive regimes to an empirical temperature dependence, allowing for 

extrapolation of the charge carrier mobility to the non-dispersive regime at room-temperature 

shown in Figure 4.6 and Figure 4.7. Details of such calculations can be found elsewhere.2,194All 

charge transport calculations were performed using the VOTCA package.147,148  
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Figure 4.6 Hole mobility temperature dependence for the twelve materials, including the 

estimated critical temperature (within Gaussian Disorder model) Tc, at which the transition 

from dispersive to nondispersive regime takes place (dashed black line). Calculated for one 

charge carrier (hole) at a range of high temperatures, with an applied field F = 1x104 V/cm. 

Further information regarding the temperature dependence, explanation of the fitting 

procedure and extraction of room temperature mobilities, can be found here.194  
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Figure 4.7 Electron mobility temperature dependence for the twelve materials, including the 

estimated critical temperature (within Gaussian Disorder model) Tc, at which the transition 

from dispersive to nondispersive regime takes place (dashed black line). Calculated for one 

charge carrier (electron) at a range of high temperatures, with an applied field F = 1x104 

V/cm. Further information regarding the temperature dependence, explanation of the fitting 

procedure and extraction of room temperature mobilities, can be found here.194 
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The single-carrier mobilities at room temperature for holes and electrons are summarised in 

Table 4.2. The experimentally measured mobility and the corresponding experimental 

techniques used, are also listed for comparison. Additionally, Figure 4.8 shows the correlation 

between the simulated and experimentally measured mobility. 

 

System µ𝐡𝐨𝐥𝐞
(𝐬𝐢𝐦)

 µ𝐡𝐨𝐥𝐞
(𝐞𝐱𝐩)

 µ𝐞𝐥𝐞𝐜𝐫𝐭𝐨𝐧
(𝐬𝐢𝐦)

 µ𝐞𝐥𝐞𝐜𝐭𝐫𝐨𝐧
(𝐞𝐱𝐩)

 

BCP 7.94x10-6 - - 1.35x10-7 - - 

CBP 4.91x10-4 2.2x10-4 

5.0x10-4 

SCLC238 

TOF262 

3.64x10-5 - - 

mCBP 9.00x10-4 - - 8.24x10-5 - - 

mCP 2.35x10 -4 5.0x10 -4 TOF263 1.35x10-7 - - 

MTDATA 1.56x10-5 1.3x10 -5 TOF264 8.17x10-6 - - 

NBPhen 1.37x10-8 - - 5.20x10-5 4.2x10 -4 TOF249,265,266 

NPB 2.04x10-4 2.3x10-4 

2.7x10-4 

SCLC238 

TOF264 

4.04x10-4 (6-9) x10-4 TOF243 

Spiro-TAD 4.99x10-4 3.1x10-4 

5.0x10-4 

SCLC238 

TOF267 

3.67x10-5 - - 

TCTA 1.00x10 -4 8.9x10-5 

2.0x10 -4 

SCLC238 

TOF268 

1.61x10-9 < 10 -8 * 269 

TMBT 7.47x10-6 - - 6.38x10 -5 1.2x10 -4 TOF270 

TPBi 1.18x10-7 - - 1.18x10 -5 6.5x10-5 

(3-8) x10-5 

SCLC271 

TOF272 

2-TNATA 1.72x10-5 2.7x10 -5 

(2–9) x10 -5 

SCLC238 

TOF40 

4.64x10-6 (1-3) x10-4 TOF243 

Table 4.2 Room temperature hole and electron mobility (cm2/Vs), achieved from 

simulations of the amorphous organic materials, with experimentally achieved mobilities 

and the corresponding techniques used, references included. TOF: time of flight experiment, 

SCLC: space charge limited current method. 
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Figure 4.8 Room temperature hole and electron mobility (µ) values achieved by simulation 

and compared to experiment values where available. Hole-TOF (red): R2 = 0.95 & Hole-

SCLC (yellow): R2 = 0.94, Electron-TOF (blue): R2 = 0.57 and Electron-SCLC (green). 

The linear relationship (x=y) is shown by the black dashed line, highlighting the correlation 

of experimental and simulated values. 

The remarkable agreement of simulation and experiment is particularly evident for hole 

mobilities (Figure 4.8). On the other hand, for electron mobilities, a larger deviation is observed 

between experiment and simulation, where simulated results indicate a systematic 

underestimation of experimental measurements. There are several possible explanations to 

account for these discrepancies. Firstly, due to the much larger energetic disorder for electrons 

in certain materials (Table 4.1) when compared to holes, the electron mobility will be inherently 

lower. Furthermore, as a result of the large disorder found in 2-TNATA and NBPhen, these 

materials exhibit the largest variation to experimental electron mobility, which may stem from 

energetic traps in the simulated morphologies. Additionally, due to different morphologies, the 

structural and energetic disorder can differ significantly between simulation and experiment. 

Despite the reasonable agreement for energetic disorder for hole transport, shown in Figure 

4.4, the experimental materials used for the mobility correlation are a collection of referenced 

values from various studies, with potentially significant variations in disorder. The simulated 

morphologies for the twelve materials, do not account for the presence of carrier traps formed 

by structural defects or impurities such as water, which are typically unavoidable in reality. In 
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fact, hole or electron transport has been shown to become trap limited in materials with an IE 

greater than 6 eV or an EA less than 3.6 eV, respectively.34 Therefore, direct comparison of 

simulation and experiment mobilities may be difficult, when considering low EA and high IE 

materials. 

Nevertheless, the simulated mobilities indicate a remarkable agreement to experimental values, 

emphasising a high degree of accuracy in the computational protocol, as a whole. From this 

perspective, a molecular library based on these methods is not only feasible, but also has 

excellent prospects. 

4.2 Conclusion and outlook 

It is clear that a molecular library of OLED hosts would be invaluable, permitting the swift 

evaluation of new materials. The key question here, is how accurately and reliable a 

combination of various simulation techniques can predict relevant material properties, to bring 

pre-screening a step closer. 

Firstly, considering ionisation energies from PESA measurements and UPS data taken from 

the literature, an excellent agreement with simulation results was observed. This encourages 

confidence in the polarisable force fields used for evaluation of the solid-state electrostatic 

contribution. Electron affinity values, on the other hand, will require further examination, but 

this may be challenging with sparse availability of experimental values from inverse 

photoemission spectroscopy measurements.  Accurate solid-state energetics allows the density 

of states (DOS) to be predicted, and when comparing the widths of the distributions to the 

thermally stimulated luminescence (TSL) measurements, a similar trend was observed. The 

energetic disorder can be potentially correlated to the distribution of molecular dipoles, but the 

extent of this will require further investigation to be conclusive.  

Finally, the simulated charge carrier mobility showed a remarkable agreement to experimental 

values, particularly for hole transport where energetic disorder is typically lower. The accurate 

prediction of the DOS and energetic disorder is therefore vital, as it has a significant impact on 

mobility.  

Overall, the correlation of simulation and experimental results has been used to validate the 

accuracy of the force fields and the simulation methods, as an initial step towards building a 
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larger molecular library. The agreement of simulation and experiment, for the various 

parameters, particularly mobility, highlights the predictive capability of the outlined methods. 

The next step is to expand this library with further materials, in an effort to draw structure-

property conclusions for effective pre-screening. 
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5 The future of computational OLED 

design* 

Ideally, parameter-free computer-based OLED design would be employed, utilising pre-

existing building blocks and tools, to begin with accurate prediction of material morphology 

for a new system, followed by calculation of the energetic landscape. This would lead to rate 

evaluation of the various processes within the system, such as charge or exciton transfer, 

proceeding to solving of the time-dependent master equation. All of which providing essential 

quantities for material evaluation, such as electron affinity, ionisation energy and hole and 

electron mobilities. However, this multiscale procedure, with length and time scales spanning 

several orders of magnitude is non-trivial and as such, it is difficult to predict device properties, 

from structure alone.  

A necessity for future OLED development (and for all organic electronics), is the complete 

understanding of all fundamental processes within the device and constituent materials. Charge 

and energy transfer simulations play a pivotal role in this pursuit. Thereby promoting the 

advancement of simulation techniques and methods to achieve an increasingly comprehensive 

description. Exciton formation and transfer, is particularly important for OLED functionality. 

The theoretical tools used to determine exciton transport parameters include DFT for electronic 

excitation properties,273 many-body Green’s function theory and GW approximation with the 

Bethe-Salpeter equation (GW-BSE)274 for excited states,273,275,276 and an adaption of Marcus 

theory to describe exciton diffusion.277 Further to this, an essential link between micro and 

macroscale would be employing more realistic charge transport dynamics. With an important 

addition, but computationally demanding approach, being the inclusion of explicit coulomb 

interactions and re-evaluation of charge transfer rates at each KMC step. 

 

* Adapted and reprinted from,1 Computer Aided Design of Stable and Efficient OLEDs; Paterson, L.; 

May, F.; Andrienko, D.; J. Appl. Phys. 2020, 128 (16), 160901. doi: 10.1063/5.0022870.1 with the 

permission of AIP Publishing 
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5.1 Explicit coulomb interaction  

The embedding of electrostatics within KMC simulations, would provide valuable insight into 

charge dynamics. Specifically, within slab geometries and for interface interactions, which are 

vital for device characteristics. However, when investigating a system which is stochastically 

propagated in time, with each charge carrier hop leading to a new charge distribution and 

consequently altering all interaction with other charge carriers, the complexity of the problem 

is elevated and requires accurate and efficient methodology. 

The accurate evaluation of electrostatic interactions, is crucial, but still remains a challenge, as 

the methods to compute electrostatics require large system sizes and inherently long-range 

(complex) interactions, leading to high computational cost.  Interaction distance cut-off 

methods can be applied, to reduce the electrostatic contributions. But due to the long-range 

nature of electrostatics, as a result of the 1/r decay of the Coulomb potential, a cut-off radius is 

often insufficient and more exact methods have to be employed. In fact, neglecting long-range 

contributions has been shown to cause inaccuracies, with large variation of simulated carrier 

densities and device performance predictions, when compared to exact methods.278 On the 

other hand, using exact methods for computing electrostatics typically involves summation 

techniques, such as Ewald summation150 and the more efficient particle mesh Ewald 

(PME).152,153 However, in large periodic systems an exact description is often unfeasible or 

highly computationally demanding. Therefore, further methods have to be considered, 

specifically for non-periodic systems (requiring more sophisticated summation).  

5.1.1 Implementation within KMC 

To expand on this, for the discussion of carrier hopping, with a rate according to the Marcus 

rate equation (explained in section 2.3.6), the driving force is the site energy difference ΔEij 

between the two hopping sites (i and j). This includes the total electrostatic energy before and 

after the hop has occurred, making the site energy the central component for electrostatic 

interactions. Explicit coulomb interactions, i.e., changing interactions with changing site 

occupations, allows for more accurate charge dynamics. A simple but elegant method to update 

the site energies affected by a carrier hop, can potentially permit a modest adaption to the KMC 

algorithm. If all electrostatic interactions can be computed prior to KMC, then it is possible to 
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simply read in these values and update site energies accordingly, followed by re-calculation of 

the rates with each carrier hop. 

Computing electrostatic interactions 

To achieve a realistic description, it is advantageous to consider a typical OLED layer with slab 

geometry and two parallel opposing interfaces. The interface and accurate electrostatic 

interaction, require the implementation of dielectric contrast, i.e., the central organic layer has 

a different dielectric constant to the upper and lower layers. In a typical system, the inclusion 

of 3-dimensional periodic boundary conditions (pbc), already cause the interactions to become 

increasingly complex. This includes, not only all interactions of charges within the central 

simulation box, but also all interactions of periodic charges. If dielectric contrast is then 

introduced at the planar interfaces, as would be the case at the interfaces with the upper and 

lower layers within the device, then image charges are also incorporated. For a single charge 

in the middle organic layer the interactions then include, (i) all periodic charges, (ii) all image 

charges and, (iii) all periodic image charges, as shown in Figure 5.1.* 

The dielectric contrast can be described by a prefactor (Δ) for the top (t) and bottom (b) 

boundaries of the middle layer (m), given in terms of the dielectric constants (ɛ) of each layer. 

The image charges placed along the z direction, shown in Figure 5.1, then depend on the 

dielectric contrast. A real single charge (q) located within the middle layer (of thickness dz) at 

the position zq, gives rise to a series of image charges along the z direction. The first image 

charge after the top and bottom dielectric boundaries represented by q∆t and q∆b, respectively. 

The next set of charges are then reflected images, such that they become q∆t∆b in the top 

direction and q∆b∆t in the bottom direction.  

 

* The total electrostatic contribution also takes into account the interactions of all charges, e.g., 

interaction of image and periodic charges, image and periodic image charges …  

 ∆t= 
εm − εt

εm + εt
 (5.1) 

 ∆b= 
εm − εb

εm + εb
 (5.2) 
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Figure 5.1 A single real charge (q) placed in a middle layer slab geometry, with pbc in X 

and Y (only X is shown for simplicity), and two parallel opposing interfaces (top and 

bottom) exhibiting dielectric contrast placed along the Z direction. For the real charge 

(yellow) electrostatic interaction with periodic charges (red), image charges (green) and 

periodic images (blue), are to be included. 

An efficient method of including planar dielectric interfaces via image charge summation has 

been established, known as the ICMMM2D method,279,280 an extension of the MMM2D method 

for electrostatic interaction in 2D slab geometry.281 The MMM algorithm282 is based on Fourier 

transform using a convergence factor (e−β|rij+n|) and a screened Coulomb interaction with 

screening length 1 β. Within the ICMMM2D method, the periodic (due to pbc in two 

dimensions) and periodic image (due to the dielectric boundary in the third dimension) charge 

contributions to the electrostatic interactions are considered, by implementing two planar 

dielectric interfaces and splitting the system into interacting cells, of width λ. The simulation 

(real) box, with dimensions  xx  yx  z is split into k cells, along the z direction, such that λ= z/k. 

The pairwise interactions between two charges (i & j) are then considered in terms of a short-

range contribution, which includes charges residing in neighbouring cells (the charge 
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separation would always be |z|< 2 λ), known as the near formula* (specified here for a single 

dielectric constant, with εb = εm = εt):
279 

Where, xij,  ij,  ij define the components of the vector connecting two charges, ux=1/ x , uy=1/ y 

and ωp=2πuxp. Additional ρl = √( +   y)
2
+  2 and rk = √(x + k x)

2 +  2 +  2. The Bessel 

function of the second kind is denoted by K0, the Bernoulli numbers by bn, the Digamma 

function of order n by ψ(n) and a tuning constant Nψ.281 The prime on the last term of the near 

formula signifies exclusion when calculating interaction of charges with its own images. 

The long-range pair-wise interactions of charges separated by more than one cell (|z| > λ), is 

known as the far formula: 

Where ux, uy and ωp are defined as in the near formula, with the addition of ωq=2πuyq. The 

additional terms are specified as, fpq = √(uxp)2 + (uyq)
2,  fp = uxp and fq = uyq. Due to 

 

*For derivation of the specific electrostatic contributions and convergence factors, including the far and 

near formulas, refer to MMM,282 MMM2D281 and ICMMM2D279 

  ϕ(xij,  ij,  ij)   =  4ux ∑ [ 0(ωp

l,p>0

ρl) +  0(ωpρ−l)]cos (ωpxij)

− 2ux ∑
b2n

2n(2n)!
Re[(2πuy

n≥1

( +   ij))
2n]

− ux ∑(
−1/2

 n
)
[ψ(2n)(Nψ − uxxij) + ψ(2n)(Nψ + uxxij)]
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2n
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uy
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(5.3) 

 
ϕ(xij,  ij,  ij) =  4uxuy ∑

exp (−2πfpq| ij|)

fpq
cos(ωpxij) cos(ωq ij) 

p,q>0

+ 2uxuy (∑
exp (−2πfp| ij|)

fp
p>0

cos(ωpxij)

+ ∑
exp (−2πfq| ij|)

fq
q>0

cos(ωq ij)) − 2πuxuy| ij| 

(5.4) 
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the convergence problem of the far formula as |z| → 0, the near formula is necessary. When 

used together, they provide the total electrostatic energy of a set of N charges, via pairwise 

addition (for the condition of |z| ~λ, either the near of far formula can be used). It should be 

noted that particular attention should be paid to a system with a net charge. A neutralising 

background or neutralising walls can be utilised, in order to account for the divergent 

contribution, which arises in a non-neutral system.283  

The ICMMM2D279 method reports an asymptotic scaling of N5/3, making it suitable when 

considering systems with a few hundred charges. Therefore, it is one of the possible methods 

for efficient and accurate evaluation of long-range electrostatics, with the potential to compute 

all possible pairwise electrostatic interactions, prior to the KMC simulation. 

Updating the site energies 

In order to utilise the pairwise electrostatic interaction from a method such as ICMMM2D, for 

the use in KMC, the contribution to the site energies of the given system should be clarified. 

Considering a system with N sites (real simulation box), by placing two charge carriers on 

every site combination (sites i & j, with i ≠ j), it is possible to construct a N x N matrix of all 

electrostatic interactions in the system. This total electrostatic energy for occupation of these 

two sites, can then be used in an additive manner within the KMC simulation, when considering 

more than two charges. Such that, the electrostatic contribution to an occupied site simply 

becomes the sum of all pair-wise interactions from the N x N matrix. For example, for three 

charges placed on positions i, j and k, the electrostatic contribution to the site energy of i, is the 

total electrostatic energy of i & j, and i & k. 

Therefore, an initial occupation of N sites, by n charge carriers, constitutes a simple update to 

the site energies, from the N x N matrix, followed by an update to the rates for each hop to 

follow. It is the proceeding steps, where the problems arise, the stochastic time evolution of the 

system via hopping events, changes the site occupation and thus changes the electrostatic 

contributions to the site energies. This requires a continuous site energy update (and rate 

update) for all occupied sites, at each KMC step, which can become computationally 

demanding (~O(N2) scaling for N charges), if adopting a naive approach. Therefore, the 

sophistication of site energy updates determines the expenditure of the method. Evaluation of 

site energies requires two electrostatic terms, before and after a hop. The two-step evaluation 

is then as follows: 
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1. Calculate site energy differences for all potential moves of n charge carriers (∆Eij =

Ei − Ej) 

2. After a hop: update electrostatics of the occupied sites 

 

Figure 5.2 (a) Electrostatic interaction between site i and all other charges within the system 

(red) contributes to the total electrostatic energy of site i, (b) A charge on site i has a 

neighbour cut-off, rcut-off (orange dashed circle). The hop i→j (from i to available site j), has 

a rate kij, with a site energy difference ΔEij, the electrostatics before and after a hop from i 

to j contribute to the site energy difference and hopping rate. 

The first step of the evaluation considers all n charges within the system, calculating the site 

energy of each occupied site with the electrostatic contribution of the other charges, as shown 

in Figure 5.2 (a). For the individual (occupied) sites, the site energy difference ∆Eij is evaluated 

in terms of the total electrostatic energy before a potential hop Ei
el and after a potential hop Ej

el, 

illustrated in Figure 5.2 (b). If the hop i→j then occurs, the total electrostatic term is removed 

from site i (disabling) and added to site j (enabling). The second step of the evaluation then 

involves the update of all occupied sites (and their hopping sites), to include the new interaction 

with site j, this being a computationally demanding update and the overall limiting factor of 

the method thus far. Therefore, the ultimate goal is to achieve an efficient mechanism of 

updating the occupied sites after a hop has occurred (i.e., effective site energy and rate updates 

at each KMC step). 

(a) (b)
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Very recently an efficient method of electrostatic inclusion in KMC was demonstrated (~O(N) 

scaling), exploiting the fact that each KMC step corresponds to one charge carrier hop, resulting 

in a modest charge redistribution.284,285 This has been achieved with a new variant of the Fast 

Multipole Method,284 and in a second approach utilising local charge contributions to the 

hopping rate, before and after a hop, allowing for a newly adapted cut-off scheme.285 The 

implementation of electrostatics within KMC simulations is clearly challenging, but this recent 

progress, shows it is achievable. 

5.2 Machine learning  

Furthermore, computational material design tools look toward other future developments. A 

key area and one which has gained significant interest in recent years, is that of machine 

learning based techniques. Application of machine learning for OLED materials would be a 

significant step forward for their computational design. For this to be achievable, accurate 

molecular/chemical descriptors are crucial. This is a difficult task, as it requires identification 

of correlations between similar structures with similar properties, and linking this to a simple 

and systematic feature which can be extracted.286 For OLED materials these vital descriptors 

are missing and only when they can be accurately obtained, can the field move towards machine 

learning approaches.  

Nevertheless, recent progress in machine learning demonstrates the significant potential of 

these methods. Firstly, local properties such as electrostatic multipoles can already be predicted 

using kernel-based techniques.287 Secondly, they can present practical strategies to parametrise 

force fields, by providing coarse-grained (CG) potentials which are more efficient.288 Thirdly, 

properties such as the glass transition temperature can be correlated to the chemical structure, 

using a quantitative structure-property relationship approach,289  with predictive modelling 

capable of pre-screening thermally stable candidates, from only topological indicies.290 

Altogether highlighting the possibilities of machine learning, in the context of OLED design.  
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6 Summary and outlook 

OLED applications offer a unique alternative to traditional display technologies. Their flexible, 

lightweight and transparent possibilities, can already be found in a host of applications, from 

the automotive industry to mobile devices. However, due to their commercial infancy, they 

have obstacles to overcome, particularly regarding device lifetime and efficiency. The first 

hurdle is the device fabrication and processability, regarding the discussion of small molecule 

(SM)OLEDs vs. polymeric OLEDs (PLEDs). If SM-OLEDs are to reach their full potential, in 

terms of market share, simpler manufacturing must be realised. This would involve moving 

away from inefficient and expensive vacuum deposition processes, towards an ink-jet style 

printing process, something that has already been achieved for PLEDs. However, the simple 

device architecture of PLEDs leads to lower performance when compared to SM-OLEDs. The 

balance of high performance and high processability, for both SM-OLEDs and PLEDs, remains 

to be accomplished.  

Due to their higher performance, SM-OLEDs are the subject of the present work. The vast 

research efforts have been highlighted throughout, including those for each of the individual 

OLED layers with respect to their constituent materials. Most notably, the emissive layer and 

the extensive efforts to achieve an efficient and stable blue OLED. Blue is particularly 

problematic, due to the limitations of the individual emitters, resulting in a trade-off between 

stability, efficiency and device colour coordinate. This stems from stable but inefficient 

fluorescence or efficient but unstable phosphorescence. To this aim, thermally activated 

delayed fluorescence (TADF) emitters have been extensively investigated, whereby a process 

of reverse intersystem crossing allows for more efficient fluorescent emission. However, with 

triplet state occupation times similar to that of phosphorescent emitters, the low stability 

problem remains. To address this, the novel approach of unicoloured phosphor-sensitised 

fluorescence (UPSF), using a dual emitting system, has been shown to achieve a balance of 

stability, efficiency and emissive colour. Accompanied by the multiscale computational study, 

presented in Chapter 3, the possibilities of the concept were quantified. Utilising the available 

experimental data, it was possible to parametrise the rates for all the essential processes within 
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the UPSF device and then expand on the experimental study, highlighting the potential of the 

concept with appropriate material design, and also the underlying limitations. Thereby proving 

that simulations can, not only be advantageous, but are an essential tool in the design of future 

OLEDs, addressing some of the questions left unanswered by experiment alone. 

Furthermore, predictive and reliable computational modelling can help to reduce cost and 

enhance the process of systematic material design. Currently, the prediction of physical 

properties from chemical composition cannot be exclusively achieved from an in-silico 

approach, and rather, a collective experimental and computational approach is adopted. Charge 

transport simulations require parameters and amorphous structures which are gathered from 

first principles and molecular dynamics (MD) simulations, typically with experimental input. 

This requires rigorous parametrisation of classical force fields, for molecular degrees of 

freedom and the use of polarisable force fields for electronic degrees of freedom. Before then 

proceeding to kinetic Monte Carlo (KMC) simulations for charge dynamics and device 

modelling. This multiscale procedure, is of course, a non-trivial task and would be impossible 

for the consideration of pre-screening the vast number of potential candidates for OLED 

applications. Therefore, the introduction of an OLED material library, which utilises molecular 

building blocks to construct and characterise new compounds, can present a significant step 

forward. The realisation of computational pre-screening, via a molecular library, would be 

greatly beneficial in reducing OLED materials to a more manageable number, prior to 

synthesis. To establish a starting point for a material library, twelve small molecules were used 

to approve a simulation workflow, by comparing results to experiment for all relevant material 

properties, presented in Chapter 4. The correlation of simulation and experimental results, not 

only shows the accuracy and predictive capabilities of the computational methods used, but it 

also paves the way for further systems to be studied and subsequently the expansion of the 

library.  

For the field of computer aided OLED design to progress, certain aspects of the forward 

problem need to be addressed before moving to parameter-free methods, allowing for 

extraction of device properties from molecular structure alone. To establish accurate structure-

property relationships, further computational method development is essential. To this aim, one 

of the pressing issues to address is accurate and efficient embedding of long-range electrostatic 

interactions, when solving the master equation. Explicit coulomb interaction within KMC is 

particularly problematic, as it requires rate updates at each KMC step, making it 

computationally demanding. The initial steps required to make this feasible are outlined in 
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Chapter 5, but further method development is required. When brought to a realisation, this 

would allow for simulation of more realistic charge dynamics and therefore more accurate 

device properties. Ultimately, by addressing such aspects of the forward problem, the gap 

between structure and device properties can be closed, thereby reducing both experimental and 

computational cost. 
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arrangement, maximising the packing and subsequently the number of pixels in the display.

 ................................................................................................................................................. 17 



 

130 
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‘enabled’ events from this site (green). The second level corresponds to events (hops) from 

each site to a neighbour, with a given rate e.g., ω  . After a forbidden event has occurred (e.g., 

hop attempt i→k), the event becomes ‘disabled’ (red) and its rate is removed from the 
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Figure 3.1 (a) Molecular structure of the donor, acceptor and host, used to bring the UPSF 

concept to a realisation (b) Energy level diagram of the UPSF system. Essential energy transfer, 

radiative (experimental decay times shown) and non-radiative decay: Initial excitation of the 

donor, donor to donor transfer (D-D), phosphorescent decay from the donor triplet (Ph), FRET 
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Figure 3.2 Simulation workflow: initial molecular structures are used to construct a 

morphology for molecular dynamics simulations, followed by rate parameterisation from 
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Figure 3.3 TRPL-experimental results for the UPSF system. Samples excited at 375 nm to 
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0% (black) to 1.5% (blue). The decays were fitted with a multi-exponential fit (red lines) to 

derive the mean (intensity weighted) radiative decay time. This figure is taken from the 
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Figure 3.4 UPSF characteristics for the various donor-acceptor concentrations studied, from 

0% to 1.5% acceptor and the acceptor only system. (a) Normalised electroluminescence spectra 
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Figure 3.5 Correlation between the radiative decay rate and OLED lifetime. Relative radiative 

decay rates (black) are compared to relative lifetime values (70% decay, LT 70), for each of 

the donor-acceptor concentrations. The device lifetimes were measured at constant current, 

with initial current density of 25mA/cm2 (blue) and initial luminance of 4000cd/m2 (red). This 
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Figure 3.6 Kinetic Monte Carlo algorithm flowchart for the simulation of a UPSF system... 65 

Figure 3.7 Simulated photoluminescence (PL) multi-exponential fit (red), with experimental 
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Simulated photoluminescence (PL) multi-exponential fits (solid lines) and equivalent 

experimental TRPL fits (dashed lines), for 0.5% (red), 1.0% (green) and 1.5% (blue) acceptor 
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Figure 3.9 Comparison of simulated (red) and experimental (blue) (a) PLQY values and (b) 

radiative decay rates, for all acceptor concentrations. The red lines serve only as a visual aid.195
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type, over total emission. Phosphorescence from the donor (green) and fluorescence from the 

acceptor (blue). Right axis: transfer efficiency calculated from experimentally achieved results, 
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Figure 3.12 Radiative decay time (µs) reduction, towards an ideal UPSF OLED. Top axis: The 
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Figure 4.3 The density of states (distribution of site energies) in the amorphous materials for 

(a) anion, with solid-state electron affinity (EAtot) shown by the black dashed lines, and (b) 

cation, with solid-state ionisation energy (IEtot) shown by the black dashed lines. Experimental 

reference lines for ionisation energy (IEexp) are shown as red dashed lines. Gas phase ionisation 

energy (IE0) values obtained by M062X/6-311+g(d,p) level of theory are shown using blue 
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Figure 4.4 Simulated and experimental energetic disorder (eV) values for the studied materials; 

SCLC (orange squares), TSL (blue squares) (TSL: R2 = 0.77).  The linear relationship (x =
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estimated critical temperature (within Gaussian Disorder model) Tc, at which the transition 

from dispersive to nondispersive regime takes place (dashed black line). Calculated for one 

charge carrier (hole) at a range of high temperatures, with an applied field F = 1x104 V/cm. 

Further information regarding the temperature dependence, explanation of the fitting procedure 

and extraction of room temperature mobilities, can be found here.193 .................................... 91 

Figure 4.7 Electron mobility temperature dependence for the twelve materials, including the 

estimated critical temperature (within Gaussian Disorder model) Tc, at which the transition 

from dispersive to nondispersive regime takes place (dashed black line). Calculated for one 
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charge carrier (electron) at a range of high temperatures, with an applied field F = 1x104 V/cm. 

Further information regarding the temperature dependence, explanation of the fitting procedure 

and extraction of room temperature mobilities, can be found here.193 .................................... 92 

Figure 4.8 Room temperature hole and electron mobility (µ) values achieved by simulation and 

compared to experiment values where available. Hole-TOF (red): R2 = 0.95 & Hole-SCLC 

(yellow): R2 = 0.94, Electron-TOF (blue): R2 = 0.57 and Electron-SCLC (green). The linear 

relationship (x=y) is shown by the black dashed line, highlighting the correlation of 

experimental and simulated values. ........................................................................................ 94 

Figure 5.1 A single real charge (q) placed in a middle layer slab geometry, with pbc in X and 

Y (only X is shown for simplicity), and two parallel opposing interfaces (top and bottom) 

exhibiting dielectric contrast placed along the Z direction. For the real charge (yellow) 

electrostatic interaction with periodic charges (red), image charges (green) and periodic images 
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Figure 5.2 (a) Electrostatic interaction between site i and all other charges within the system 

(red) contributes to the total electrostatic energy of site i, (b) A charge on site i has a neighbour 
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