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1 Preface

1.1 Declaration
This dissertation is the result of my own work amdudes nothing which is the outcome

of work done in collaboration except where spealficindicated in the text.

1.2 Structure of this thesis
» Section 3: Literature review; the history of lexgtatistics.
e Section 4: Review of the reliance of lexicostatstimethods on the

comparative method.

» Section 5: Review of tree-building methods in lestatistics.
» Section 6: Review of the use of simulations oflaage change.
» Section 7: The use of n-grams for language ideatibn and its

extension to language comparison.
» Section 8: Detailed description of my proposedhoét
» Section 9: The results of three sets of experiment
o0 Using artificial language data generated using
simulated evolution.
0 Using a group of 10 Slavic languages.
o0 Using 29 native Brazilian languages.
1.3 Acknowledgements
I would like to thank Bert Vaux, my supervisor, out whom this thesis would not have
happened. | am grateful to Tandy Warnow who gaveamiavaluable insight into the
methods she and Don Ringe use. | also thank Argjart¢h for her help with statistical
matters and Sarah Hawkins and Ted Briscoe for hglpie to source information on n-

gram comparison techniques.

I would also like to thank the people who helpedwitt devising rules for translating
from orthography to phonemes: Elliott Lash, Barldaeati, Vicki Hart, Latifa Sadoc,

Una Dimitrijevic and Gethin Jones.
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2 Abstract

Traditional lexicostatistical methods which use pamsons of word lists to determine
language relatedness are limited in that they cdnlze applied after the comparative
method and only using very short lists of basicalmdary, in order to mitigate the effects
of borrowing. This renders them useless for appboato languages that are not already
well understood, and limits the statistical sigrafice of their results. In this thesis, two
variants of a new method based on n-gram compaaisoproposed which eliminate
these problems, and provide a means of automdtengamparison of large numbers of
languages on the basis of large volumes of tex¢.Adw methods can be applied before
the comparative method, creating a much-neededdodirecting the energies of
historical linguists. Additionally, a detailed sitation of sound-change is described,
which is used to generate artificial languagesbkmg the accuracy of lexicostatistical

methods to be measured objectively.
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3 Lexicostatistics

Although statistical techniques had been usedgdesssthe relatedness of languages in the
19th century (see Hymes 1971), lexicostatistids iescurrently known was devised in
1950 by Morris Swadesh, in an attempt to deterrtiieedegree of relatedness of a
number of North American languages. During the 39&fild 1960s lexicostatistics was
used primarily for subgrouping of language famikesl for dating divergence of related
languages (glottochronology); (see for example ®8had 954; Hirsch 1954; Baumhoff

& Olmsted 1963).

By the 1960s, the assumptions behind lexicostedistad been widely questioned and
glottochronology had been discredited. Bergslardi\amgt's influential paper (1962)
effectively ended the debate by disproving onelattgchronology's core assumptions—
a common rate of change across languages. Indedtdotpronology's three assumptions
(that there is a common rate of change across &ggg) across time and across language

features) are all demonstrably incorrect (see Gopp0D8:2-5).

Since the late 1990s, there has been a resurgénaeloin subgrouping languages based
on phylogenetic techniques, making use of techrsiguel ideas from genetics (see
section 5.2). This adds rigour to the method, fastignored, in many cases, the failings
in the data being analysed and the assumptionshamhthe analysis is based (see section
3.2). It also relies on the soundness of the gemetithods themselves, and, more
dangerously, on the assumption that genetics capjked to language families at all

(see section 5.3).

The usual lexicostatistical method involves théofwing steps:

1) Select a set of language varieties to be coadpar

2) Select a meaning list—usually one of the ligsised by Swadesh (1950, 1955)
with 100 or 200 meanings. (See Appendix A).

3) Collect a word list for each language being pared, with one word per language

for each item in the meaning list.
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4) Make cognate decisions between each pair glilages for each item in the
meaning list.

5) Calculate the percentage of meanings whiclt@geate between the languages.

Once cognacy scores are calculated, additionas stepusually applied such as sub-

grouping or dating on the basis of those scores.

3.1 Borrowing

Borrowing is often perceived as the greatest datogite lexicostatistical method (see,
for example, Black 2007, Dyen, Kruskal & Black 1982). Most lexicostatistical
methods explicitly exclude borrowed forms, in tledidf that loan-words would give an
inflated view of the relatedness of two language®(for example, Kessler 2001:103-
114).

As an example of the potential impact of borrowicgpsider a lexicostatistical study
comparing English and French. If all words werated as potential cognates, regardless
of whether they were known to be loanwords or ti,languages would appear to be
extremely closely related. This is, in fact, anication not that they are closely related
genetically, but as Kessler (2001:109) puts itt thay are closely related historically.
Hence, if lexicostatistics is carried out withoetting with loanwords, the results do not
indicate degree of genetic relatedness (and tlawkaps, should not be used for
subgrouping or dating) but do provide informatitno@at historical relatedness, or surface
similarity. In fact, as this thesis shows, it ispible to achieve quite accurate sub-

grouping results using n-gram comparison withoumielating borrowing.

Swadesh (1950:159-160) took the rather cavaliev Wt "if one of the two languages
displaces a word of the original stock, the sedanduage may imitate the displacement
or it may eventually cause the first language torreto the original form. Since these
influences may be either in the direction of promgor of retarding change, the trends
may cancel each other out. The total drift: peragatof change may be the same as in
the case of a single language out of contact \eitited languages, but the two languages
will tend to stay together."
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This assumption is clearly dubious, as it themoiseason to suppose that this drift
should be equally balanced between the two dinestibor example, Kessler (2001:106-
107) examined the Swadesh 200 list for EnglishFnetich and found 6 borrowings from
Germanic into French (3% of the list) but only d@erowing from French into German
(0.5%). Clearly if borrowing was ignored, and thi#tdhssumed to be equally balanced
between the two directions when comparing French@erman, a significant error

would be introduced.

3.2 Word lists

The correct length of list (of lexical characteispe used in lexicostatistics has received
a great deal of attention. In 1955, Swadesh shedttis 200 meaning list to 100 items.
He explained that he had hoped to lengthen th#lisicrease the statistical accuracy of
lexicostatistics, but that he could not find mdrart "a handful of really sound new items
.. . while on the other hand defects in the dtwere repeatedly made evident". He goes
on to acknowledge that "quality is at least as irgyd as quantity” and that "[e]ven the
new list has defects, but they are relatively maitdl few in number." (Swadesh

1955:124). Swadesh felt, and it has been almostestmningly accepted, that his list of
100 meanings was more "universal" than the 200 ligtand that it would therefore

provide more accurate results.

Teeter (1963) argued that the degree to which aflimeanings is resistant to borrowing
(and therefore its likely effectiveness for lexitisstics) is inversely proportional to its
length, leading to the conclusion that the "perfistt would contain "no items at all”. In
contrast with Teeter, Guy (1980:37) felt that tisésIshould be "as long as possible”, with

200 items as a minimum.

There exists, then, a fundamental tension for rimaditional lexicostatistical methods: as
they are dependent on basic vocabulary, theirristst be short (as there simply aren't
enough basic words). On the other hand, the shivedist, the less statistically
significant the results will be. A method that alsthis difficulty by working with large

volumes of text is described in section 8 of thissis.
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3.2.1 Garbage in: garbage out

The poor quality of the data used in many lexidisttaal studies combined with the
shaky assumptions on which the work is based dasptre confidence in the results,
particularly given that much of the analysis is @@m languages whose relatedness and
histories are already well understood, and thatwhe lexicostatistical results differ
from the accepted position, the researchers tepbtade explanations, rather than

attempt to fix the methodology.

A recent study by Gray and Atkinson (2003) usetistieal techniques combined with
phylogenetic analysis to attempt to date the drmecg of 87 Indo European languages.
The study generated a great deal of interest begaappeared to confirm the theory that
Indo-European "expanded with the spread of agdcaifrom Anatolia around 8,000-
9,500 BP." However, Poser (2004) stated regardhiag tise of solely lexical characters
that "[iJt's a little hard to believe that somethias peripheral and unsystematic as lexical
replacement provides sufficient information notyotal reconstruct a realistic family tree
but to date the splits.” Furthermore, their studademuse of the Swadesh 200 item list,

which Swadesh himself already considered to becigadte in 1955.

Swadesh's 200 item list appears to have beconstdhdard list for most recent
lexicostatistical work (McMahon & McMahon 2005; iEtn and Kirby 2006; Bryant
2006; Pagel, Atkinson & Meade 2007). It seems ¥ikkbht this practice is due to the
perceived value of the additional data availablthenlonger list, but ignores the dangers

identified by Swadesh and others in using wordsdhanot resistant to borrowing.

3.3 Basic vocabulary

As Gudschinsky (1956) explained, Swadesh was asgutmat "some parts of the
vocabulary of any language are [...] much lessesuilip change than other parts”. It was
on this basis that he devised his list of "basic"talture independent” words (which
might be more accurately termed meanings, semsloti€ or in the phylogenetic
tradition: lexical characters). His intention wasstlect a set of meanings which were

unlikely to be borrowed and likely to change aektively constant rate.
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Swadesh (1955) showed that his 100 item list issmesistant to replacement than his
original 200 item list, but it still contains 15 arm@ngs which, according to his

experimental findings, tend to be replaced at@ogreater than 50% per 1,000 years.

Even the most basic words are subject to replacerBeniand (1982) conducted a set of
lexicostatistical experiments using the Swadeshningdists (100 and 200) and also two
longer lists made up of meanings randomly seleatetibelieved to be susceptible to
borrowing. The results were the same, within aageably small margin of error,
showing that the basic vocabulary is just as sugiepo borrowing as any other

randomly selected list of vocabulary.

Kessler (2001, pp 103-115) identified borrowingsiinumber of Swadesh lists. For
example, he lists 41 borrowings for Albanian in 889 item list and 16 in the 100 item
list. For this reason, traditional lexicostatisto@ only be applied after the comparative
method (see section 4)—since even the most apbabasic list of meanings is subject
to borrowing (16% for the Albanian 100 word liggliable cognacy judgments are

necessary in order to eliminate loanwords.

3.4 Application to non-lexical data

Lexicostatistical methods can be applied to aspe#denguage other than vocabulary,
although such work is rare. Meillet (1925, 1970:48inted out that vocabulary is "the
most unstable element of all in language”, but&reld that "in spite of this frequent
instability of vocabulary it is the agreements atabulary which are immediately
striking when languages are compared to each diheppears that the preference for
lexical characters is based, at least in part,omvenience: due to the large amount of

work done using Swadesh's lists, data is relatigalyy to obtain.

Swadesh (1951:12) felt that comparing vocabulaljusst as reliable" as comparing
morphology, but with the additional benefit "thiatan be converted into percentages
with consequent advantages in objectivity". In casitto this view, Teeter (1963:648)

felt that the genetic history of a language is arlyoverable using methods that take
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account of "restructurings of the grammar" thatehtaken place. He felt that lexical
comparison could be useful only as a first stegstablishing genetic relationship as it

"provides no way of going beyond lexical similatity

Although Meillet considered morphosyntactic comgani to be essential to identifying
linguistic relationship (Kessler 2001:95), Forstad Toth (2003) took the view that
characters based on morphology and phonology, wik#éle for determining
relatedness, were less reliable for constructiagstior for dating. Morphosyntactic
characters are appealing for language compariscauise it is believed that they are not
often borrowed (see, for example, Ringe, Warnow Baylor 2002:62). Kessler
(2001:97) points out that in fact such borrowingsodcur, and it is unsafe to assume that
any commonalities are due to shared innovationske$2001:101) also points out that
morphosyntactic characters can be hard to use bedtacan be difficult to know exactly
what to compare—one character may not occur at allanguage, or might be conflated
with other characters. Kessler's main objectiotméouse of morphosyntactic characters
lies in the difficulty of devising a list of suclharacters in an unbiased way that will work
with any language, rather than devising such ahghe basis of knowledge of the
languages being studied (which could, of course] te experimenter's bias).

Dunn, Terrill, Reesink, Foley and Levinson (200ppked phylogenetic methods to a
number of Austronesian languages. They used 1hybpienological characters (such as
presence or absence of fricatives) and 114 binamnphosyntactic characters (such as
article-noun order, pronoun number and presenedsence of suffix-marked

possession). The tree they generated by applyagsgtbharacters to 15 Papuan languages
showed "a remarkably geographically consistenepaltt The authors admit that this is
just as likely to represent the results of borrayais genetic relatedness, although as the
result was obtained from a set of languages foclwthe lexical data reveals no evidence
of relatedness, the authors conclude that phonmbgnd morphosyntactic structures

may well provide access to greater time-depths thase available through lexical

comparison.
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A great deal of work has been carried out at thevéfaeity of Trieste making use of
syntactic parameters as characters for determlamguage relatedness (for example,
Longobardi 2003, Rigon 2007). Longobardi (2003uagythat comparing syntactic
parameters provides more reliable results thacdéxiomparison for long-distance
relationships. This certainly seems reasonablegikie relative resistance of syntactic
parameters to borrowing (Rigon 2007 examines tissipte effects of parametric
borrowing and finds evidence that it is less likidgn parallel development). The
problem with the parametric approach is that tliere generally agreed list of
parameters (although Longobardi and his colleabags a list of parameters that they

have been using for some years now).

If a universal set of parameters can be agreed thmanalysis such as that carried out
by Longobardi et al. is likely to be of great valas it has much greater potential for
working with a genetic (rather than phenetic; ssstisn 0) model of language, and thus

avoiding some of the problems inherent in tradaidexicostatistics.

3.5 Inspection methods

Ross (1950) proposed a method that involves thistatal comparison of
correspondences between initial consonants. The athiantage of such inspection
methods is that they do not rely on cognacy judgsteithey can be carried out simply
on the basis of inspection of the text of a langudg theory, this provides an additional

advantage: inspection methods can be automated.

Inspection methods are potentially susceptiblenularities introduced by universals
(such as onomatopoeia) or chance. Ross's metkedhbse of Ringe (1992) and Kessler
(2001, 2007), used statistical methods to attemgetermine whether a detected
relationship between two languages was likely teeh@ccurred by chance.

Ringe's and Kessler's methods are useful for dasgetb® likelihood that a given pair of
languages is related, but are not designed to sedédyge numbers of languages in a pair-
wise fashion. Additionally, Ringe's method is fladia two ways (Kessler 2001:43-48).
First, it uses an incorrect mathematical distritmutas a model for significance (he uses
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the binomial distribution, and Kessler and othexgehpointed out that the vastly more
complex hypergeometric distribution is correct).®@lanportantly, there is no real
method for determining, based on Ringe's method,llk@ly it is that any given pair of
languages are related, or to compare the likelilafodlatedness of two pairs of

languages other than by fairly subjective measures.

Kessler (2001) describes a number of variants oigd3 method, none of which produce
particularly satisfying results in the tests headst One problem with Kessler's
methodology is that it relies, to some extent, navidedge of the languages in question:
he advocates removing loan-words from the wordsliahd also recommends removing
any word that may have a common origin with anoth@m in the list. These steps are
clearly possible in situations where the levelmbWwledge of the languages and their
history is good, but for cases such as the te8ranilian languages described in section

9.5, they may not be possible.

Heggarty (2000) and Kessler (2001, 2007) have mepaonethods that involve
comparing phonemes on the basis of features suati@ng, place of articulation and
nasality. Heggarty's method assigns varying weitghteatures (McMahon and

McMahon 2005:214-219). He treats, for example, mgi@s being less important than
place of articulation, thus deeming /t/ and /db¢éomore similar to each other than are /p/
and /k/.

Further, Heggarty solves a problem that Kesslesedi—how to decide which phonemes
to compare—by matching forms through a templateiwlkbnsists of the reconstructed
proto-form of the word. For example, Figure 1 shdw# he compares the Italian

castello/kastello/ with the Frenclthateau(fato/ using the Latin forncastellum

/kastellum/ as a template to decide which phonemes to compare
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Italian k a s t € 11 0

Proto-form (Latin) k a S t € 11 U m

French 1) a t 0

Comparison k<=>f a<=>a t<=>t ll<=>o0

Figure 1: lllustration of Heggarty's method

Heggarty (2000:535) claimed that lexical meanimgs"aherently unsuitable for
guantification”, because they provide data thaeisher objective (because it is based on
subjective assessment of cognacy) nor detailec(secit ignores the degree to which
two words are similar). While it is clear that Hagy's phonetic matching process is
more objective than a cognacy-base approachalstsclear that the process cannot be
entirely objective, as the decision regarding howapply the template is based on
knowledge of the results of the comparative mettad.example, Heggarty does not
make clear why the /o/ in the French form is maticlvéh the /II/ in the Italian. It does

not therefore seem likely that Heggarty's methaddabe fully automated such that a
computer could apply it without being given exglicistructions regarding how to apply

each proto-form as a template.

The method proposed in section 8 of this thesamigispection method that compares
phonemes using n-gram analysis. This method megtsdh Heggarty's criteria: it is
objective and detailed. Like Ringe's method, itslpnet require cognacy judgments, but
unlike other inspection methods it is able to waith large quantities of textual data,
and can be fully automated. One of the main probl#rat this method solves is the
reliance of lexicostatistical methods on the corapae method.
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4 The Comparative Method

Swadesh (1953) claims that "lexical statistics fpayised to help demonstrate a genetic
relationship and need not be reserved only forasse post-reconstructional exercise." In
fact, proponents of lexicostatistics are oftenrabgpains to make clear that they use the
method not as a replacement for Meillet's compagatiethod, but rather as a supplement

to it. For example, in McMahon & McMahon's (200%¢face, they reassure the reader:

"What we are not doing [...] is trying to replaegrent historical-linguistic methodology
with computer programs [...]. What we are suggegsithat it would be good for
historical linguists [...] to incorporate some tegt simulation, and computational model-
building in their work, in a way which has proveag@uctive and interesting in corpus
linguistics and sociolinguistics".

The reason for this caution is that the majorityexicostatistical methods require
knowledge of cognacy between meaning lists indngliages being compared. Ringe's
(1992) approach was relatively rare in this regarthat it effectively automated the
comparative method by looking for statisticallyikaly correspondences between initial
letters. Conversely, the majority of methods usg#éssler (2001) and McMahon and
McMahon (2005) are reliant on accurate cognacyguugnts. Heggarty's method,
described in McMahon and McMahon (2005: 214-224)es not just on cognacy
judgements but also on reconstructed forms in ®ogemguage (or known ancestor
cognates where applicable).

The fact that lexicostatistical methods can onlybed after rigorous application of the
comparative method is a weakness. It means thatttee at best, used to confirm
relationships that are already well understood.|8\his can certainly be of interest, it
does not appear to provide as much real worth asdize gained from applying the
method to languages whose relationships were reddy well understood.
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Indeed, Teeter (1965) viewed lexicostatistics 1sc aethod to be applied after the
comparative method but as "a ground-clearing oerairior to historical research”. He
laments the "overinterpretation [by most lexicastatians] of the results of the ground-
clearing as reflecting actual history". Hence, ¢@sitatistics, in Teeter's view, should be a
method for helping to analyse a large set of daththus to direct more manual research
efforts. This approach is very rarely taken, buhesone of the key ideas behind the

method proposed in this thesis (see section 8.1).

Dyen, Kruskal and Black (1992:18) make clear thaytview the value of lexicostatistics
as being solely in sub-grouping established familgad explicitly refute its use for
establishing new relationships because of the dhckatistical evidence provided by

comparing such small lists of words.

The next section of this thesis looks at the wdydqpenetic methods can be used to
build language family trees; a technique that isallg dependent on the comparative

method.
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5 Building Trees

Prior to 1997, most work building trees from lingic data made use of distance based
methods such as the pair-group method (for exariplen, Kruskal & Black 1992:118).

5.1 The pair-group method

Given pair-wise relatedness measures for a sengtlages, the pair-group method is
applied as follows:

1. Combine the pair of languages with the highmesilarity score into a sub-group.
2. Calculate a similarity score between this suta4grand each remaining language
(or sub-group).

3. Repeat from step 1 until all languages are coetbinto a single tree.

The resulting tree is always binary (in other woetch non-terminal node has exactly
two sub-nodes) which may not always be the mostrate way to represent a given
language family, although Hale (2007:238) takesviber that "all changes introduce
bifurcations into the descent tree" and that tHulsaguage trees should be binary.

5.2 Phylogenetic methods

Most lexicostatistical work carried out since 19%& used methods borrowed from
genetics. This does, of course, rely on the validitthe genetic methods, and makes the
unproven assumption that they are applicable tguage relatedness. It also introduces
practical difficulties in that most linguists aretmualified to determine the validity of

genetic methods or their application to languages.

Methods such as those used by Ringe, Warnow andM@p02) are character based
methods in which trees are built up on the basehafacter states. Characters can be
lexical (i.e. whether or not a given word-meanisigaognate between two languages),
phonological (presence or absence of a given pbagieal rule or innovation) or
morphological (similarities between morphosyntattmtures such as the form of the

imperfect subjunctive). Methods such as UPGMA (mch the distance for a pair of
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groups is considered to be the arithmetic meahetlistances between each pair of
languages within the groups) and the pair-groughotkaire distance-based, as they rely
entirely on sets of distances between languagéserirsein (2004:147) explains that
although distance-based methods appear to bekelstb produce reliable results than
character-based methods, "the amount of informatimut the phylogeny that is lost in
doing this [distance-based methods] is remarkafliglls The estimates of the phylogeny

are quite accurate".

The method proposed in this thesis is inherensyagice-based, and the trees are

generated using the pair-group method.

5.3 Waves and trees

It is not necessarily safe to assume that diacbianiguage relationships can be modeled
accurately using a tree structure (Stammbaumhisnnhodel, languages are considered
to be related to each other in much the same watysffecies of animals are (Schleicher,
1863); it contrasts with Schmidt's (1872) wave mied@ch models linguistic

innovations as waves, spreading independently nendialect to the next. Teeter
(1965:1522) took the view that a strict tree manfdanguage change is not accurate, and

thus claimed that lexicostatistical dating is figtélawed.

Sankoff & Sankoff's (1976) study attempted to shdvether the tree model or the wave
model better fitted the facts of a 26 Papua Newn&am languages. Their finding was
that the tree model made a better fit once allowamas made for borrowing (see section
6).

The method proposed in this thesis extends Sagk8tinkoff's idea by combining the

tree model with a limited version of the wave mo@ele section 8.4).
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5.4 Phenetics or genetics?

A major difficulty with all lexicostatistical metlus that are aimed at phylogenetic tree
generation is that, in fact, the work is not "géeieh nature at all. Phylogenetics
originated in the biological sciences, and waspdaeement for phenetic study, which
involved examining the physical differences betwergatures (their phenotypes, as
opposed to their genotypes) and using those tmptt® build genetic trees. The main
problem with phenetics is that it can be easilyi@i®y phenomena such as parallel or
convergent evolution. For example, wings appe&atee evolved independently in birds
and insects (Nichols 2006). Similarly, common prtipe can emerge in unrelated
languages, such as apparent linguistic univerBalsowing between languages can have

a similar effect.

Phylogenetic study in biology largely avoids thisigem by examining the DNA
structure (the genotype), rather than the phenotgalization of the genotype. Linguists
have attempted to replicate this by looking at.ewample, cognacy judgments across a
fixed set of "basic" words. Unfortunately, thissidl closer to phenetics than it is to
genetics—Teeter (1963:641) points out that "thetaxis nothing but the outward face a
language turns to its associated culture.” The atkgitoposed in this thesis attempts to
mirror genetic analysis by comparing statisticadels of languages' underlying

phonotactic rules.
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6 Simulation of Language Change

A small body of work has been growing in recentrgghat assumes that lexicostatistics
itself is valid, and tests specific lexicostatiatimethods using simulated language
change. To date, all such work has been basedtmsmey simplistic models of
language. One of the first such pieces of work eased out by Guy (1980), comparing
a set of 7 algorithms. His experiment involved tirgpa set of 19 invented languages
and running a computer program which simulatedwian of the languages over a
period of time, on the basis of a tree defined lny.3 he results of that simulation could

then be compared with the original tree to deteentireir accuracy.

Barbancon, Warnow, Evans, Ringe and Nakhleh (288&jnpted similar simulations
testing phylogenetic methods. Their results shotvatithe standard distance-based
methods (as used by most lexicostatistical stuskésre 1997) are out-performed by
character-based methods such as maximum parsiragty(ogenetic technique that
attempts to builds trees which involve the fewéstnges of state). This comparison was
based on comparison of cognacy of lexical itemssemce of phonological rules and

morphosyntactic characters.

Sankoff & Sankoff (1976) carried out an experimeasing lexicostatistics to generate a
phylogenetic tree, and also designed a simulatidheowave model. Their aim was to
determine which model provided the best fit todhserved facts. In following their tree
approach, they assumed that a perfect phylogeeyHsksenstein 2004:95) would result
if the tree model was a good representation ofuagg relationship. This is valid
reasoning, although it does assume that there imdetected borrowing, and given that
they were examining languages whose relationshgs wot well understood, this seems
a risky assumption. For their wave model, they wseatlltidimensional scaling
technigue which plots the languages as areaswo aiimensional space, intending to
illustrate the real distance between the languagkmg into account features such as
mountains. Based on observed retention rates thiegybuilt a model that allowed

randomly introduced innovations to spread amondahguages along a wave front.
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Their simulation simply simulated the transmissadhexical innovations using a
statistical model. It took no account of linguidtctors, and represented a purely
abstract, statistical view of the way that langsagfeange. Sankoff & Sankoff also
admitted that their wave model simulation assurhatléach speech community was
static, and that "more realistic versions wouldehtovallow for migration or movement
of speech communities in the course of simulat{@876:35). Sankoff & Sankoff
concluded that the best model would be one thabawed features of both tree and

wave.

Embleton (1986) combined the wave model and tregefnia a single simulation. As
with Sankoff & Sankoff's model, Embleton’'s was pyieased on lexical comparisons.
Sound change is not relevant to these modelsegsatie only interested in rates of
replacement of cognate forms. This, of course,rasstthat borrowing is always

detectable and that cognacy can always be acoyjatijed.

6.1 Simulating sound change

Hartman (2003) developed a program (Phono) for lsitimg sound change on the basis

of a set of prescribed (regular) sound change .ridssprogram is, in some ways, more

sophisticated than the system proposed in thisstiifies example, its notation for

specifying sound change rules allows more comptenexts to be specified). However,

it differs in two important ways:

1) It was developed simply to simulate sound changeto test lexicostatistical
methods.

2) It allows any sound change to take place (fangple, a >fu / # ) without

regard for the frequency of attestation of typeshanges or of resulting

phonemic inventories.

Neither of these is intended as a criticism of Hart's system; | merely observe that they
are fundamental differences between his systenmanel.
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7 n-gram Comparison

My system, described in section 8, uses n-gram eoisgn as a mechanism for
measuring language similarity. An n-gram is a $et consecutive characters (when n is

3, the resulting n-grams are usually referred tigsams).

N-grams have been traditionally used for langudegaetification (Damashek 1995). The
usual method for identifying a language from a piettext is to calculate an n-gram
vector for the text, and compare it (using standaactor comparison methods, as
described in section 7.1) to the vectors for eauwhwk language. The closest vector is

taken to indicate the correct language for that tex

An n-gram vector for English might show that thigramsing andted are extremely
common, whilexjq never occurs. Each slot in the vector represéetéréquency of
single n-gram. For trigrams, the vector containg2®x26 = 17,576 items (assuming the
English version of the Roman alphabet). A 1-granuldsimply represent the relative

frequencies of each letter in a language.

A partial hypothetical trigram vector for Englishshown in Figure 2.

aaa| aab| aac| ... [ ing | inh | ini .. | tec ted | tee . 2ZX | 22y | 222

o (0 |0 |..]O1 0 |0.001../0.002|0.09|0.005 ..{0 |O |O

Figure 2: Partial trigram vector for English

Typically, n-grams include spaces as well as Ietf€he intention behind this is to

encode word boundaries. Hence, the word "fish" tighencoded as the following

trigrams: fi, fis, ish, sh.. (Note that is used to represent a space
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7.1 Using the dot-product to compare n-gram vectors
A vital aspect of an n-gram based system is théadkethat is used to compare n-gram
vectors. The standard approach is to use the nisedadot-product, defined as follows:
J
D XX

Spn ==

mn J J

D Xy D o

j:]_ J:]_

S, is the dot product of the vectors for languagesnahn.

J is the total number of possible n-grams.

X IS the relative frequency of occurrence of n-gjamthe text for language m. Note

m

that the sum of alk  for a given miis 1.

Before this comparison can be applied, the veamsiormalised, meaning that all of the
values in each vector are reduced proportionaltil tire sum of the values in the vector

is 1. This ensures that the vectors are comparable.

Damashek’s (1995) Acquaintance algorithm uses mgta identify the subject matter of
documents. He notes that the dot product "can geoaigross measure of similarity—in
particular, language discrimination is excellettitis this ability to discriminate
languages that is the basis of my method. Traditiaxicostatistical techniques
effectively compare languages by comparing a ssdestibset of vocabulary items. N-
gram comparison provides a way of identifying tkieeat to which texts in two
languages differ, but the same comparison can é&e tasdetermine the degree of
similarity (and thus, to a limited extent, the d=gyof relatedness) between two

languages.
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7.2 N-grams for phylogenetic analysis

Scannell (2004) applied n-gram comparison to taxtematically gathered from the
internet for 425 languages. His method appliedamgrbased entirely on orthography,
meaning that two languages with different alphabetsld always be deemed entirely
dissimilar. Hence, for example, his method wouldrdeSerbian and Croatian to be as
different as Japanese and English, because altteerfitan and Croatian are mutually
intelligible, they use different writing systemse ldpplied a standard phylogenetic
method (neighbour joining) to his data and gendrateee which, in spite of the obvious
weakness of the method, was reasonably accurtte aery coarse-grained group level.
It is clear that converting texts to IPA phonetitation, as in my method (described in

section 8), provides an improvement over the paréorce of Scannell's system.

Huffman (1998) applied n-gram comparison to thbagtaphic representation of texts.
He applied the method to a group of European laggsiaand to a group of native
American languages. Huffman used Damashek's Actprmaia algorithm which primarily
differs from the approach | took by computing atoeid vector, the average of all the n-
gram vectors for the documents being examined. fifoigides a representation of the
common features amongst the languages. This cdmneaior is subtracted from the
language vectors, as a way of eliminating commemehts across languages. Huffman
(1998:216) concluded that "the distribution of soyatterns, even when they are poorly
reflected through alphabetic representations fasrky reliable marker of the genetic

relationship among languages".

N-gram analysis has also been used in biologicabgienetics to carry out sub-grouping
of animal species. Stuart, Moffett & Baker (2002¢d n-grams of peptides and protein
seqguences in genome sequences to produce phylogeees of a number of species of
mammals. Stuart et al. used vector dot-produgbsdduce similarity matrices between
pairs of species, and then used UPGMA (a variattt@pair-group method used here) to
produce trees. Their trees were produced usingusgonfiguration settings, and each

tree was evaluated against known data to detentsi@ecuracy.
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8 My Solution

This section proposes a new lexicostatistical nisthe well as a sophisticated model of

sound-change designed to facilitate rigorous sidisgesting of the method.

8.1 Motivation

Since its creation, lexicostatistics has sufferedifa number of serious flaws (see
sections 3.1, 3.2, 3.3 and 4). Many of these fleslaste specifically to dating, but its use
for determining genetic relatedness, for sub-gnogaind even for simply determining
historical relatedness is also problematic. Thesithproposes a new method which does
not address all of these problems, but is desigmaddress some of the most
fundamental. This section contains a summary oftbgvation behind my proposed
method, as well as an indication of its likely liations.

1. Simulation of language changeThis is used to create a set of artificial
languages whose relatedness is known perfectlg ditgures that the comparison
method is objectively testable. Most lexicostatatstudies compare their results
against established (but hypothesised) views atedhess. This approach is
limited in that it is only as accurate as the mddsd. Additionally, it means that
such methods must always be applied to languagesemelatedness is well
understood. It is hoped that by simulating languagenge, the parameters of the
system can be better understood, and a degreefidence can be gained that
the method works. That simulation of this kind @& widely used is a great
weakness of lexicostatistics: the usual method mdéduce a tree and simply
compare it with what is generally accepted. Iftiiee is close enough and any
differences can be explained then the method imdde success. This is not a
particularly scientific approach, and | believetttiee use of simulation would
greatly enhance the reputation and scientific nigefuhe field.

2. Trees and wavesThe assumption that languages change in a keddshion is
the basis of much historical linguistic work. Thawe model, in contrast, is

opaque and does not lend itself to lexicostatisioalysis. The present model is
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largely tree-based, but the simulation attempisdorporate some aspects of the
wave model by allowing borrowing between languagée. reason for basing the
system on the tree model is that it provides actiime=tric for measuring success:
a tree can be produced and compared with a knovaeht@e. It is hard to
envisage a similar comparison method for data geéeeusing a pure wave
model.

3. Sub-grouping and dating.Dating on the basis of lexicostatistics is extrgmel
suspect. On the other hand, sub-grouping, whilgstulb some of the issues
associated with dating, is more tenable. My metlatiipugh strictly speaking
determining historical rather than genetic relag=dn attempts to reproduce
genetic trees for languages. One of the main reafeorthis is that it provides a
mechanism for objectively determining the effeatiess of the method
(comparing the trees produced with model trees w/iagsuracy is known).

4. N-grams.N-grams are routinely used for language identifoca N-gram
analysis is based on comparing statistical moddEnguages, and as such is
closer to a genetic analogy than comparing lexieals. N-gram comparison can
also be applied to very large volumes of text aad ke automated.

5. Borrowing. My method does not attempt to eliminate or othssevdeal with the
effects of borrowing. This is certainly a limitatiaf the method is being used for
sub-grouping (although the results obtained suggestorrowing is not as
serious a threat to the method as might be suppbsgds not relevant when the
method is being used to determine historical rdlaes. This removes one of the
main limitations of traditional lexicostatistics theds which can only be applied
to very short lists of (supposedly) basic vocakular

6. Volume of text Due to the use of n-gram comparison and the pyiaian of
assessing historical relatedness rather than geeddiedness, very large volumes
of text can be analysed using the present methad.Will be shown to provide
greater statistical significance than can be obthumssing very small amounts of
text.

7. Comparative method.Almost all lexicostatistical methods are dependemt

cognacy judgments determined by the comparativedefThis is a great
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weakness, as it means that they can only be applieeshguages that are already
well understood. My method eliminates this requiatrby using the statistical n-
gram model of language, thus meaning that the rdetha be applied to any set
of languages. It is ideally suited to being apphedore the comparative method,
pointing to languages or families whose poteng&tedness is most worthy of
further study.

To summarise, the main benefits of my method aeitltan be applied in an automated
fashion, using large amounts of text, and can kd tsdirect energies on languages that
are not well understood, prior to application af tomparative method. The main
weakness is that it does not discount borrowingd,taus is really only able to determine
historical relatedness, rather than genetic retegesl However, it is clear that historical
relatedness and genetic relatedness are, in mang,camilar concepts, and the results

below indicate that this is not as great a weakasssmight appear.

8.2 The simulation model

My system uses a detailed simulation of sound chavigch is based largely on the tree

model but also incorporates aspects of the waveemdtle algorithm for evolving a

single language into multiple descendants is dsviat:

1. Select a random phoneme from the language'srdyshonemic inventory.

2. Identify a possible change (conditioned or ulttioned) that could be applied to
that phoneme.

3. Decide whether to add that rule to the langsageonology.

4. Repeat from step 1 for a pre-determined numbgem@tions.

The possible sound changes allowed by the systeitrsged in Table 1.
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Type of change Example
Voicing and devoicing of consonantg > i

Vowel shifts e>c¢cori>i
(De)palatalization of consonants |, - n
(De)spirantization of stops b > B

Nasal place assimilation np > mp
Velarisation n>y
Glottalisation t> 9

Epenthesis mr > mbr, ns > nts Orpr > por
Cluster reduction mbr > mr
Apocope i>0/_#
Syncope i>0/V_V
Aphaeresis i>0/#_
Rhotacism s>r
Lenition p>f
Fortition j>d3
Excrescence t>t/_#
Vowel breaking i>io
Affrication t > tf
Gemination p > pp
Degemination pp > p
Compensatory lengthening arta > ata

Table 1: Types of sound change allowed by my system

Page28 of 109

(These changes are based on the types of possibyid shanges described in Campbell
1998:17-46, Crowley 1992:36-47 and Hock & Josepdb1B26-134).

Each sound change can have a specified contextifeugt be word-final or word-initial,

must occur before a back vowel, must occur betwservelar consonants) and a

probability. The probability, for example, of leioit is much greater than that attached to

fortition, reflecting the attested frequencieshadde changes in the world's languages

(Crowley 1992:38).
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The changes are bound by a set of meta-principhéshvensure that the resulting
language is linguistically plausible. For exampiesta-principles forbid diacritics to be

used to create meaningless combinations sueih*ag’, or S.

The use of rules whose nature, context and prabahike based on attested sound
changes was intended to enable the system to ¢ersdand change as closely as

possible to reality.

Once a suitable change has been identified, theidedo apply it depends on the

following factors:

1) Is the target sound of the change already ptéséne inventory of the language?
(Most changes prefer targets that are already prese otherwise evolution over
time has the effect of increasing the size of thengmic inventory. Some
changes, such as vowel shifts, prefer sounds thata currently present in the
phonemic inventory).

2) If the rule is a copy or reversal of a rule athg present in the language's
phonology then it is rejected.

3) If the target sound is not already present éphonemic inventory, it is looked up
in a table which contains each of the phonemes nsé@ system, along with the
count from Maddieson (1984) of how many languagesthat phoneme. A
probabilistic choice is then made, ensuring thatdélss commonly occurring

sounds are more likely to be rejected. Hence,Xanw®le, the change bpis

more likely to be accepted than lB>asp occurs in 38 of the languages in

Maddieson 1984, while occurs in none.

4) Finally, a random element is introduced whiclymgect any change. This
random element is proportional to the probabilggigned to the change, ensuring
that common changes occur more frequently tharethesigned low

probabilities.
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For example: an application of the system to Spamibowing 250 iterations, added the

following sound changes to the language's phonology

1. a>e¢ 9. g >y
2. o>u 10. 0>f
3. u>ue/r_ 11. s>r/V_V
4. k>tf/_i 12. i>0/C_#
5. X >vy/#_ 13. s>ss/u_u
6. eAk > eek 14. m > f3
7. s> (/r_ 15. u>iu/_b
8. k>g/u_u 16. ie>u

In these examples, C represents any consonant agpr®sents any vowel. Although the
system does not use a feature-based represerftateounds, it is possible to specify

types of sounds such as "front vowels" or "voicglesnsonants” in the rules.

The changes generated by this algorithm are appendée end of the language's
phonological rules, and subsequent evolution caapipéied to the augmented phonology
to produce a more distant descendant.

It is important to note that this simulation of sdwchange assumes that sound change is
entirely regular (the Neogrammarian hypothesis), @es not allow for lexically gradual
changes. If the Neogrammarian hypothesis is cqrtleen the model is accurate.
Alternatively, it could be assumed that the systemodeling the gradual process of
sound-change in a binary manner by simply jumpingifthe start of the change to the

point at which it completes.

8.3 Simulation example

This section contains an example of a simple exatuwaif the evolution process, starting
from a single language (Spanish), without borrowangd producing a single offspring at
the end of each generation. Three generationsmargroducing Spanish, Spanishi,
Spanish1l and finally, Spanish111. Each generaj@hied 250 iterations of the

evolution algorithm—a large number, intended tailteis a noticeable set of changes.
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A short piece of text was used, for the sake aftgta

Como en otros paises, es comun que en los estaditiinchadas" estén organizadas por
grupos de adeptos denominados "barras bravasiguesan los cantos de apoyo a los
equipos, y los viajes de simpatizantes cuando judgavisitante.

(Sourcenttp://es.wikipedia.org/wiki/Futbol_en_Argentinaccessed 20th May 2008).

The IPA transcription of this text, according te thules of the initial parent language
(Spanish) is:

komo en otros paises es komun ke en los estadjos las intfadas esten oryanifadas por
grupos de adeptos denominados baras brafas ke impulsan los kantos de apoio a los

ekipos i los bjaxes de simpatiBantes kwando xweyan de bisitante

After one generation, the following new phonologjitdes were added:

ei > i tf > f r>br/m_
A>n i>i P>
g>0/a_s t>ts/_a h>h
n>m m>0/i 0 d>0/_VC
t>t/ _t n>n/_# u>ur/l_
s >x/r_ y > X p>¢¢/_VC
e >he/#_ o>u b>0/_b
ie >u p>0/_p

s>r/V_V u>hu/#_

The resulting IPA transcription for this generat{@panishl) is:

kumu hen hutrus paires hes kumuny ke hen luis hestsadjus las mfadas hesten
hurxaniBadas pur grupus de adeptus denummadus baras brafas ke impulsay luis kantus

de apuru a luis hekipus 1 luis bjaxes de stmpatiBantes kwandu xwexan de biritsante
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After the second generation, the following new pilogical rules were added:

h > ha/_# p>b/o_a 0> 01/_#
f>uf/1_ k>tf/_e 1> i
h>? g>0/e_1 j>jo/_#

The resulting IPA transcription for this generat{@panishll) is:

kumu ?en ?utrus paires ?es kumun tfe ?en luis ?estsadjus las infadas ?esten ?urxaniBadas
pur grupus de adeptus denuminadus baras braffas tfe impulsan luis kantus de apuiu a

luis ?ekipus i luis bjaxes de simpatiBantes kwandu xwexarn de biritsante

In the final generation, the following new phonata rules were added:

a>e p>b d>0/o_j
X>g s>r/V_V mg > ng

o>f f>v k>ko/_d
k>0/_k b >, B>Db/i_
r>s i>N/#_ n>m

r>ocr/id 0 >00/_# d, >0/_#
g>y y>0/_y t>pt/m_

Following this final set of rules, the IPA trangion for Spanish111 is:

kumu ?ey ?utrus deires ?es kumun tfe ey luis ?estsevijus les 2imveves ?ester
?uryemifeves dur yrudus de evedtus demumimevus deres drefes tfe 2imdulsen luis
kemptus de eduiu e luis ?ekidus ?i luis djeyes de simdetiBemptes kwemdu yweyern de

diritsempte

8.4 Borrowing and the wave Model

A full simulation of the wave model of language cba is virtually impossible: at the
least, it would require a simulation of large numnsbef individuals, each of which had
their own language (Hale 2007), and a model ofliaigg transmission and diffusion of
changes would need to be built. Some models otiagg change based on the wave
model have been built (Sankoff & Sankoff 1976 amabieton 1986) but these have

modeled language diffusion in a very simplistic mgn
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My system is based largely on a tree model, budrparates lexical and phonological
borrowing. Assuming that each language producedlivexzt descendants in each
generation (i.e., the language tree is binary) sffread of languages in a simulated

(simplistic) geographic space follows the pattdraven in Figure 3.

B B1
B B1
B B2
B B2
Generation 1 Generation 2
Bi1 | B11 B111 | B112
B12 | B12 B121 | B122
B21 | B21 B211 | B212
B22 | B22 B221 | B222
Generation 3 Generation 4

Figure 3: The spread of languages across a geograpkpace.

In the first generation, each language (A and Bupes half of the available space. In
the second generation each language splits int¢AkpA2 and B1, B2), splitting the
parent language's space in half. This process tepadl, after the fourth generation,
there are sixteen languages, each occupying oteestk of the space originally
occupied by two languages.
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In fact, the areas occupied are not relevant, thrdyrelative distances between languages.
These can be used by the system to determinekdignbod of borrowing. There are four
configurations for the system:

1) No borrowing allowed.

2) Unrestricted borrowing allowed, regardlessisfahce.

3) Borrowing only allowed between adjacent langsage

4) Rate of borrowing between a pair of languagesriely proportional to the

square of the distance between them.

In the third configuration, where borrowing is resed to adjacent pairs, language A212
could borrow from (or be borrowed from by) A122,142 A222 or B211. (Diagonal
adjacency is not allowed). In a given generatiangighis system configuration, a

language can borrow from any or all of its neighisou

Hence, a sound change which is innovated by laregdag generation 1 may be
borrowed from language Al to B1 in generation Bgited by B12 and then borrowed
by B21 in generation 3; and inherited, finally,B211 and B212 in generation 4.

Although this is not intended to be an accurateomnplete simulation of the wave model
of language change, it is intended to introducelament of lexical and phonological
diffusion to ensure that the system is not cons#iéito simulating only tree-based

language change.
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8.4.1 Lexical borrowing

After the addition of sound change rules, a languaghis simulation can borrow a
number of words from other languages (lexical bemng), using repeated applications
of the following process:

1) A native word is selected for replacement.

2) A word with a similar frequency of occurrencesédected from another language.

3) The borrowed word is converted into the borrgienguage's alphabet by first
converting to the Roman alphabet using a set ofingg (such ag — ts, for

Cyrillic) and then converting from the Roman alpégto the borrowing
language's orthography.
4) The text for the borrowing language is modifigdreplacing all occurrences of

the native word with the borrowed word.

Hence, the effect of lexical borrowing by a langaiagpurely to alter the contents of the
text that is associated with that language.

The process of converting a borrowed word intormfthat is appropriate
(phonologically and orthographically) for the boming language is described by Hock
and Joseph (1996:262-263) as nativization. Thegridestwo main mechanisms for
nativization: phonological and lexical. Phonologicativization involves mapping the
sounds of the borrowed word to the borrowing laggtsaaphonology (and phonotactics),
thus ignoring the orthographic form altogether. icaknativization involves borrowing
the orthographic form, and also involves a ceramount of phonetic or phonological
nativization to ensure that the word is pronountzab

The system proposed in this thesis is effectivelpg a form of lexical nativization. Each
word is borrowed in its orthographic form, and tfoaitn is converted to the closest match
in the borrowing language's orthography. The preration of the borrowed word is then

determined by the borrowing language's phonologidak.
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Table 2 shows four examples of nativization of based forms generated by the system.

Donor Borrowing | Original Original Borrowed Borrowed
language | language | orthography phonemic phonemic orthography
form form
Spanish Russian militar militar miilitar MU TAp
Macedonian | Basque YUTajKU tfitajci tsitaxki tsitajki
Georgian Polish 30 Ki ki ki
Turkish Swahili | iddialagiyorlard: | iddialafwjorlardw | iddialasijorlardi | iddialasiyorlardi

Table 2: Nativization examples.

For example, in borrowing the Georgian woge™into Polish, the system takes the steps

shown in Table 3.

Step| Description Current form
0 Georgian orthographic form 30
1 Convert to IPA Ki
2 Convert to Roman script ki
3 Convert to Polish alphabet (no changg)
4 Convert to IPA Kii

Table 3: Example of the way the system nativizes@eorgian word into Polish.

8.4.2 Phonological borrowing

Language A can borrow a phonological rule from lsage B using to the following

procedure:

1)

2)

3)

A rule from the phonology of B is selected whiefehand side is a sound

currently present in the phonemic inventory of A.

The change is rejected if it is an exact copg afle already present in A's

phonology, or if it is an exact reversal of a riné\'s phonology.

If any of the sounds on the right hand sidéhefriule is not currently in the

phonemic inventory of A, then the data from Maddie$984 is applied (see

section 8.2) to bias the system towards introducorgmon sounds.
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4) If the rule is not rejected, it is added to émel of A's phonology (see section 8.7)
Any innovated rule in a language's phonology cahdreowed. The phonological rules
of a language, in this system, consist of rulec@nverting orthography to phonemes,

and rules for converting one phoneme into anotbely the latter kind can be borrowed.

8.5 The n-gram comparison method

The method described in this thesis is based auleting an n-gram vector for a large
corpus for each language being compared, and adiltgivector distances between all
pairs, which can be treated as similarity ratifigee n-gram vectors are built on phonetic
symbols rather than the letters of the alphabetc@pally, each n-gram consists of n

IPA symbols. Hence, for example, a set of 4-granghtrbe:
Jpaod, afap, dfa

There are more than 100 IPA symbols, resultingpotential 4-gram vector of
100x100x100x100 = 100 million entries. In practisegram vectors are extremely

sparse, and so storing this data on a computetirely feasible.

In addition to the question of which n-gram compani method to use, it was also
necessary to decide which value of n—the n-grandemws—to use. Trigrams are most
commonly used (see, for example, Shannon 1948ymasly because trigram vectors
are of a manageable size but contain more infoamdkian unigrams or bigrams. For this

thesis, experiments were carried out with windoWws, @, 3, 4 and 5.

The method being applied in this thesis can bertest, briefly, as follows:

Convert all text to IPA phoneme representation.

Calculate an n-gram vector for a piece of textanohelanguage.

Create a distance matrix based on pair-wise cosmasiof the n-gram vectors.

W NP

Attempt to build a phylogenetic tree showing ganetffiliations based on the

distance matrix.
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8.6 Pair-wise n-gram comparison

In addition to the standard n-gram comparison neettescribed in section 8.5, a method
was devised which, like the initial phoneme congxarimethods of Kessler (2001) and
Ringe (1992), involved pair-wise comparisons, [Bihg n-gram comparison rather than
comparing initial phonemes.

To compare a pair of languages, using a pair ofdesia lists:

For each word, an extremely sparse n-gram vectoested. The two n-gram vectors for
a given meaning are then compared. The averadee aicores for all pairs of words is
used as the similarity score. This contrasts viighdriginal n-gram comparison method
which compares n-gram vectors for each documethterahan for individual words. The
difference is illustrated in Figure 4.

yo
ta ti

él el
nosotros nés
vosotros vos

Standard -gram comparison: ar-grarr

vector is computed for each language. Thes
vectors are compared to calculate the
similarity score for the pair of languages.

3~

__> Similarity score

yo eu = [hEmsmeT ]

ta ti — —————1 Similarity score 2 L

él el ——————1 Similarity score 3 ave rag‘ Similarity score
nosotros nés ——————1 Similarity score 4

VOSotros vos — ——7 Similarity score 5

Pairwise r-gram comparison. A similarit
score is calculated for each meaning in the
Swadesh list. The average of these scores if the
similarity score for the pair of languages.

Figure 4: lllustration of the standard and pair-wise n-gram comparison methods.
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8.7 Phonetics and phonology

In simulating language change it was importanotescderwhatprecisely would be
changing. | decided to simulate and compare langgiagja phonological level, rather
than a phonetic level. This was not just importarrelation to the simulation of change,
but also was vital to the entire system, as itmeiteed the data that would be analysed.

For example, many Slavic languages have final aoarsibdevoicing; the Russian word

nén is usually pronounced something likif]. The underlying representation for this

word, though, is bd/, which is converted to the phonetic form by @pelication of a

devoicing rule.

A difficulty with working on the phonetic level the lack of consistency. Even languages
that have a "standard" version have a great dealridtion between speakers. The
phonological representation of the sounds of adagg, however, appear to be relatively
stable. Hence, a reasonable representation ofateecf a language can be found in its
phonology, whereas the phonetic level represeetdlifferences between dialects or even

individual speakers.

Hale (2007:101) reflects the generativist viewadrsd change that "while changes were
often observed at the phonetic level, the primaegimanism of getting a different form at
that level was to modify the phonological compoiheBynon (1977:114) states this
more explicitly: "according to Halle (1962) the lwatype of sound change, namely
innovatory change, is reflected in the transforoval model by the addition of a new
phonological rule at the end of the phonologicahponent.” This is the approach taken

by my system.

Working at a phonological level has practical bésein Russian, for example, the
pronunciation of vowels is unpredictable at a phicrievel without knowledge of stress
patterns (unstressed non-high vowels are usuallyced). The system would not be able

to deal with this variation, as stress is not prtdtle from the orthography. Hence, for

example, my system can transcribem as /odin/, although phonetically it isiffin].
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Another advantage of working at this level is thallows the system to model
underlying phonotactics rather than surface phatiota(see, for example, Shibatani
1973 and Sommerstein 1974). | am taking the view ¢hirface, phonetic level,
phonotactics are equivalent to phenetics whileutigerlying, phonological phonotactics

are closer to being analogous to genetics.

8.8 Converting text to phonemes

The method of comparison used by Scannell (2004jeyad n-grams of graphemes.

This has the advantage of being extremely simpsetap (the system simply works

from written text) but has two main disadvantagésctv greatly outweigh this

advantage:

1. It considers languages which have different alhettis—but are otherwise
mutually intelligible—to be entirely dissimilar ¢e.Serbian and Croatian).

2. In working with languages such as English witekie a deep orthography
(explained below), the system is, in effect, anaklythe somewhat arbitrary

spelling rules chosen by the language.

My method avoids these problems by converting amitext into phonemic
representation using IPA symbols. This means,an®le, that Armenian can be

compared with Spanish, Ukrainian, all of which aréten in different scripts.

Van den Bosch, Content, Daelmans and de Gelded4jid#dine the orthographic depth
of a writing system as "the degree to which it d&s from simple one-to-one letter-
phoneme correspondences”. Hence, for example,dbnigdis a deeper orthography than

Spanish.

In order to convert text to phonemes, it was imgnatrto work with languages whose
orthography is reasonably shallow. It is straightiard to build rules for languages with
shallow orthography (such as Spanish), which exptfes regular correspondences
between written letters and phonemes. For exammptae simple rules for Spanish are

shown in Table 4.
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letter(s) | IPA notation

ch tf

p p

i n

IT T

Table 4: Example of phonological rules for Spanish

Some rules are contextual, meaning they expressdiie letter is pronounced

depending on letters that come before or aftasishown in Table 5.

letter(s) | IPA notation | Context
c 0 before i or e
c k default
g X before e
g Yy before a vowel or r or s
g g default

Table 5: Example of contextual phonological rulesdr Spanish.

The ordering of these rules is important. The sgsia converting the letter "c" to

phonemes, will examine the rules in order. Ifriid a following "e", it will convert the

letter to6. Otherwise, it will apply the next matching rule.

8.9 Chunking

The method being employed here makes use of IR&drgtion. This means that, for
example, the vowels//and ¢/ are considered to be different. In order to wdstther this

level of detail is necessary, and whether it iethective way of comparing languages,
my experiments were carried out using five chunkewgls.

The effect of the five chunking levels on consosasitshown in Table 6.
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Chunking Consonants
Level

Full IPA transcription

Diacritics ignored (for examplg” become®p)

No voicing distinction (for examplé, becomep andd becomed)

No place of articulation distinction (for exampéd, plosives becom®

g B W N

Nasals grouped with plosives

Fricatives, approximants and laterals fricatived approximants
grouped together

Trills, flaps and lateral flaps grouped together

Table 6: Effect of chunking levels on consonants.

The chunking of consonants is based on featuresciiinking of vowels is, of necessity,

somewhat more arbitrary, as can be seen in Table 7.

Chunking Vowels
Level

1 Full IPA transcription

2 Diacritics ignored (for example, the nasal vo@élkecomes the oral
equivalenta).

3 vowels grouped as:
i i, 1, W
u: u,#,Y,y,U
C: €
€: €
a: 9,9,0,3,8, %
a: a, &
a a, e
) 2,0, A
o: 9, ®, E
(O 0

4 The groups defined in level 3 are further grougedbllows:
i i
u u
e e, €




Automatic language similarity comparison using adgranalysis.

Ben Coppin 2008

Page43 of 109

a: 9,0
a: a, a
0: 2,0
5 The groups defined in level 4 are further grougedbllows:
u: u, 0
a: a9
i i, e

Table 7: Effect of chunking levels on vowels.

Table 8 illustrates the effect of chunking the hasavel ©.

Level | Representation| Comments
1 B Full IPA
2 2 Diacritics droppeg
3 a e merges witha
4 a a merges witha
5 a a does not change

Table 8: lllustration of chunking on a single vowel

The following example illustrates how a piece o&8igh text is represented at each of

the five chunking levels.

Original text:

En las primeras dos décadas de existencia de & lligs competiciones se organizaron
basicamente en derredor de las escuelas y clubesmigrantes britanicos, intimamente
relacionado con las nociones del juego limpio gdhallerosidad deportiva, que

constituian el eje de la concepcion britanica depaorte.

Chunking Transcription
Level
1 en las primeras dos dekadas de egzistenfja de la liya las kompetiBjones se

oryaniBaron basikamente en deredor de las eskwelas i klufes de

inmiyrantes britanikos intimamente relaBjonado kon las noBjones del
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xweyo limpjo i la kaakerosidad deportifa ke konstituian el exe de la

konOepBion britanika del deporte

2 en las pimeras dos dekadas de egzisfarde la liva las kompetijones se
orvanifaron basikamente en deredde las eskwelas i kbes de
inmivrantes bitanikos intimamenteeledjonado kon las rijones del
xwevo limpjo i la kgpaserosioad depctipa ke konstituian el exe de la
konbepdion britanika del depote

3 en las pimeras tos tekizas te eksistdija te la lixa las kompeijones se
orxanibaron pasikamente en téx te las eskelas i klwes te inmixantes
pritanikos intimamenteeladjonado kon las néjones tel xexo limpjo i la
kapaserosBad tepartipa ke konstituian el exe te la Kapoion pritanika
tel tepate

4 en las trineras tos tetasas te etsistensia te la lisa las tontetisiones se

orsanisaron tasitanente en teresor te las estlelas i tluses te innisrantes
tritanitos intinanente relasionaso ton las nosiones tel sleso lintio i la
tasalerosisas tetortisa te tonstituian el ese te la tonsetsion tritanita tel

tetorte

S it sas tritiras tus titasas ti itsistitssa ti sa sisa sas tuttitissutis si ursatisarut
tasitatitti it tirisur ti sas istsisas i tsusis ti ittisrattis tritatitus ittitatitti
risassutasu tut sas tussutis tis ssisu sittsu i sa tasasirusisas titurtisa ti

tutstituiat is isi ti sa tutsitsiut tritatita tis titurti

Table 9: lllustration of chunking a piece of Spanih text.

A similar method was devised by House & Neuberg {)Qvho converted the phonemes
present in speech data into five very broad phomddisses. Their method, which they
did not ever fully test, then extracted bigram &mgtam data from the chunked phonetic

information, which would have been used for languiagntification.

Ringe (1992:67-70) used a very similar method amttkided that "admitting inexact
phonological matchings does not make it easieetoahstrate a relationship between
languages; at best it should not change the matiemad the comparison at all.”
Unfortunately, he based this conclusion on a commparattempting to show a genetic
connection between Navajo and English, which predlyns unlikely to reveal

anything, no matter what method is applied.
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Kessler (2001:78), in contrast, felt that "thereyrha situations in which such lumping
would give positive results”. In carrying out mypeximents, | was making no
assumption about which chunking levels would prewtie greatest accuracy. One of the

aims of the first experiments was to determine dbigctively.

8.10 Experimental design
Experiments were carried out in a number of phasss) intended to inform the design
of the next. The phases were as follows:

1) Simulate evolution, and apply the n-gram congmerimethod to the resulting
artificial languages. Use the n-gram data to geaexgpossible tree for the
languages, and compare with the known model tree.

2) Apply the n-gram comparison method to 10 langsag the Slavic family.
Compare the generated tree with the generally aedeglavic family tree.

3) Apply the n-gram comparison method to a numbeative Brazilian languages
whose relatedness is not well understood. Userrdtion learned from the first
two phases to ensure that the configuration osyis¢em is likely to yield

meaningful results.

(This three-part methodology follows Embleton 1986)

Additionally, a number of statistical tests wererigal out to ensure that the results were
not just a product of chance (as discussed inldstd&inge 1992) and to determine

which factors were significant in producing gooduis.

8.11 Comparing trees
A major component of my work involved the simulatiof language in order to evaluate

the effectiveness of the comparison method.

My method involves comparing a number of langudgea or artificial) and using the n-

gram distance data to generate a tree (the systemmatically generates a tree using the
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pair-group method described in section 5.1). Ireotd automatically determine the
accuracy of the trees produced, and to avoid aemet of subjectivity, the system
automatically determines the generated trees' acguby comparing them to a known
model tree. This idea was used by Embleton (1986 )y Ringe, Warnow and Taylor
(2002).

| used Embleton's method for determining the aayuod trees— the topological
similarity coefficient (TSC) (Embleton 1986:84).i¥imethod involves generating a
matrix of distances between pairs of nodes for @dithe two trees (the tree generated by
lexicostatistics and the model tree) and usingatiesalculate a single coefficient which

represents the degree to which the two trees pmddgically similar.

The distance between a given pair of nodes is edua$ the maximum number of edges
traversed to get from their common ancestor tomaitel node. Each non-terminal node
is labeled with its maximum distance, which is ugedetermine the distance between its
common descendants. For example, given the trEgure 5 below, the distance
between node A and node B is 1 and the distanee=batA and C is 4. Although the
distance between A and the root node (the commoastor of A and C) is only 2 (i.e., 2
edges) and the distance from C to the root no8ettse label attached to the root node is

4. which is the distance between E and the rooénod

A B [+ i} E F G

Figure 5: A sample tree.
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The distance between each pair of nodes is cadzlitat this basis, and tabulated in a

similarity matrix, as shown in Figure 6.

A/B|IC/D EIF|G
All|1(4|4|4(4|4
Bi|1|1[4|4|4/|4|4
Cl4/4/1/1|3|3|3
D|4/4/1,1/3|3|3
E|4|4] 3 3] 112
Fl4|4|3 31 12
Gl4|4|3| 3| 2] 21

Figure 6: The similarity matrix (including redundant values) for the tree in Figure 5.

Note that the distance matrix is symmetrical alisueading diagonal, meaning that the
top half above the main diagonal (highlighted itdp@an be stored without including the
redundant second half. The leading diagonal isr@dandant, as every node is always

distance 1 from itself, according to this metric.

To compare two trees the similarity matrix for eslhomputed, and the matrices are
compared using the Pearson Product-Moment Cowal&oefficient (r), defined as

follows:
1 X =-X\YY-Y
n-1% Sx Sy

n is the number of items in each matrix

X, Y are the mean values in the first and second matrix

X,, Y, are the values in the first and second matrix

S, S, are the sample standard deviation of the valuéseifirst and second matrix

This calculation provides a correlation coefficigaritich can theoretically range between
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-1 and 1 (although Embleton (1986:88) notes thiabiiwary trees the values can in fact
only range from -0.5 to 1). A coefficient of 1 ikdtes that the two trees are topologically

identical, while a negative value indicates a ttaek of topological correspondence.

8.11.1 Statistical analysis of the TSC

In order to determine what level of TSC score stitndl considered a close match, some
objective statistical analysis was carried out. Tite¢ step was to generate 100,000
random trees with the same number of nodes agsheata (i.e. 16 artificially evolved

languages, as explained in section 9.1).

Felsenstein (2004:534) points out that it is nsingple matter to decide how to produce
random trees for this kind of comparison. In facthis case (and in any case where
distance data is being used rather than charaatay, dhis difficulty does not apply, as it
was possible to generate a set of random distaateeatid use these to produce trees
using the pair-group method. Each randomly geneétaée was then compared with a
model tree (the model tree for the 16 artificialyolved languages—see figure 7 on page
51) and a TSC computed. The distribution of TSGexgenerated in this way is shown
in Table 10.

TSC range| count | percentage

-0.5t10-04| 0O 0%
-0.410-0.3| O 0%
-0.3t0-0.2] 7 0.007%

-0.2t0-0.1| 10,700 10.7%

-0.1t0 0.0 | 45,23145.2%

0.0t0 0.1 | 30,909 30.9% mean = 0.0004:

011002 | 9,982 10.0% standard deviation = 0.0906

0.2to 0.3 | 2484 25%

0.3t00.4 | 554 0.55%

0.4t00.5 109 0.11%

05t00.6 | 21 0.02%

06to0.7 | 3 0.003%
0.7t00.8 | O 0%
08t009 | O 0%
09t010 | O 0%

Table 10: Distribution of TSC scores for trees bagskon random similarity matrices for 16 languages.



Automatic language similarity comparison using adgranalysis.

Ben Coppin 2008 Page49 of 109

From Table 10 it is clear that a TSC of below @8cpunting for 97.5% of all scores) is
not significant. In contrast, a score of abovedad be expected to be obtained by pure
chance only once in approximately every 750 trékss, if the system regularly

produces trees whose similarity to the model #sameasured by the TSC, is greater than
0.4, then the method is working well. In fact, soof greater than 0.3 can only be
expected to occur by chance once for every 146orahdgenerated trees, so scores of

greater than 0.3 can also be considered to berrablsosignificant.
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9 Results

9.1 Simulated language comparison

For this experiment, Spanish and Armenian were asdtle starting languages. The
intention was to start with two languages whickh@ligh distantly related, are extremely
dissimilar. The two initial languages were evolwedependently of each other, apart

from the effects of borrowing.

In each experiment, 3 generations of descendants pveduced, leading from 2 starting
languages to sixteen fourth generation descendaataparison of these 16 languages
was then carried out, a tree generated and tl@satas compared to the known model
tree. By using simulation rather than working witlal languages, the model tree can be
known perfectly.

The offspring of a given language were given thmesaame as their parent, appended
with "1" or "2". Hence, the fourth generation laages were named Armenianll11,
Armenianll2, ..., Armenian 221, Armenian222, Sgddtid, Spanish 112, ...,
Spanish221, Spanish222.

The model tree for experiments 1, 2 and 3 is shiovigure 7. This is the tree that is
explicitly generated by the process of evolutiong 8o is known to be entirely correct.
The method that follows will involve using n-gramngparison to attempt to reconstruct
the tree for the 16 languages, and comparing It thié model tree as a measure of the
method's accuracy. There are around 6°% fissible rooted binary trees for 16
languages (Felsenstein 2004:24), so the chanagmefating this tree by pure chance, or

even a tree similar to it, are extremely remote.
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Armenian111
Armenian112
Armeniani21
Armeniani122
Armenian211
Armenian212
Armenian221
Armenian222
Spanish111
Spanish112
Spanish121
Spanish122
Spanish211
Spanish212
Spanish221

Spanish222

Figure 7: Model tree for 16 languages descended froSpanish and Armenian.

It should be noted that this tree really represembsentirely separate trees. Within this
system, there is no common ancestor for SpanistAemdnian. The pair-group method
always places all nodes into one tree. Hence, gersrated by this method will tend to
indicate that a pair of families or languages anelated by having the root node of the

tree as their common ancestor.

The main aim of experiments 1-3 was to determinetidr the method works and the
extent to which borrowing affects its efficacy. Wdiugh the method is primarily intended
to determine language similarity, these experimeseti®e also testing its ability to

determine language relatedness, and thus to suip-grset of related languages.
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9.1.1 Testing the efficacy of the method
First, a simple test was carried out using thergettshown in Table 11.

chunk level 1 (full IPA)
n-gram window 4 (4-grams
number of iterations 100

of evolution algorithm
per generation

Borrowing none
Number of final-generation| 16
descendants

Volume of text per language2,000 words

Table 11: Configuration for first test

The tree produced by this test is shown in Figure 8

armenian221
armenian112
armeniant11
armeniani21
armenian122
armenian212
armenian211
armenian222
spanish112
spanish122
spanish111
spanish121
spanish221
spanish222
spanish211

spanishz212

Figure 8: Tree produced by the first simple test.
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This tree was automatically compared against thdaiioee, and obtained a TSC score
of 0.91— a very high score, indicating a very closgch. Inspection of the tree shows
that it is, indeed, a very close match to the médel. The main split between languages
descended from Spanish and those descended fromdamis correct. The grouping of
Spanish221 with Spanish222 and Spanish211 withiSipahl is perfect. Similarly, all
the languages descended from Spanishl are corgzotiped together. The only error at
this level is that Armenian221 is placed as ani@utib the Armenian group, rather than
being grouped with the other descendants of Arnrmnhi@ther than this, the split

between Armenianl and Armenian2 is correctly idedi

9.1.2 Borrowing parameters
The next set of experiments were run with 250 tens per generation, and the
following variable borrowing parameters:

» Lexical borrowing allowed (yes / no)

* Phonological borrowing allowed (yes / no)

» Borrowing rate (low / medium / high / very high)

The borrowing rates are defined in Table 12.

Borrowing Meaning for lexical Meaning for phonological borrowing
rate borrowing
Low Replace at modt% of words | Borrow up tol0 phonological
per generation. innovations per generation.
Medium Replace at moS€6 of words | Borrow up tol2 phonological
per generation. innovations per generation.
High Replace at mo&0% of words | Borrow up to50 phonological
per generation. innovations per generation.
Very high Replace at mo40% of words | Borrow up to125 phonological
per generation. innovations per generation.

Table 12: Definitions of borrowing rates.

(It should be noted that in this model a generaamt intended to represent a

generation in the traditional sense of human ties. It is simply a single macro-cycle of
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the system's algorithm. It is intended to equai@ tery long period of time—around
1,000 years, perhaps).

The aim was to determine whether, for example,laggs that had evolved without any
borrowing could be more accurately sub-groupedheystystem than those evolved with a

high degree of borrowing.

A total of 11 experiments were run, with the coaf@tions as shown in Table 13.

Experiment Lexical Phonological Borrowing | Restrictions on

number borrowing borrowing rate borrowing
allowed allowed

1i no no N/A N/A

1ii yes no low none

Liii yes no medium none

liv yes no high none

1lv no yes low none

1vi no yes medium none

1vii no yes high none

Lviii yes yes low none

1ix yes yes medium none

1x yes yes high none

Ixi yes yes very high none

Table 13: Configurations for experiments 1i-1xi.

The original text for each language consisted 2080 word sequence of text from
www.wikipedia.org. The random number generator ugelle system was seeded with a
fixed number each time, meaning that although yiséesn had a stochastic basis, each
experiment was starting from the same point irstttgguence of random numbers. This

was an attempt to ensure that the difference betW&E scores was more likely to be
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The results for these experiments are tabulatemi\bd&ach experiment was carried out

with each combination of chunking levels (1-5) angram window (1-5) providing 25

TSC scores per experiment.

In the tables below, the cells that have scoreseabal are shaded. These are scores that

are extremely unlikely to occur by pure chance ge=tion 8.11.1), although scores

above 0.30 are also unlikely to occur by chancealo

Experiment 1i - no borrowing

mean TSCy) = 0.62

standard deviatiors] = 0.16

number of cells that failed to achieve a significR8C score of 0.40 or above (f) = 3

1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.85 0.66 0.87 0.65 0.64
2 0.41 0.66 0.87 0.65 0.65
3 0.47 0.50 0.65 0.65 0.65
4 0.35 0.74 0.76 0.81 0.74
5 0.38 0.37 0.45 0.50 0.61

Table 14: Results of experiment 1i.
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u=0576=0.14;f=4
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1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.65 0.73 0.65 0.59 0.67
2 0.65 0.64 0.65 0.59 0.59
3 0.39 0.45 0.65 0.65 0.67
4 0.31 0.49 0.48 0.74 0.88
5 0.38 0.38 0.41 0.41 0.61
Table 15: Results of experiment 1ii.
Experiment 1iii - Lexical borrowing, medium borrowing rate
u=0.52,6=0.11;f=5
1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.52 0.63 0.59 0.55 0.62
2 0.52 0.55 0.59 0.55 0.62
3 0.39 0.41 0.57 0.59 0.65
4 0.35 0.47 0.60 0.57 0.77
5 0.35 0.36 0.32 0.41 0.50
Table 16: Results of experiment Ziii.
Experiment 1iv - Lexical borrowing, high borrowing rate
u=0.53,06=0.15;f=7
1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.75 0.61 0.64 0.68 0.68
2 0.72 0.61 0.49 0.61 0.68
3 0.42 0.62 0.61 0.59 0.60
4 0.37 0.60 0.47 0.51 0.37
5 0.25 0.31 0.33 0.36 0.32

Table 17: Results of experiment 1iv.
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1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.52 0.70 0.88 0.83 0.83
2 0.52 0.70 0.77 0.68 0.83
3 0.54 0.88 0.84 0.84 0.88
4 0.57 0.54 0.68 0.79 0.79
5 0.08 0.32 0.30 0.33 0.40
Table 18: Results of experiment 1v.
Experiment 1vi - Phonological borrowing, medium borowing rate
u=0.53,6=0.17;f=5
1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.31 0.71 0.66 0.71 0.85
2 0.31 0.71 0.54 0.55 0.71
3 0.30 0.26 0.42 0.48 0.48
4 0.19 0.55 0.55 0.56 0.66
5 0.40 0.41 0.62 0.62 0.63
Table 19: Results of experiment 1vi.
Experiment 1vii - Phonological borrowing, high borrowing rate
u=0.51,6=0.24;f=9
1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.38 0.70 0.69 0.69 0.89
1 0.34 0.57 0.56 0.69 0.89
3 0.25 0.40 0.51 0.66 0.86
4 0.07 0.13 0.43 0.51 0.61
5 0.13 0.36 0.22 0.37 0.80

Table 20: Results of experiment 1vii.
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1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.41 0.73 0.73 0.73 0.87
2 0.41 0.64 0.73 0.73 0.82
3 0.36 0.57 0.52 0.52 0.87
4 0.26 0.28 0.25 0.44 0.51
5 -0.05 0.05 0.04 0.29 0.31

Table 21: Results of experiment 1viii.

Experiment 1lix - Lexical and phonological borrowing medium borrowing rate

u=0.62,6=0.19;f=3

1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.46 0.80 0.79 0.79 0.78
2 0.46 0.80 0.79 0.79 0.79
3 0.39 0.45 0.57 0.76 0.79
4 0.24 0.51 0.51 0.51 0.58
5 0.14 0.70 0.69 0.69 0.69
Table 22: Results of experiment 1ix.
Experiment 1x - Lexical and phonological borrowinghigh borrowing rate
nu=0.54,6=0.18;f=6
1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.70 0.77 0.78 0.74 0.70
2 0.70 0.77 0.78 0.74 0.73
3 0.21 0.24 0.47 0.47 0.58
4 0.51 0.43 0.39 0.48 0.42
5 0.46 0.52 0.33 0.33 0.36

Table 23: Results of experiment 1x.
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Experiment 1xi - Lexical and phonological borrowing very high borrowing rate
u=041,6=0.14;f=6

1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.52 0.46 0.42 0.40 0.50
2 0.52 0.46 0.42 0.40 0.50
3 0.54 0.48 0.48 0.49 0.49
4 0.34 0.54 0.50 0.50 0.50
5 0.07 0.27 0.18 0.23 0.10

Table 24: Results of experiment 1xi.

9.1.3 Analysis
A summary of the means and standard deviationseoT 6C scores is provided in Table
25.

Experiment Lexical Phonological Borrowing | p c f
number borrowing borrowing rate
allowed allowed

1i no no N/A 0.62 0.16| 3
1ii yes no low 0.57/0.14 | 4
Liii yes no medium 0.520.11| 5
liv yes no high 0.53/0.15|7
1lv no yes low 0.64/0.22 4
1vi no yes medium 0.53 0.17|5
1vii no yes high 0.51/0.24| 9
Lviii yes yes low 0.48/0.26| 9
1ix yes yes medium 0.62 0.19| 3
1x yes yes high 0.54/0.18| 6
Ixi yes yes very high 0.410.14 6

Table 25: means and standard deviations of TSC saes for experiments 1i-1xi.



Automatic language similarity comparison using adgranalysis.

Ben Coppin 2008 Page60 of 109

Working on the basis that TSC scores of abovafehighly likely to be significant (i.e.
unlikely to have been generated by chance), dlhede settings generate results that are
significant. Even with very high levels of both pladogical and lexical borrowing, the
average TSCis 0.41.

A one-way ANOVA (analysis of variance) was useddmpare the results of the
experiments with high or very high borrowing ratev, 1vii, 1x, 1xi) with the
experiment with no borrowing (1i). This test shoveedery significant effect at the 1%
level (p<0.01; F=67.94; df=3 and 71).

One-tailed paired-sample t-tests were then caoigdomparing 1i with the experiments
which had high or very high rates of borrowing:

Experiment 1iv not significant at 5% level (t=1.69; df=24)
Experiment 1vii significant at 0.05% level (p=0.0005; t=8.23; df=24)
Experiment 1x significant at 0.05% level (p=0.0005; t=9.91; df=24)
Experiment 1xi significant at 0.05% level (p=0.0005; t=15.26; df=24)

There is clearly a very high significance in th#edence in TSC scores between
experiment 1i (no borrowing) and experiments gk levels of phonological
borrowing), 1x (high levels of both phonologicabidexical borrowing) and 1xi (very
high levels of phonological and lexical borrowing)his suggests (unsurprisingly) that
the method performs less well with languages thaélevolved with high levels of

borrowing than it does with languages that havenlveasonably immune to borrowing.

The result of experiment 1liv (high levels of lexibarrowing) is not significantly
different from experiment 1i. This suggests thaidel borrowing does not have as great
an impact on the accuracy of the system as phoitalogprrowing. This is not
surprising: even with a high level of lexical bomiag, not all words in a language are
affected—only those that are replaced—whereas jugiha medium rate of phonological

borrowing, almost all words in a language can liecédd, depending on the selection of
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borrowed phonological rules. Additionally, wheraadguage borrows, it is just as likely
to borrow from a related language as from an utedlane. Thus, although a word may
be replaced with a new form, this may not affegram scores if the word was already

present in the language.

9.1.4 Monte Carlo analysis

The next step was to test whether the resultsrddady the n-gram method are really
significantly different from those obtained by chanA Monte Carlo t-test methodology
was employed. Repeating t-tests is usually consttier be dangerous, as each repetition
increases the likelihood of an error. To mitigdms tisk, the following approach was

used:

The TSC scores for a given experiment were compargdthe randomly selected subset
of the 100,000 TSC scores obtained by generatimdora trees. This comparison was
repeated 10,000 times per experiment. Two scores maed for each experiment: the
number of tests for which a significant t-value whsained and the average t-value. The
t-tests were one-tailed, and significance was nredsat the 0.05% level. This
combination of factors results in an extremelynseint test. (Typically, linguistics papers

use a 5% level for significance).

Each t-test compared two independent groups ol@2ders (5 chunk levels by 5 n-gram
windows), one being the fixed set of results foeaperiment, and the other a randomly

selected subset of the TSC scores obtained foorarickes.

Each one-tailed independent samples t-test wadarut 10,000 times, and the t-values
compared with the critical value for df=49,{#3.551). The results are shown in Table
26.
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Experiment | Lexical Phonological | Borrowing | % average t
number borrowing | borrowing rate significant | (df=49)

allowed allowed at

p=0.0005

1i no no N/A 100% 14.78
1ii yes no low 100% 14.80
Liii yes no medium 100% 14.06
liv yes no high 100% 12.58
1lv no yes low 100% 14.32
1vi no yes medium 100% 11.28
1vii no yes high 99.81% 7.54
Lviii yes yes low 100% 15.57
1ix yes yes medium 100% 16.26
1x yes yes high 100% 10.69
Ixi yes yes very high | 92.9% 5.84

Table 26: Results of Monte Carlo t-test (one-tailedndependent samples) on the TSC scores from
experiments 1i-1xi.

The only configurations that performed consideraintyse than that without borrowing
were 1vii, and 1xi with high levels of phonologidarrowing and very high levels of
both phonological and lexical borrowing, but alpeximents apart from 1xi produced

trees that are significantly different from thosngrated by chance.

Itis clear, then that while the system is affedigdhe level of borrowing, it still
produces trees that are significantly more accuhatee produced by random distance
values even with high levels of borrowing, but whemrowing levels are very high, the

trees produced are not significantly different frrandom trees.

9.1.5 Further analysis of the effects of borrowing rates
In order to provide a more stable analysis of being rates, a further experiment was

carried out. This time, chunking level was fixedLgfull IPA) and the n-gram window
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was fixed at 4 (4-grams). The same configuratidtings as experiments 1i-1xi were
used, each repeated 5 times, always using the 5ayd@0 word sections of text. The
intention was that by running individual experimgentultiple times a truer picture of the
variation caused by borrowing could be observedpg®sed to the variation caused by
other random factors including selection of teft0 lterations were used per generation,

rather than 250 as was used in experiment 1.

The results, showing five TSC scores per experimsnshown in Table 27.

Experiment | Lexical Phonological Borrowing | TSC | TSC | TSC | TSC | TSC | Average
number borrowing borrowing rate 1 2 3 4 5
allowed allowed

2i no no N/A 0.91 [ 0.85 | 0.84 | 0.78 | 0.79 0.83
2ii yes no low 0.9 | 0.86 | 0.84 | 0.84 | 0.88 0.86
2i yes no medium 0.95 | 0.94 | 0.87 | 0.89 | 0.95 0.92
2iv yes no high 0.66 | 0.89 | 0.91 | 0.82 | 0.9 0.84
2v no yes low 0.87 | 0.79 | 0.85 | 0.81 | 0.91 0.85
2vi no yes medium 0.75 | 0.82 | 0.85 | 0.83 | 0.84 0.82
2vii no yes high 0.83 | 0.83 | 0.78 | 0.89 | 0.75 0.82
2viii yes yes low 09 (063|079 |0.76 | 0.83 0.78
2ix yes yes medium 0.83 | 0.81 | 0.83 | 0.9 | 0.88 0.85
2x yes yes high 0.69 | 0.81 | 0.81 | 051 | 0.7 0.70
2xi yes yes veryhigh | g7 | 0.82 | 0.49 | 0.68 | 0.59 0.69

Table 27: Results of experiments 2i-2xi.

A one-way ANOVA confirmed that the difference beeémethe variances in scores for
these 11 experiments was significant at the 0.284 Ip=0.002; F=3.387; df = 10 and
44). A Tukey HSD post-hoc test revealed that thaicance was due to the difference
between the results of experiment 2x and 2iii, treddifference between 2xi and 2iii.
(The same result was obtained using the Bonfegomection with 95% confidence
interval). Interpreting this strictly would sugge#isat a reasonable amount of lexical

borrowing improves the performance of the systehilera large amount of phonological
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borrowing decreases it. In fact, since the diffeezbetween 2iii and 2i is not significant,
it seems more likely that lexical borrowing has hadmpact on the quality of the
results. It is certainly safe, however, to conclirden these data that phonological

borrowing has more impact on the system's accutanydoes lexical borrowing.

9.1.6 Chunking level and n-gram window

The next experiment was designed to determine whcimking level and n-gram
window are the best settings to use. The configamatvas identical to that used in
experiment 1i (i.e., 2,000 words of text, no boriryy 250 iterations per generation, 16
terminal nodes in the tree). This experiment wasagéed 5 times, allowing the random
number generator to be seeded randomly each #aeing to a different set of random
choices made by the program.

The results were as follows:

Experiment 3i (Repeat of experiment 1i).

mean TSCy) = 0.62
standard deviatiors] = 0.23

number of cells that failed to achieve a significR8C score of 0.40 or above () =5

1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.39 0.47 0.82 0.82 0.83
2 0.39 0.47 0.82 0.83 0.83
3 0.47 0.49 0.83 0.84 0.84
4 0.52 0.73 0.73 0.73 0.80
5 0.07 0.19 0.34 0.42 0.74

Table 28: Results of experiment 3i.



Automatic language similarity comparison using adgranalysis.

Ben Coppin 2008

Experiment 3ii (Repeat of experiment 1i).

u=0.52,6=0.20;f=4
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1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.20 0.46 0.60 0.73 0.72
2 0.20 0.46 0.57 0.63 0.72
3 0.40 0.53 0.53 0.73 0.87
4 0.43 0.52 0.58 0.69 0.71
5 0.15 0.15 0.41 0.50 0.63
Table 29: Results of experiment 3ii.
Experiment 3iii (Repeat of experiment 1i).
uw=0.44,6=0.15;f=8
1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.17 0.32 0.46 0.61 0.64
2 0.16 0.14 0.44 0.40 0.42
3 0.35 0.35 0.37 0.44 0.61
4 0.39 0.60 0.59 0.59 0.78
5 0.42 0.41 0.40 0.45 0.45
Table 30: Results of experiment 3iii.
Experiment 3iv (Repeat of experiment 1i).
u=0.56,6=0.23;f=6
1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.63 0.63 0.69 0.82 0.83
2 0.55 0.63 0.69 0.83 0.83
3 0.40 0.66 0.82 0.63 0.82
4 0.14 0.21 0.21 0.47 0.70
5 0.28 0.28 0.34 0.40 0.40

Table 31: Results of experiment 3iv.
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Experiment 3v (Repeat of experiment 1.).
u=042,6=0.17;f=12

1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.28 0.55 0.55 0.55 0.56
2 0.25 0.30 0.53 0.53 0.59
3 0.38 0.44 0.66 0.69 0.72
4 0.26 0.23 0.12 0.50 0.50
5 0.17 0.26 0.26 0.32 0.34

Table 32: Results of experiment 3v.

It is immediately clear that there is a great ddalariation between the results of
experiments 3i-3v, in spite of the fact that thegrevrun with identical configurations.
Clearly, then, the evolutionary path followed byet of languages has an impact on the
ability of the n-gram analysis system to correettglyse the data. This significant
variation was confirmed by a one-way ANOVA at th&% level (p=0.005; F=3.985;
df=4 and 120).

A Tukey HSD test showed that the main differencs between 3i and 3v, and between
3i and 3iii. Clearly the languages evolved by expent 3i were more amenable to

analysis than those evolved by 3iii and 3v.

A one-way ANOVA showed a very significant differenlsetween the scores obtained
using different chunking levels and n-gram windoaapss all 5 experiments (p<0.0001;
F=5.043; df=24 and 100).

The significant differences, according to a TukeyHtest, were as follows:
* Chunk level 5, 1-grams and 2-grams performed saamnfly worse than most
settings with chunking levels other than 5. (p sthifom 0.000 to 0.050).
* Chunk level 2, 1-grams performed significantly weotlsan 4-grams and 5-grams
with chunk levels of 1 or 3. (p ranged from 0.06a®t026).
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* Chunk level 1, 1-grams performed significantly weotlsan 4-grams and 5-grams
with chunk level of 1 or 3. (p ranged from 0.0230t647).

This clearly shows that across all the experimeltgams do not perform as well as 4-
grams and 5-grams (hardly surprising as 1-gramedenfar less information than do 4-
grams or 5-grams). It also suggests that chunlenel 5 performs less well than other
chunking levels. This is presumably due to the tfsaformation incurred when
encoding with chunk level 5.

A look at the average values for each cell acrosdive experiments is also instructive:

Average for experiments 3i-3v
u=0.51,6=0.16;f=6

1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.33 0.49 0.62 0.71 0.72
2 0.31 0.40 0.61 0.64 0.68
3 0.40 0.49 0.64 0.67 0.77
4 0.35 0.46 0.45 0.60 0.70
5 0.22 0.26 0.35 0.42 0.51

Table 33: Average TSC scores for experiments 3i-3v.
Itis very clear from Table 33 that 1-grams areamtseful at generating good trees as

are the other window settings.

An inspection of the data from experiments 3i taaBd their average values suggests that

5-grams and 4-grams tend to out-perform 2-grams3agiéms.

It is harder to pick out the best chunking levih@ugh it seems that levels 1 and 3

provide the best results.
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9.2 Initial phoneme comparison

It is not easy to make a direct comparison betwegmethod and other phylogenetic
methods, most of which are dependent on cognagmedts. Ringe's (1992) and
Kessler's (2001) methods are the most amenableeict domparison, although they were
not designed with the intention of producing gemaefifiliation trees for the languages
being compared. They were, rather, designed to emih@ question "is language X
similar to language Y?" or, to be more precisewhi&ely is it that the evidence for
relatedness of languages X and Y could have oatlnyechance?" This is a useful and
important question to answer, but does not helpctly with the analysis of large

numbers of poorly understood languages.

The method proposed by Ringe (1992) and extendé<ebyler (2001) counted the
number of recurrences of initial phonemes in cogfatms between languages, and then
used statistical tests to determine whether thebeumf matches identified could have

occurred by pure chance.

A modified version of this mechanism can be usegkioerate trees, and thus can be
compared with my n-gram comparison method. Thislves treating the percentage of

matching initial phonemes as a similarity scoreveen a pair of languages.

This method was incorporated into the simulatiamfework described above, and the
trees it generated were compared with the model Triee test was run once using each
chunking level. For this test, the initial langusagesed were Spanish and Russian. These
languages were chosen simply because comparabieSkwhsts (with 207 items) were

available.

The experiment was repeated with different borrgwevels, and the results for the
initial phoneme method were compared with the teabitained using the n-gram
comparison method. (In the results listed belows ¢kat scored 0.40 or above are
shaded).



Automatic language similarity comparison using adgranalysis.

Ben Coppin 2008

Experiment 4i - No borrowing

Chunk Level | TSC
1 0.90
2 0.90
3 0.92
4 0.90
5 0.88

Table 34: Results of experiment 4i using the initigphoneme method.
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1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.88 0.90 0.89 0.90 0.90
2 0.60 0.73 0.79 0.74 0.90
3 0.40 0.30 0.53 0.53 0.90
4 0.53 0.57 0.70 0.70 0.79
5 0.44 0.46 0.47 0.58 0.58

Table 35: Results of experiment 4i using the n-grarnomparison method.

The results of experiment 4i indicate that withbrmerowing, the initial phoneme

comparison method performs with roughly the samellef accuracy as the n-gram

comparison method using a chunking level of 1. A-tailed independent samples t-test
confirmed that the two were not significantly disat (p=0.446; n=5; df=8; t=0.802).
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Experiment 4ii - Medium levels of lexical and phontmgical borrowing

Chunk Level | TSC
1 0.96
2 0.96
3 0.98
4 0.83
5 0.92

Table 36: Results of experiment 4ii using the iniéil phoneme method.

1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.68 0.81 0.78 0.82 0.84
2 0.43 0.81 0.82 0.84 0.86
3 0.43 0.76 0.83 0.87 0.87
4 0.47 0.69 0.78 0.83 0.83
5 0.36 0.49 0.52 0.61 0.62

Table 37: Results of experiment 4ii using the n-gra comparison method.

The results of experiment 4ii show that with medienels of borrowing, the initial
phoneme comparison method performs significanttyelb¢han the n-gram comparison
method using 5-grams. This was confirmed usingeataied independent samples t-test
(p=0.047; t=2.345; df=8).
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Experiment 4iii - High levels of lexical and phonabdgical borrowing

Chunk Level | TSC
1 0.69
2 0.69
3 0.67
4 0.83
5 0.81

Table 38: Results of experiment 4iii using the inial phoneme method.
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1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.62 0.66 0.66 0.66 0.85
2 0.13 0.25 0.32 0.40 0.78
3 0.10 0.17 0.35 0.25 0.50
4 0.16 0.15 0.33 0.41 0.33
5 0.08 0.10 0.18 0.12 0.21

Table 39: Results of experiment 4iii using the n-gam comparison method.

The results of experiment 4iii show that with hlgkels of borrowing the phoneme

comparison method does not perform significantiydseor worse than using the n-gram

comparison method with chunking level set to 1 shas confirmed using a two-tailed
independent samples t-test (p=0.391; t=0.906; df=8)

These results are somewhat disappointing. At lfest-gram comparison method

performs only as well as comparing initial phonerdgsvorst, it is significantly out-

performed.
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9.3 Results of pair-wise n-gram comparison
The results of the pair-wise n-gram comparison oe{lsee section 8.6), applied to the
simulated language data used in experiment 4gih(levels of phonological and lexical

borrowing) are shown in Table 40.

Experiment 4iv - High levels of lexical and phonolgical borrowing, pair-wise n-

gram comparison

1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.73 0.96 0.96 0.96 0.94
2 0.32 0.81 0.81 0.96 0.58
3 0.34 0.81 0.81 0.96 0.58
4 0.31 0.81 0.81 0.81 0.96
5 0.36 0.34 0.72 0.75 0.96

Table 40: Results of pair-wise n-gram comparison nteod on simulated language data.

A one-tailed paired samples t-test showed thatthesults were significantly better than
those obtained using the standard n-gram compan&thod. (p<0.0005; df=24; t=8.01).

Furthermore, a one-tailed independent sampleg ttedirmed that the results for this
new method using chunk=1 were significantly bettt@n those produced using the initial
phoneme method at the 1% level (p<0.01; t=3.0591f=

Hence, although the initial phoneme method perfaabwut as well as the standard n-
gram comparison method, the pair-wise n-gram meglastbrms significantly better than
either with languages that have been subject to leieels of lexical and phonological

borrowing.
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9.4 Application to Slavic languages
The next phase of experimentation involved tedfiregn-gram comparison method with

real languages—10 languages from the Slavic family:

West Slavic Lanquages South Slavic Lanquages East Slavic Languages

Czech Serbian Russian

Slovak Croatian Ukrainian

Polish Macedonian Belarusian
Bulgarian

This division is from Sussex & Cubberley (2006:42-5The model tree for these 10
languages is shown in Figure 9. This tree was ddrivom a tree in the Encyclopedia
Britannica. The decision was taken to group Belaruand Ukrainian more closely with
Russian as a cousin to those two, in line withttkes produced by Nicholls & Gray
(2006:168) and Pagel & Meade (2006:176).

Czech Slovak Polish Serbian Croatian  Macedonian Bulgarian Russian Ukrainian Belarusian

Figure 9: Model tree for the Slavic family
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The purpose of these experiments was:

1) To test the system with a set of real languagesse relatedness is reasonably
well understood.

2) To measure the effects of varying the lengtterf used on the effectiveness of

the system. Does using a longer piece of text deoletter results?

The Slavic family was chosen for the following reas:

1) The Slavic languages mainly have fairly shaltmtihographies (see section 8.8),
meaning that it was not difficult to develop rufes converting their texts into
IPA notation.

2) According to Paulston and Peckham (1998:258]):tt% Slavic languages are
mutually intelligible to a degree”. Although mosttlee Slavic languages are
relatively similar to each other, there are somesgparticularly Serbian /
Croatian, Macedonian / Bulgarian and Czech / Slpwdkch are considered by
some to be dialects of the same language. Thisgeea test of the system's
ability to work with languages that are very simii@ each other. This is, for
example, a much harder task than sub-groupingolfening set of languages:
Spanish, Italian, Serbian, Croatian, Greek, Cypsiatek.

Since these experiments were run with a differenblanguages from those in the
simulations, a different model tree was used. Hemheeas important to recalculate the
table of TSC scores for randomly generated treless. i§ because a randomly generated
tree with 10 terminal nodes has a different chafceatching a given tree from one with

16 nodes.

100,000 sets of randomly generated distance datapveduced, and each was used to
produce a tree using the pair-group method destobepage 17. Each tree was
compared with the Slavic model tree and a TSC sgenerated (see section 8.11). The

distribution of these scores is shown in Table 41.
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-0.5t0-0.4/ 0 0%
-0.41t0-0.3 0 0%

-0.310-0.2/ 4,558 | 4.6%

-0.2 10 -0.1] 23,594| 23.6%

-0.1t0 0.0 | 28,45328.5%

00t0o0.1 | 21,14721.1%

0.1t00.2 | 12,43012.4% mean = 0.00007

0210 03 5314 53% standard deviation = 0.15

03t00.4 | 2,742 2.7%

04t005 | 1,217 1.2%

05t00.6 | 307 0.3%

0.6t00.7 | 133 0.1%

0.7t0 0.8 | 88 0.09%

08t009 | 14 0.01%

09t01.0 | 3 0.003%

Table 41: Distribution of TSC scores for trees bagkton randomly generated similarity matrices for
10 Slavic languages.

As with the 16 language data, a TSC of below Or®issignificant, accounting for 95.5%
of the generated trees. A score of 0.5 can be ¢eghéc be obtained by chance once in
approximately every 200 trees. Thus, if the systegalarly produces trees whose
similarity to the Slavic model tree, as measurethieyTSC, is greater than 0.5, then the
method is working well. Scores of over 0.4 can &lsa@onsidered to be reasonably

significant.

The main factors varied in this set of experimewdse the chunking level, n-gram

window and length of text.

The first four experiments were identical, but gsitifferent lengths of texts, randomly
selected from a sequence of text from Wikipedia.dxperiment 6, Swadesh lists of 207
words were used (see Appendix A - The Swadesh).I8lihough these lists are very
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short, they provide an interesting cross-over withstandard lexicostatistical technique,
as they rely entirely on data obtained from rel{nbasic vocabulary and are thus likely

to provide a certain degree of immunity to effegftorrowing.
Results were as follows (cells in the tables wiabres of 0.50 or above are shaded. Cells
with a score between 0.40 and 0.50 are given &ligihading. Unshaded cells represent

insignificant results).

Experiment 5i - 250 words

u = 0.24 (excluding 5-grams)
o = 0.21 (excluding 5-grams)
f=19 (below 0.40 - excluding 5-grams)

1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.32 0.31 0.25 0.19 N/A
2 -0.12 0.14 -0.08 0.10 N/A
3 -0.05 0.28 0.26 0.27 N/A
4 0.33 0.62 0.05 0.23 N/A
5 0.05 0.27 -0.07 0.17 N/A

Table 42: Results of experiment 5i.

The method was unable to generate a tree for 5ggummg 250 word texts. This was

because in each case, every pair of languageseeased to have a similarity score of 1

(i.e., no similarity at all). A tree can be genethfrom this data, but it is the same as

producing a tree from a set of random scores.

It is clear by inspection that these results aréetter than those obtained by chance.

There is only one configuration that has a scoaval®.4, which is slightly better than

would be expected by chance, but hardly signifigesa. Clearly, working with 250

random words of text is not adequate for this metfkarthermore, using such a small

number of words means that the text that happebs thhosen has a large influence on
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the results. For example, selecting a differenb6§@60 words (from the same corpus)

and with all other parameters identical producedftfiowing results:

u = 0.37 (excluding the N/A values)
o = 0.25 (excluding the N/A values)
f =13 (excluding the N/A values)

1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.39 0.63 0.70 0.98 N/A
2 0.11 0.63 0.36 0.41 N/A
3 -0.05 0.20 0.09 0.18 N/A
4 0.38 0.53 0.54 0.38 0.11
5 0.00 0.17 0.47 0.38 0.46

Table 43: Results of experiment 5i, using a differd set of data.

Although, on average, these results are still igutiicantly better than those produced

by random treesu(= 0.37), they do clearly contain some very aceutages. In
particular, the tree produced with chunk level @l 4rgrams has a TSC of 0.98—the
highest obtained for any tree in this study. Tlee produced differed from the model tree

only in the grouping of Belarusian, Ukrainian anasBian, as shown in Figure 10.

serbian

macedonian polish slovak russian

croatian bulgarian czech belarusian ukrainian

Figure 10: Tree produced using chunk=1 and window=4TSC=0.98.
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It is unsurprising that such variability can resmith such small amounts of text. A 4-
gram comparison, for example, of two 250 word téxtsnlikely to yield the same result
when repeated with different texts from the samglages. As the volume of text
increases, so the n-gram vector for the text besanwe representative of the language

itself rather than just a specific text.

Since it is unlikely to be possible to select theyic" text which produces the correct
tree, the best way to apply the n-gram comparisethad is with larger amounts of text.

This can be seen from the results of experimemntSisiand 5iv:

Experiment 5ii - 2,000 characters
u=0.24;,6 =0.21; f= 19 (below 0.40)

1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.08 0.39 0.23 0.41 0.64
2 0.08 0.02 0.12 0.11 0.34
3 0.02 0.03 0.02 0.19 0.65
4 0.14 0.42 0.59 0.16 0.62
5 0.03 0.12 0.15 0.38 0.18

Table 44: Results of experiment 5ii.

Experiment 5iii - 10,000 characters
u=0.25,6=0.23;f=19

1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.08 0.23 0.26 0.41 0.33
2 0.03 0.08 0.10 0.10 0.29
3 0.03 0.05 0.03 0.23 0.00
4 0.26 0.24 0.43 0.86 0.85
5 0.15 0.48 0.48 0.19 0.07

Table 45: Results of experiment 5iii.
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1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.08 0.23 0.47 0.41 0.50
2 0.08 0.07 0.08 0.08 0.24
3 0.03 0.04 0.03 0.23 0.34
4 0.52 0.56 0.40 0.57 0.57
5 0.17 0.49 0.43 0.39 0.50
Table 46: Results of experiment 5iv.
Experiment 6 - Swadesh lists
n=0.20;0 =0.14; f= 20
1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.48 0.39 0.40 0.40 0.40
2 0.03 0.03 0.04 0.11 0.25
3 0.00 0.11 0.04 0.04 0.39
4 0.18 0.20 0.20 0.20 0.18
5 0.18 0.22 0.21 0.2 0.22
Table 47: Results of experiment 6.
Experiment 7 - Pair-wise n-gram comparison method wh Swadesh lists
u=0.50;06=0.16;f=9
1-grams 2-grams 3-grams 4-grams 5-grams
chunk =1 0.73 0.81 0.45 0.45 0.45
2 0.32 0.32 0.38 0.53 0.53
3 0.30 0.30 0.30 0.30 0.30
4 0.61 0.67 0.61 0.61 0.46
5 0.37 0.67 0.66 0.66 0.66

Table 48: Results of experiment 7.
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The results of experiment 7 confirm that the pasean-gram comparison method is
more effective than the standard n-gram compa@ggmmoach. Indeed, at first glance, the
results of experiments 5 and 6 do not look prongisihowever, they are not, in fact, as
bad as they appear. An inspection of some of #esstgenerated by these experiments is
instructive. The tree shown in Figure 11 is thatdouced by experiment 5iv (10,000
words) with chunk=1 (full IPA) and n-gram window4=i.e. 4 grams).

polish slovak russian macedonian serbian

czech ukrainian belarusian hulgarian croatian

Figure 11: Tree produced by experiment 5iv with chak=1, window=4; TSC=0.41.

This tree scored a TSC of 0.41, which is only jnghe range being considered
significant for this experiment. However, the tieelearly fairly accurate. It correctly
identifies the West Slavic / South Slavic / Eastv&l divide. The only real differences
between this tree and the model tree are:

* It groups Russian and Belarusian more closely thieminian and Belarusian. It
is not at all clear which of these is correct, asds explained above, the model
tree's version of these three languages is somexiiatary.

* It places Ukrainian as an outlier to the East $lgvoup.

» Although it groups Polish with the other West Staleinguages, it places it as an
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outlier to the main tree.
* It groups South Slavic more closely with East Siakather than with West

Slavic.

Itis thus far from clear that the tree could bealbed as being materially incorrect; it
simply differs from the model tree more than iseoted. It seems clear, then, that while
the TSC is an objective measure of the extent talwfwo trees are similar, it does not

always map well onto subjective perceptions.

A Monte Carlo independent-samples t-test (onedaileas carried out to test the
hypothesis that the trees generated by the systethd Slavic languages were
significantly better than those obtained by chaAsein section 9.1, the results were
compared against 10,000 randomly selected subkge¢ 400,000 TSC scores obtained

for random trees.

Experiment | Size of text % significant| average t value
at p=0.0005 | (df =49)

5ii 2,000 characters| 93.77% 4.78

5iii 10,000 characters92.27% 4.56

5iv 10,000 words 99.82% 6.09

6 207 words 91.96% 5.08
(Swadesh list)

7 207 words 100% 11.45
(Swadesh list)

Table 49: Results of Monte Carlo t-test (one-tailedndependent samples) of TSC scores from
experiments 5, 6 and 7.

The results in Table 49 show clearly that the tgeserated using 10,000 words of data
are significantly better than those obtained byepirance with a probability of 99.82%.
Further, the results generated using the pair-migeam comparison method (experiment
7) are significantly better than those producedhaystandard n-gram comparison
method.
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9.4.1 Diacritics

The final conclusion to be drawn from this setxperiments is that using a chunking
level of 1 (in other words, using the full IPA ewloog) with 4-grams is the most effective
configuration for the Slavic languages. This praztlia tree with a score of 0.40 or above
in all of experiments 5, 6 and 7 (with the exceptid 5i which used only 250 words of
text per language). It is surprising, at first glanthat using chunking level 2 performs so

much worse than chunking level 1.

The diacritics used in the Slavic languages inaludehese experiments are shown in
Table 50.

Diacritic Languages Example
palatalisation Polish, Ukrainian, Russian, Belarusia‘r[y
nasalisation | Polish ~

a
raised Czech

r
long Russian, Czech, Slovak

G

Table 50: Diacritics used in the phonemes of the 18lavic languages used in experiments 5, 6 and 7.

The difference between chunking level 1 and chumlenel 2, then, is entirely in these
four diacritics. Since nasalisation and the rats#écare only present in Polish and Czech
respectively, it seems unlikely that these are Ive@. Indeed, an examination of the trees
produced by the system suggest that most of tferelifce between trees produced with
chunking level 1 and those produced with chunkéwgl 2 are due to Russian.
Specifically, moving from level 1 to level 2 mov@sissian closer to Serbian and

Croatian, and further from Belarusian. It is liketlyen, that this reflects the fact that there
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is not a great deal of variation between the 1@i&languages included in this study and
that some of the differences that do exist aregonotl indicators of genetic affiliation.

These findings go some way to confirming Kessl@091:79) prediction that treating
palatalized consonants as their plain equivalentsldvproduce better results for some

languages and worse for others.
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9.5 Application to native Brazilian languages
A set of 100 word Swadesh lists was obtained frioenvteb site of the Grupo de
Investigacao Cientifica de Linguas Indigenas (GICLI

http://paginas.terra.com.br/educacao/GICLI/Listagish.htm- accessed between 21st

and 26th May 2008) for 29 Brazilian aboriginal laages. The languages used are listed
in Table 51.

1. Aikana 11.Asurini Do 21.Guato
2. Akawaio Xingu 22.Hixkaryana
3. Amondava 12. Aweti 23.1kpeng
4. Apalai 13. Bakairi 24.Piraha
5. Apinayé 14.Baniwa 25.Urubu-Kaapor
6. Apurina 15.Bor6ro 26.Yaminawa
7. Arara Pano 16.Cinta-Larga 27.Yanam
8. Arikapu 17.Daw 28.Yawalapiti
9. Ashéninka 18.Deni 29.Yawanawa
10.Asurini Do 19.Guajajara

Tocantins 20.Guarani Antigo

Table 51: List of native Brazilian languages.

The purpose of this test was to demonstrate tHevahze of my method: in particular,

that it does not rely on the comparative method,that it can be automated with very
little effort. In this case, all that was availalide each language was an IPA-encoded list
of up to 100 words per language. Given this limgetlof data it would be impossible to
apply most traditional lexicostatistical methodsd &ven methods such as Heggarty's
inspection method could not be applied. Ringe'skaegkler's inspection methods based
primarily on initial characters could be appliedtheory (but see limitations discussed

below), but would not provide as rich an analydithe data as n-gram analysis.
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The system was run on the texts of the 29 languagkeshunking set to 1 (i.e. making
full use of the IPA characters) and n-gram winde#vts 4 (4-grams). These settings

were chosen on the basis of evidence gatheredgitinearlier experiments.

The results were examined by hand. It was notlid=sd generate a TSC score since no
accepted model tree exists for these languagestr@agenerated by the system is shown
in Figure 12. There are nearly 9xipossible trees for 29 languages (Felsenstein
2004:24), so the chances that this tree even appabely matches the "correct" tree (if

such a tree could be said to exist) by pure chare@on-existent.

Daw
Cinta Larga
Piraha

Bororo

Aweti

Amondava

Guarani Antigo
Urubu Kaapor
Asurini Do Xingu
Asurini Do Tocantins
Guajajara

Yanam

Asheninka
Baniwa
Deni
Key: Apinaye
*Tupi Yaminawa
eMacro-Ge Arara Pano
@
eArawakan Yawanawa
ePanoan Arikapu
o0ther Apurina
Yawalapiti
Aikana

Guato

Figure 12: Tree generated for 29 Brazilian Aborigiral languages using 4-grams, with chunk=1.
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9.5.1 Piraha and Cinta-Larga

In Figure 12 Piraha is sub-grouped with Cinta-Lafgacording to Gordon (2005), Cinta-
Larga is related to the Mondé sub-group of the Taipguages. There is no reason to
believe that Piraha is related to this group, bi# instructive to examine what further
information can be obtained from the present sydtesee whether a strong case can be

made for a relationship.

Using an n-gram window of 5 (with chunking set Jor'able 52 shows a complete list of

the matching 5-grams between Cinta-Larga and Riraha

5-gram Matching meanings in Matching meanings in
Piraha list Cinta-Larga list

i kop black know, say

i?aa root, foot, bite, dry lie down

kopa black know

ii ka water, rain, ash, cold, big, | hear, die, swim, bone, round
woman, tree, flesh, moon,
who, mouth, name, full

Table 52: All matching 5-grams between Cinta-Largand Piraha.

It is fairly clear from this list that the 5-gramatches are extremely likely to be

coincidental. A similar picture emerges from theichang 4-grams.

This test thus does not provide any evidence efaionship between Piraha and Cinta-
Larga, although a more detailed investigation mayhrranted; the evidence provided
here does not in any way prove that the languagasoarelated, it simply does not
provide any convincing evidence that they are. iffqf@rtant point is that my method
provided a short-cut to determine which pairs abiaages might be worth examining
further. In this case, the fact that Piraha iskmatwn to have any non-extinct related
languages means that any suggestion of a relatpissbf interest, and worth examining

further.
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A similar comparison carried out for another pdilamguages apparently closely related
(Asurini do Tocantins and Guajajara) provides ahlmagger list of matching 5-grams, a

selection of which are shown in Table 53.

5-gram Matching meanings in Matching meanings in
Asurini do Tocantins list | Guajajara list

witic mountain mountain

pita liver liver

ahita star star

p.nam ear ear

“moko two two

Table 53: Examples of matching 5-grams between Asmi do Tocantins and Guajajara.

It is clear from this list that there is a strorage for a genetic connection between these
languages, particularly given the basic natureoofes of the words that are matched.
Indeed, an inspection of the word lists shows maards that are identical in form, and

many that show regular correspondences such as ghosvn in Table 54.

English Asurini do Tocantins Guajajara
big oho uhu

long poko puku

child konomi kulumi

to stand up pu?en po?om

Table 54: Examples of regular correspondences beter Asurini do Tocantins and Guajajara.

Indeed, Guajajara and Asurini do Tocantins are ukarsely related; according to Gordon
(2005) and Campbell (1997:200) they are both membesub-group of the Tupi-

Guarani family.
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9.5.2 Sub-groupings

According to information from Gordon (2005), mosétlee sub-groupings contained in
the tree in Figure 12 are accurate. Working fromtthp of the tree, the first four
languages are clearly separated from the others.i¥heasonable for Daw (a Maku
language) and Piraha (the only surviving Mura laagg), but Cinta-Larga and Bororo
should probably be grouped with the Tupi and Ma@mfamilies, respectively, although
Campbell (1997:326) says of Macro-Ge that the exadesreenberg and others have
presented so far do not support the Macro-Ge gngupi

The next group, from Ikpeng to Hixkaryana is theilCaub-group, accurately identified
by the system. Next is the Tupi family, includitng tanguages from Aweti to Guajajara.
Not only are these 7 languages correctly groupgetker, but the final two, forming a
close pair, Asurini do Tocantins and Guajajararaieed very closely related, from the

same sub-group within the Tupi family (the Tenetatgaoup; Campbell 1997:200).

Yanam, a Yanomaman language, apparently unrelatadyt of the other languages, is an
outlier to the next sub-group. Next are the Arawa&ad Panoan families, slightly mixed
together, along with three of the Macro-Ge langsa@eni is a member of the Arauan
family, believed to be related to Arawakan (Campb@97:178).

The result is remarkably accurate. More than Haifie languages are correctly grouped
with languages to which they are related, and foajor groups are very neatly picked
out. Daw, not related to any of the other langudigisg examined, is correctly placed as

an outlier.

9.5.3 Similarity scores

In fact, the n-gram comparison method was not aesidor sub-grouping in the way that
it has been used here, as it is really a measuengfiage similarity, rather than language
relatedness. Clearly in this case the two are doseigh that the method has worked
well. It is now instructive to look more closelythe language similarity scores generated

for this test.
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The 10 pairs of languages deemed most similardb etner by their n-gram similarity
scores are shown in Table 55.

Language pair Language| 4-gram
Family similarity score
(O = identical)

Arara Pano & Yawanawa Panoan 0.58
Arara Pano & Yaminawa Panoan 0.60
Yaminawa & Yawanawa Panoan 0.66
Asurini do Tocantins & Guajajara Tupi 0.75
Guarani Antigo & Urubu-Kaapor Tupi 0.79
Guajajara & Urubu-Kaapor Tupi 0.79
Asurini do Tocantins & Asurini do XinguTupi 0.80

Asurini do Xingu & Urubu-Kaapor Tupi 0.81
Asurini do Xingu & Guajajara Tupi 0.81
Apurind & Yawalapiti Arawakan 0.82

Table 55: The ten most similar language pairs.

Each of these is indeed a related pair of langyageisating that the method has
performed extremely well at identifying related damages.

Table 56 shows, for each language in the tesptier language deemed most similar to
it, in order of n-gram similarity scores. From tdista, it can be observed immediately
that the putative relationship between Piraha antbd arga is in fact merely a
consequence of the fact that Piraha is not sirtalany of the languages. Like Daw,
another language that is not related to any oththa list, its closest neighbour is
extremely dissimilar (a score of 1 means no sintyat all). Pirah& and Cinta-Larga

score 0.96, and Daw scores 0.97 with its nearéghbeur.
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Language Closest Families 4-gram
neighbour similarity score
(0 = identical)
Yawanawa Arara Pano Panoan 0.58
Arara Pano Yawanawa Panoan 0.58
Yaminawa Arara Pano Panoan 0.60
Asurini Do Guajajara Tupi 0.75
Tocantins
Guajajara Asurini Do Tupi 0.75
Tocantins
Guarani Antigo Urubu Kaapor Tupi 0.79
Urubu Kaapor Guarani Antigo Tupi 0.79
Asurini Do Xingu | Asurini Do Tupi 0.81
Tocantins
Apurind Yawalapiti Arawakan 0.82
Yawalapiti Apurind Arawakan 0.82
Amondava Guajajara Tupi 0.85
Aweti Guajajara Tupi 0.86
Hixkaryana Apalai Carib 0.86
Apalai Hixkaryana Carib 0.86
Akawaio Apalai Carib 0.86
Arikapu Yawalapiti Macro-Ge & 0.86
Arawakan
Baniwa Yawalapiti Arawakan 0.87
Ashéninka Apurina Arawakan 0.87
Deni Baniwa Arauan & 0.88
Arawakan
Aikana Baniwa Arawakan 0.90
Apinayé Arikapu Macro-Ge 0.90
Bakairi Hixkaryana Carib 0.90
Yanam Yawanawa Yanomaman, 0.91
Panoan
Ikpeng Yawanawa Carib, Panoan 0.91
Cinta Larga Apurind Tupi, Arawakan 0.92
Guaté Yawalapiti Macro-Ge, 0.92
Arawakan
Boréro Guatb Macro-Ge 0.95
Piraha Cinta Larga Mura, Tupi 0.96
Daw Aweti Maku, Tupi 0.97

Table 56: List showing the closest pairing for eaclanguage.
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In table 56, rows where the two languages aremtite same family are shaded,

although it should be noted that Deni and Baniwanall paired, as their families

(Arauan and Arawakan) are considered to be rel@@ampbell 1997:182). Excluding

this pairing, only 7 of the 29 languages are mtostaty paired with a language that is not
from the same family. Of these, three are from l@sithat are not represented elsewhere
in the list, so do not represent errors (by ity/veature the system must pair each
language with another, and if a language is amatiepbr not related to any others in the
list, it must be paired with an unrelated languageyitionally, Campbell (1997:204)
reports that the Yanomaman family is believed byeado be related to the Panoan

group. The only pairings, then, that appear todraume errors are shown in Table 57.

Arikapu Yawalapiti Macro-Ge & 0.86
Arawakan

Ikpeng Yawanawa Carib, Panoan 0.91

Cinta Larga Apurina Tupi, Arawakan 0.92

Guaté Yawalapiti Macro-Ge, 0.92
Arawakan

Table 57: The four pairings that appear to be genuie errors.

The first of these pairs, Arikapu and Yawalapgithe only incorrect pair to score below
(better than) 0.90. An examination of the matchiagrams between these two languages
reveals some potentially interesting similariti@s shown in Table 58.

Matching n-grams

Yawalapiti

Arikapu

tfit

tfitfu - belly
wittfitfu - star

tfitfi - big

tuka tuka - drink tuka - fat / grease
fiu, pufiu - bird patfiu - night

ta tfa - eat tfako - mouth
Jkam kama - to die kamu - new

a ki kitsiki - sand kikira - sand

Table 58: Matching 4-grams between Yawalapiti and Akapu.

These data are not enough to provide any stroreree for relatedness, but they are

certainly sufficient to warrant further investigatito see if any of the matches identified
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here form part of a regular correspondence. Onle gassible correspondence, suggested
by the strong similarity between the words for ‘ais shown in Table 59.

English Yawalapiti Arikapu
sand kitsiki kikira
mouth kanatsi tfako
tooth tsiwi tfukriha
heart kapitsi moka

to walk tsuka korgj
new autsa kama

Table 59: Possible regular correspondences betwe®awalapiti and Arikapd.

Again, these data are not enough to be compellitgece, but they are enough to

warrant further investigation.

It is worth noting that the genetic classificati@ssumed here are not at all
uncontroversial. Campbell (1997:204) lists a nundfgaroposed remote genetic
relationships, including:

1) Carib & Arawakan

2) Carib & Tupi

3) Carib, Tupi & Arawakan

4) Macro-Ge, Pano & Carib

Hence, the fact that the four Macro-Ge languageiis study are grouped with
Arawakan, Panoan and Tupi languages may not beebntinreasonable.

It seems clear, then, that the present method hwtb@k a few hours to set up and less
than a minute to run, is capable of producing @ tfegenetic affiliation that is extremely
close to the accepted view and may well be capatdentributing to the ongoing work
of understanding the relatedness of native Soutkrftan languages by proposing new
avenues for investigation. The results should eatdnsidered to have the authority of a

detailed investigation using the comparative methaod given the ease with which the
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test was run and the fact that it can be autonfateldrge numbers of languages, it
clearly has the potential to be an extremely vdki&dnl to complement more traditional
methods, in contrast with other lexicostatistieghniques which can usually only be
appliedafter the traditional methods have been applied. Thaicgehas also shown that

it can work surprisingly well with very meagre défawer than 100 words per language -
albeit carefully chosen words).

9.5.4 Comparison with the initial phoneme method

Using the initial phoneme comparison method orBtezilian data was problematic.
Although the lists contain up to 100 words, theeanly 54 words which are present in
the list of every language. This reduced the effedext from 100 words per language to
54. The n-gram comparison method does not reduerevbrds to be in a particular order
(although it almost certainly is advantageouséifytire in roughly the same order in each

list) and is not adversely affected by missing vgord

In spite of these difficulties, the initial phonem@mparison method was tested with the
Brazilian data. For each pair of languages the rmrmbwords that had the same initial
phoneme was counted. This number was used to ceraugrcentage similarity score
between each pair of languages, and a tree gedeaigsual. The tree produced by this

method is shown in Figure 13.
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cinta larga
guarani antigo
urubu kaapor
aweti

asurini do tocantins
amondava
asurini do xingu
guajajara

daw

piraha

yanam

guato
yaminawa

arara pano

yawanawa
deni

<

2

]

2

Key: .
oTupi

bororo

eMacro-Ge
apinaye
)

arikapu
eArawakan arikag
ePanoan aikana
¢Other apurina

asheninka
baniwa

yawalapiti

Figure 13: Tree produced by applying initial phonene comparison to the Brazilian data.

This tree is at least as accurate (compared witlyémerally accepted view) as the tree
generated using the n-gram comparison methodctnifamproves on that method by
grouping Cinta Larga with the other Tupi languages] by grouping Bororo with the

other Macro-Ge languages.
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9.5.5 Comparison with pair-wise n-gram comparison method

Finally, the pair-wise n-gram comparison method e@aglied to the same data, with

chunking set to 1, and n-gram window 4. The resgltree is shown in Figure 14.

guato
piraha

bororo

aikana

deni

apurina
asheninka
baniwa
yawalapiti
cinta larga
amondava
aweti

guarani antigo
guajajara
urubu kaapor
asurini do tocantins

asurini do xingu

daw
yanam
yaminawa
Key:
arara pane
oTupi

yawanawa

eMacro-Ge i
apinaye
)

arikapu
sArawakan arikay

*Panoan @

¢Other o

Figure 14: Tree produced by applying the pair-wisen-gram comparison method to the Brazilian
data.

As with the other trees, the Macro-Ge family is lds@st well identified, but otherwise the

tree fits extremely well with the generally accepigew.
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10 Conclusions

Campbell (1997:207) says that "it is often by stemnce that attention is turned to
certain languages and not to others as being pessilatives of one another." This is
because no method has existed to date which ceudghplied to large numbers of
languages without detailed analysis having beemecbout on those languages. The
methods described here, based on n-gram compapismrigde a way to carry out analysis

of languages whose relatedness is unknown.

As with any method, the results cannot be guardrttebe correct. However, they can
certainly be used as a way to cut through the vekiof data to find the few pairs of
languages or language families that might desembdr attention. The majority of
lexicostatistical methods simply cannot be appirethis way, as they are dependent on
cognacy judgments, and in some cases (e.g. HeggafcMahon and McMahon
2005:214-224), reconstructed forms.

The use of a detailed simulation of sound changenigjor innovation of this thesis, and
one which provides an unprecedented ability toleestostatistical methods
scientifically.

On the basis of the tests described here, thedwlpconclusions can be drawn:

* The pair-wise n-gram comparison method providesnagcurate results than the
standard n-gram comparison method or the initiahgime comparison method,
particularly with languages that have been sultgebigh levels of lexical and
phonological borrowing. This was demonstrated usingilated language data.

» Using the full IPA transcription performs betten, average, than working with
phonemes grouped by feature.

» Using 4-grams and 5-grams performs better, on geethan working with
shorter n-gram windows.

* The n-gram comparison method depends on large \esurhtext, although it also

works well with the relatively short Swadesh lists.
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Finally, although n-gram comparison is more compdedxnplement than the initial
phoneme comparison method, it also allows much metailed analyses of the data and
has much greater scope for further developmembpgse that further research could be
carried out into the most effective ways to usertfggam comparison and the pair-wise
n-gram comparison method, and that these methadddshe used to analyse the less

well known languages of the world.
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Appendix A - The Swadesh lists

The following are the meanings in the Swadesh T@D280 item lists. Swadesh selected 93 items frisrotiginal 200 item list,

and added 7 new ones (showrbolid) to create his shorter 100 item list. Meaningdwede@d from the 100 item list are underlined

all dust head name sharp thou
and ear hear narrow short three
animal earth heart near sing throw
ashes eat heavy neck sit tie
at egg here new skin tongue
back eye hit night sky tooth
bad fall hold (take) nose sleep tree
bark far horn not small turn
because fat (grease) how old smell two
belly father hunt one smoke vomit
big fear husband other smooth walk
erson
bird feather | E}human snake warm (hot)
bite few ice being) show wash
black fight if play some water
blood fire in pull spit we
blow fish Kill push split wet
bone five knee rain squeeze what
stab
breast float know red _(gierce) when
breathe flow lake tight (side) stand where
burn flower laugh fight (true) star white
child fly leaf fiver stick who
claw fog left (side) road (path) stone wide
cloud foot leg root straight wife
cold four lie ropé suck wind
come freeze live rotten sun wing
count fruit liver round swell wipe
cut full long Iub swim with
day give louse salt tail woman
die good man sand that woods
dig rass many say there worm
dirty green meat (flesh) scratch they ye
dog quts moon sea thick year
drink hair mother see thin yellow
dry hand mountain seed think
dull (blunt) he mouth Sew this
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The (207 item) Swadesh lists for Slavic languagesevebtained from Wiktionary.com:

http://en.wiktionary.org/wiki/Appendix:Swadesh $#sfor Slavic languages

The (100 item) Swadesh lists for Brazilian langusagere obtained from the following location:
http://paginas.terra.com.br/educacao/GICLI/Listagish.htm

An example of the 100 word lists for five of thadmages is shown below:

English
I

you
we
this
that
what?
who?
not
all
many
one
two
big
long
small
woman
man
child
fish
bird
dog
louse
tree
seed

leaf

Aikana
hisa
hida
sate
hiba
kari
bari
tarai
hina
amai
tadaka
ameme
atuka
tjabij
lipe
isi€
Octja

kureda

ati
pijamamij
arjya

kij

WE

oaw

widjdizi

Akawaio
L)
amors
nja

seira
mara

ar

anik

bra
tamboro
tu?ke
tiginna
aza?ro
ege
kuzang
aigo
atihpo
warawok
mire
morok
toron
kaiguzi
adan

joi

te

eda

Amondava
nihe

nehe

nane

koro

pero

mana

para

ethui
onipe?i
mokoi
hehai

ipi piruhu
tfui
kiipa
k“ama?e
tairi?ga
pira

Bira
nap“ara
kipa

ida
ha?ipa
ka?a

Apalai
iwi
0moro
ina
seni
mo

ota
onoki
pira
emero
tutke
toiro
asakoro
infime
mosa
pisarara
no?po
orutua
poeto
kana
torono
kaikufi
azamo
wewe
purtu

zari

Apinayé
pa

ka
pa?tof

ja

mo
mé?0
kot n&
pijta
jo?to
pitfi
atkru

ratf

nri

ni

bi

kra
tep
kuwen
op

1o

%
20
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English
root
bark of tree
skin
flesh / meat
blood
bone
egg

fat / grease
horn
tail
feather
hair
head
ear

eye
nose
mouth
tooth
tongue
claw
foot
knee
hand
belly
neck
breast
heart
liver

to drink
to eat
to bite

to burn

Aikand
oapi
edudu
edudu

oumij
0ajri
kijde
wijdi

ji

ji
tinlipa
kanioi
kamuka
kanawa
kawa
mij
waru
iridij
karetsa
karemil
ine
katapa
nenuil
tfotfy?1
tik"ik"y?i
iri

hu

kaw
kaw

tarika

Akawaio
kara
pi:po
pi:po
puy
min
erpi
potmyj
giajik
ite?ra
are?na
abiri
?pa
popo
wotahi
enu
enna
mida

9

jame
jena?pipa
pida
zemuju
emija
wembo
i’mi
manati
ewan
eri

en
enda?na
eka

anuka

Amondava

iBapoa

pira
ha?o
Bidi
kapa
hupi?a
ikapa
atia
Bahana
ipepoa
?aba
akana
namia
ak™ara
apina
nurua
ahana
koa

po pea
pia
enepi?a
poa
efega
Jnura
kama
napefuna
pita
itu

fu
hu?u
ahi

Apalai

pi?po
pi?po
punu
munu
ze?pi

itmo

reti
aroki
apori
?poti
pu?py
pana
enu
euna
mita
ze
nuru
emafipu?tu
pupu
esekumu
ema
waku
pimi
manat
eano
err

ent
otuku
eseka

ja?

PadeO0 of 109

Apinayé

‘fare

kamro
2

gre
twam
pAr
Pami

fara

kra
Pamak
no
Tiakre
akwa
wa
o7t
kop
par
kon

fikra
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English

to see

to hear

to know

to sleep

to die

to kill

to swim

to fly

to walk

to come

to lie down
to sit down
to stand up
to give

to say

sun

moon

star

water

rain

stone

sand
ground / earth
cloud
smoke

fire

ash

path / road
mountain
red

green

yellow

dyry
ewarjy
hiba
kja
jadeerine?i
ja

jyte

hane

hane

hazi
hinti?nudl
dy
wirjya?i
tfyni

hine
dlipapa

ha

ui

hadi
horore

parari

Akawaio
ene?

eda

i?tu
enumi
ma?ta
wano
etawa
wariwin
pinimi
jebi
eperenma
ereuda
e?mizatka
reba

ka

woai

nuno
sirigu
tuna
konopo
tok
sakow
noy
katuru
e?smokma
watu
urumara?pa
azauda
wik

apiri

soko

sukupiju

Amondava
epiek

énu

k™ aha
tfira

monod
nuka
Jahog
Bepe

ata

k“ara
nahia
nahitata?ia
ihia
amana
ita
iBitipa
iPia
iPaka
tatatina
tata
tanimuka
pehea
ibitera
iagahim
nakira
tfinahi

Apalai
ene
eta
waro
niki
oriki

etapa

peka
osenu?
oepi
atafi
poro?
OWo
ekaro
kari

fifi
nuno
firikuato
tuna
konopo
topu
isawani
nono
akurunu
efima
apoto
oruno
osema
ipt
ta?pire
exuezume

seweme
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Apinayé
pumu

kuma

pika
kakra
kiim
kuwi
pro

pri

kamrek
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English
white
black
night
warm / hot
cold
full
good
new
round
dry

name

Aikana
arara

vi

oline
hane
kjawij
jerewa
he?a
dame
urerepe?i
henekane?i

kjawij

Akawaio
aimorone
arikunan
go?mami
atnek
komi
anesak
wagt
mena?
waitopan
a?munaga

ezagi

Amondava
tinahTm
nipipahim
ipitlina

akof3
irotfagahim
ha Panafahim
ikatua

piahua

iBirahim

cra

Apalai
karimutumano
finukutume
koko
afituneti
mafi
pe?me
kure
efisene
pari?me
tonore

eseti
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Apinayé
Paka

tik
kamat
kanro
akri
?ipu
metf

niw

Jra

itfi
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Appendix B - Coding

Experiments were carried out using scripts | wintthe Ruby language (Thomas 2005).
| chose this language because it is quick to devel@and has a large number of high-
level string and vector handing functions builtTie graphical trees were produced
using code written in Ruby with the Tk extensiantdtal, | wrote nearly 4,000 lines of

Ruby code for this thesis.

One clear advantage of Ruby was its built-in Haatla dtructure, which I used to
represent the n-gram vectors. This enormously sileglthe development of the system,
as it meant that very large but extremely sparséove could be stored in a reliable and
efficient form, and without the need for developmeinew code or algorithms. In
contrast, for example, Huffman (1998), coding intGxas obliged to develop his own
hashing mechanism, and furthermore to develop &sdat complex chaining process to
avoid issues caused by hash-table collisions (séfnidn 1998:151-155).

The following is a sample of the Ruby code usedHa thesis. This script runs multiple
t-tests and ANOVAs using a Monte Carlo methodology:

# statistical tests
require 'pearson’

deft_test 2_independent_groups(arrl,arr2)
n = arrl.length
avel,ave2 = ave(arrl), ave(arr2)
ssql, ssg2, sx1, sx2 = 0.0, 0.0, 0.0, 0.0

foriin 0..n-1 do
ssql += (arrl[i] * arrl[i])
ssg2 += (arr2[i] * arr2[i])
sx1 += arrl][i]
sx2 += arr2][i]

end

ssl =ssql - ((sx1 * sx1) / n)
ss2 =ss02 - ((sx2 * sx2) / n)

t=((avel - ave2) / (Math.sgrt((ss1 + ss2) / (n *(n-1)))))
return t
end

deft_test paired_samples(arrl,arr2)
n = arrl.length
ssq =0.0
sx=0.0
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foriin 0..n-1 do
xd = arr2[i] - arrl[i]
ssq += (xd * xd)
sx +=xd

end

ssd = ssq - ((sx * sx) / n)

xd_bar=sx/n

t = (xd_bar / (Math.sgrt(ssd / (n * (n-1)))))
end

def anova_1_ way(arrl)
# arrl contains the data to be analysed.
# arrl[0] should be a list of numbers for "subjec t"0
# arrl[i] is a list of numbers for "subject" i

k = arrl.length
total = 0.0
foriin 0..k-1 do
n = arrl[i].length
sum =0.0
forjin 0..n-1 do
sum += arri[i][j].to_f
end
SSQ = sum * sum
total += (ssq / n)
end

all = arrl flatten

bigN = all.length
sum =0.0
squares =0

foriin 0..bigN - 1 do

sum += all[i].to_f

squares += (all[i.to_f * all[i].to_f)
end
SSQ = sum * sum

ssb = total - (ssq / bigN)
Ssw = squares - total
end

def u_test(arrl,arr2)
end

def getFCriticalValues
file = File.open("fcrit.values")

arr = Array.new

count=0

while line=file.gets do
arr[count] = line.split.collect! {|x| x.to_f}
count+=1

end

arr.transpose

end

def getTCriticalValues

file = File.open("tcrit.values")

arr = Array.new

count=1

while line = file.gets do
arr[count] = line.to_f
count+=1

end
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arr
end

def monteCarloTest(arr, iterations, test)
# applies a statistical test to the data repeated ly,
# taking a random sample from the largest set eac h time
nl = arr[0].length
n2 = arr[1].length
k = arr.length

data = Array.new

foriin 1..k-1do
datali] = arr[i]

end

data[O] = Array.new

# calculate the degrees of freedom:
if test == "anova" then

dfn = (arr.length - 1)

dfd = (data.flatten.length - arr.length)
end

if test == "anova" then
# calculate the critical alpha value:
fcrit = getFCriticalValues
alpha = ferit[dfn][dfd]
elsif test == "tp" then
tcrit = getTCriticalValues
alpha = terit[n2-1]
elsif test == "ti" then
tcrit = getTCriticalValues
alpha = tcrit[n2 + n2 -1]

end
# if the lists are the same length, use all avail able data:
if n1 == n2 then

foriin0..n1-1 do
data[O][i] = arr[0][i]
end
end

sig=0
iterations.times do |i|
if n1 I= n2 then
# pick out random elements from arr[0] to populate data[O]
forjin 0..n2-1 do
data[0][j] = arr[0][rand(n1)]
end
end
if test == "anova" then
f=anova_1_way(data)
if f > alpha then sig += 1 end
if iterations == 1 then print "f=" + f.to_s +"\n" end
elsif test == "tp" then
t=t_test_paired_samples(data[1], data[0])
if t > alpha then sig += 1 end

if iterations == 1 then print"t="+t.to_s +"\n" end
elsif test == "ti" then
t=t_test_2_independent_groups(data[l], data [op
if t > alpha then sig += 1 end
if iterations == 1 then print"t="+t.to_s +"\n" end
end
end
print sig.to_s + " out of " + iterations.to_s + " trials were significant\n"

print “critical alpha value =" + alpha.to_s + "\ n
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end

def readNumbers(filename)
file = File.open(filename,"r")
arr = Array.new
while line=file.gets

arr.push(line.to_f)

end
arr

end

if ARGV.length < 3 then

print "usage: " + $0 + " [options] iterations fil enamel filename2 [...
filenamen]\n"

print "options:\n"

print "-tp : paired samples t-test\n"

print"-ti  :independent samples t-test\n"

print"-a :1-way anova (default)\n"

Process.exit()
end

anova = true
ttest_ind = false
ttest_paired = false
while ARGV[0][0].chr =="-"
# a while loop so users can combine options:
if ARGV[0] == "-tp" then
anova = false
ttest_paired =true
end

if ARGV[0] == "-ti" then
anova = false
ttest_ind = true

end

ARGV slice!(0)
end

numlterations = ARGV[0].to_i
ARGV.slice!(0)

arr = Array.new

foriin 0..ARGV.length-1 do
arr[i] = readNumbers(ARGV[i])

end

if anova then
monteCarloTest(arr,numlterations,"anova")
end

if ttest_paired then
monteCarloTest(arr,numlterations,"tp")
end

if ttest_ind then
monteCarloTest(arr,numlterations,"ti")
end
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