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Zusammenfassung

Das Be– und Entnetzungsverhalten von Tensidlösungen spielt eine wichtige Rolle in vielen natürlichen
Prozessen und industriellen Anwendungen, wie z.B. industriellen Druck– und Beschichtungsprozesse.
Ein genaues Verständnis des Be– und Entnetzungsverhaltens von Tensidlösungen ist wichtig, um diese
Prozesse zu kontrollieren und zu optimieren. Vorangegangene Arbeiten zeigten einen großen Einfluss
von Tensiden auf das Be- und Entnetzungsverhalten wässriger Lösungen. Dieser Einfluss ist ebenfalls für
geringe Tensidkonzentrationen unterhalb der kritischen Mizellenkonzentration vorhanden und nimmt mit
steigender Konzentration zu. Es wurde die Hypothese aufgestellt, dass Marangoni Kräfte nahe der bewegten
Dreiphasenkontaktlinien für die Veränderung des Benetzungsverhaltens von wässrigen Tensidlösungen
verantwortlich sind. Diese Hypothese konnte bisher nicht experimentell überprüft werden, da die Dynamik
bzw. das Strömungsfeld von wässrigen Tensidlösungen nahe zurückschreitender Dreiphasenkontaktlinien
bisher nicht gemessen wurde.
Aus diesem Grund wurde in dieser Arbeit das dynamische Entnetzungsverhalten von wässrigen Tensidlö-
sungen nahe zurückschreitender Dreiphasenkontaktlinien in Abhängigkeit von der Tensidkonzentration
untersucht und die bestehende Hypothese getestet. Dazu wurden zwei komplementäre experimentelle
Aufbauten erstellt, die es ermöglichen, Strömungsfelder auf der 10 µm Skala nahe der sich bewegenden
Dreiphasenkontaktlinie zu messen. Ein schnelles konfokales Laser–Scanning–Mikroskop wurde entwickelt
und gebaut. Es basiert auf zwei anstatt der üblichen einen Rastereinheiten und kann zweidimensionale
Bilder mit bis zu 1 kHz in horizontale und 200Hz in vertikale Richtung aufnehmen. Damit ist es deutlich
schneller als vergleichbare kommerzielle Mikroskope. Zusätzlich wurde die Methode der astigmatischen
Partikelverfolgung angewendet, indem ein bestehendes kommerzielles Mikroskop modifiziert wurde. Da
diese Methode im Vergleich zum gebauten konfokalen Mikroskop die direkte Messung von dreidimensiona-
len Strömungsfeldern ermöglicht, wurde diese zum Testen der Hypothese verwendet.
Die Messung der Strömungsfelder erfolgte nahe der zurückweichenden Dreiphasenkontaktlinie von Trop-
fen bestehend aus wässrigen Tensidlösungen mit variierenden Konzentrationen unterhalb der kritischen
Mizellenkonzentration. Die Strömungsfelder wurden mit einer bestehenden hydrodynamischen Theorie
für Wasser verglichen. Ich habe herausgefunden, dass insbesondere nahe der Luft/Wasser Grenzfläche des
Tropfens im Bereich bis zu 112 µm entfernt von der bewegten Dreiphasenkontaktlinien die Strömungsfel-
der der Tensidlösungen von der zu erwarteten Strömung für reines Wasser abweichen. Die gemessenen
Strömungsfelder lassen sich nur erklären, wenn die freie Oberfläche nicht als spannungsfrei angenommen
wird. Die gemessene Spannung entlang der freien Oberfläche entspricht einer Marangoni Spannung, die
durch eine räumlich variable Tensidkonzentration hervorgerufen wird. Diese Beobachtung entspricht der
eingangs formulierten Hypothese, welche somit grundsätzlich verifiziert ist. Aus den Strömungsfeldern
konnte die Marangoni Spannung und der Gradient der Oberflächenspannung entlang der freien Ober-
fläche berechnet werden. Beide Parameter nehmen mit steigender Tensidkonzentration zu. Obwohl die
ermittelte Oberflächenkonzentration des Tensids nahe der Kontaktlinie weniger als 0.01% von der Gleich-
gewichtskonzentration abweicht, hatte dies erkennbaren Einfluss auf die Strömungsfelder. Die gemessenen
Effekte treten ebenfalls für absolute Tensidkonzentrationen kleiner als 1 ppm auf. Dies impliziert, dass
selbst kleinste Verunreinigungen, welche häufig unvermeidbar sind, einen entscheidenden Einfluss auf das
dynamische Entnetzungsverhalten von Flüssigkeiten haben.
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Abstract

The wetting and dewetting behaviour of aqueous surfactant solutions is important for many natural
processes and industrial applications like printing and coating processes. In order to control and optimize
these processes, in–depth knowledge of the topic is required. Preliminary studies showed a significant
influence of surfactants on the wetting and dewetting behaviour of aqueous solutions. This influence is also
present for concentrations below the critical micelle concentration and increases with higher surfactant
concentration. One hypothesis proposes that Marangoni effects close to the receding three–phase contact
line of aqueous surfactant solutions are the cause for the altered dewetting behaviour. As of yet, this
hypothesis could not be tested, since the dynamics and hence the flow field of aqueous surfactant solutions
close to receding three–phase contact lines were not measured.
Therefore, in this work, the dynamic dewetting behaviour of aqueous surfactant solutions close to receding
three–phase contact lines depending on the surfactant concentration was studied and the aforementioned
hypothesis tested. For this purpose, two complementary experimental setups were developed making it
possible to measure flow fields on the 10 µm scale close to receding three–phase contact lines. For one thing,
a fast laser scanning confocal microscope was developed and built. It utilizes two instead of the usual one
scan unit. Two–dimensional images can be recorded with a frame rate up to 1 kHz in the horizontal direction
and up to 200Hz in the vertical direction. Thus, it is significantly faster than comparable commercially
available state–of–the–art microscopes. Additionally, astigmatism particle tracking velocimetry was used by
modifying a commercial microscope. Since this method, in contrast to the confocal microscope, enables
the direct measurement of three–dimensional flow fields, it was used to test the hypothesis.
This way, flow fields close to the receding three–phase contact line of drops consisting of aqueous surfactant
solutions were measured with varying concentrations below the critical micelle concentration. The resulting
flow fields were compared to an existing hydrodynamic theory for water. I discovered that especially close
to the liquid/air interface of the drop at a distance of up to 112 µm from the three–phase contact line the
flow fields of surfactant solutions differed from the expected flow field of water. The measured flow fields
can only be explained if the free surface is not considered to be stress–free. This stress along the free surface
corresponds to a Marangoni stress caused by a spatially differently distributed surfactant concentration.
Thus, the initially presented hypothesis is verified. The Marangoni stress, as well as the gradient of surface
tension along the free surface, were calculated based on the measured flow fields. Both parameters increase
with increasing surfactant concentration. Even though the surface surfactant concentration close to the
contact line only differs by 0.01% from the equilibrium value, the observed influence on the flow fields is
substantial. The measured effects occur even for absolute surfactant concentrations below 1ppm. This
indicates that even small impurities, which are in practice often unavoidable, have a significant influence
on the dynamic dewetting behaviour of liquids.

ix





Contents

List of Figures xix

List of Tables xxi

Nomenclature xxiii

1. Introduction and Motivation 1

2. State of the art 5
2.1. Static wetting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2. Dynamic wetting and dewetting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1. Measurement of contact angles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.2. Contact angle hysteresis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.3. Dewetting behaviour of liquid films and drops . . . . . . . . . . . . . . . . . . . . . 8
2.2.4. Wetting mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3. Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1. Molecular–kinetic theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2. Hydrodynamic theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4. Surfactants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.1. Critical micelle concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.2. Gibbs adsorption isotherm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.3. Measurement of the surface tension . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.4. Marangoni effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.5. Dewetting of surfactant solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5.1. Macroscopic influence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5.2. Hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5.3. Surfactant transport on large length scales . . . . . . . . . . . . . . . . . . . . . . . 20
2.5.4. Microscopic influence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.6. Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.6.1. Optical resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.6.2. Confocal microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.7. Measurement of fluid velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.7.1. Particle–based techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.7.2. Particle image velocimetry and particle tracking velocimetry . . . . . . . . . . . . . 30
2.7.3. Astigmatism particle tracking velocimetry . . . . . . . . . . . . . . . . . . . . . . . 31

3. Experimental methods 33
3.1. Fast re–scan laser scanning confocal microscope . . . . . . . . . . . . . . . . . . . . . . . . 33

3.1.1. Re–scan laser scanning confocal microscope . . . . . . . . . . . . . . . . . . . . . . 34
3.1.2. Setup requirements and design decisions . . . . . . . . . . . . . . . . . . . . . . . . 35

xi



3.1.3. Description of the setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.4. Optical properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.1.5. Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.1.6. Possible improvements to the setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.2. Astigmatism particle tracking velocimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2.1. Description of the setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2.2. Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.3. Conclusion on the experimental methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4. Influence of surfactants on forced dewetting 65
4.1. Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.1.1. Characterisation of the surfactant solutions . . . . . . . . . . . . . . . . . . . . . . 66
4.2. Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3. Experimental procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.3.1. Effects of contamination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4. Data processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.4.1. Correction of inclination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.2. Change of coordinate system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4.3. Calculation of velocity fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.5. Macroscopic contact angle measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.6. Velocity fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.6.1. Water . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.6.2. Surfactant solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.7. Deviation fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.7.1. Water . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.7.2. Surfactant solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.8. Surface tension gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.9. Test of hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.9.1. Scaling arguments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.9.2. Possible three–dimensional surfactant transport . . . . . . . . . . . . . . . . . . . . 82

4.10.Conclusion of the influence of surfactant on forced dewetting . . . . . . . . . . . . . . . . 83

5. Conclusion and outlook 85

Bibliography 108

A. Appendix 111
A.1. Fast re–scan confocal microscope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

A.1.1. Graphical user interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
A.1.2. Wiring diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

A.2. Astigmatism particle tracking velocimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
A.2.1. Filter Cube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
A.2.2. Graphical user interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
A.2.3. Data–sheet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

A.3. Influence of surfactants on forced wetting . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
A.3.1. Velocity and deviation fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

A.4. Table of components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
A.4.1. Confocal microscope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

xii



A.4.2. Astigmatism particle tracking velocimetry . . . . . . . . . . . . . . . . . . . . . . . 120
A.4.3. Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A.4.4. Miscellaneous devices and components . . . . . . . . . . . . . . . . . . . . . . . . . 121

A.5. Table of consumable materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
A.6. Table of software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
A.7. Table of manufacturers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
A.8. Technical drawings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

xiii





List of Figures

2.1. (a) Sketch of a drop wetting a solid substrate with a finite contact angle Θ. (b) The reason for the
dome shape of drops is the surface tension of the liquid which is caused by unbalanced forces acting
on molecules at the surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2. Drops sitting on different substrates with different contact angles. . . . . . . . . . . . . . . . . . 6
2.3. (a) Sketch of a drop running down a tilted plate with the dynamic advancing Θadv and receding

contact angle Θrec. (b) Measurement of the static contact angle Θs. (c) Measurement of the static
advancing Θadv, s and receding Θrec, s contact angles by inflating or deflating of a sessile drop an a
substrate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.4. Velocity dependence of the advancing and receding contact and contact angle (after [33, 61]) . . 8
2.5. (a) Different dewetting behaviours of liquid films and (b) drops running down a plate depending on

their capillary numbers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.6. The molecular kinetic theory describes the movement of the contact line by adsorption and desorption

of liquid molecules to the solid surface on a molecular level [33]. Model sketches after [21]. . . . 10
2.7. The hydrodynamic model divides the problem into three length scales and describes the contact

line motion within the wedge of the liquid with viscous flow dissipation [21, 46, 66, 177]. Model
sketches after [21]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.8. (a) Geometry of the problem with polar and Cartesian coordinate systems, contact angle Θ, velocity
of the solid U , stress free liquid/air interface τ = 0, and bulk streamline. (b) Calculated velocity
profile for the problem geometry of (a) after Moffatt [127]. . . . . . . . . . . . . . . . . . . . . 13

2.9. (a) Schematic structure of a surfactant with a hydrophilic head group and a hydrophobic tail.
Chemical structure of C8E3 (b) and C12E5 (c). . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.10. If the maximum surface coverage of surfactant molecules is reached, micelles are formed. In these
structures, hydrophobic materials can accommodate. This enhances the cleaning abilities of the
solvent since dirt, oil or similar hydrophobic material stays in a stable emulsion with the solvent and
can be removed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.11. Wilhelmy–plate method to measure the surface tension of liquids. . . . . . . . . . . . . . . . . . 15
2.12. Tears of wine effect to explain the Marangoni effect. . . . . . . . . . . . . . . . . . . . . . . . . 16
2.13. (a) Sketch of the rotating drum setup after [69]. It enables the simultaneous measurement of the

advancing and receding contact angle. (b) Left: dynamic receding contact angles versus the velocity
for pure water and different aqueous surfactant solutions for C12E5 and C8E3. Right: Cubic contact
angle versus the capillary number (calculated with the viscosity of water µ = 1mPa s). Solid lines
are fits using the hydrodynamic model of Eggers and Snoijer (equation 2.8) and dashed lines are fits
using the hydrodynamic Cox–Voinov law (equation 2.6). [83] - Published by the Royal Society of
Chemistry. This figure shows a part of the original. . . . . . . . . . . . . . . . . . . . . . . . . 17

2.14. (a) Schematic sketch of the process close to the receding three–phase contact line in the presence of
surfactant molecules. (b) Definition of the parameters needed for the analysis. Sketches after [69,
71, 84, 85]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

xv



2.15. Possible surfactant transport processes depending on the setup configuration. (a) Surface (blue
arrow) and bulk transport (yellow arrow) are possible (b) Surface transport is blocked by the rotation
axis of the drum. (c) Axis blocks the surface transport and an additional barrier blocks the bulk
transport. After [71]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.16. The shown setup is used to create locally stable moving contact lines. [170] (Creative Commons
Attribution 4.0 International license (CC BY 4.0)). . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.17. Lens assembly of a compound microscope. The object is magnified to a real, inverted intermediate
image. This intermediate image is further magnified by the ocular. . . . . . . . . . . . . . . . . 23

2.18. Diffraction of light at a grating to visualize Abbe’s resolution criterion, after [28]. (a) Resolution
criterion is not fulfilled and the grating is not resolved in the image plane. (b) Resolution criterion is
fulfilled and the grating is resolved. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.19. (a) Two–dimensional intensity distribution of a diffraction pattern of a small luminous point recorded
with a circular aperture. Pattern is calculated with equation 2.28. (b) Profile through the middle of
(a) along the dashed line with the marked full width at half maximum (FWHM) and one Airy unit
(AU). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.20. Superposition of two point spread functions (dashed lines) for distant incoherent point light sources
for varying distances between them. Two point light sources at the same position lead to the black
curve. The red curve shows the superposition of two light sources (black and red dashed curves) at a
distance corresponding to the Sparrow resolution limit dSp and the blue curve shows the superposition
at a distance corresponding to the Rayleigh resolution limit dRe. . . . . . . . . . . . . . . . . . 26

2.21. Sketch of a confocal microscope to show the confocal condition. The focused illumination point in
the focal plane and the observed point in the plane of the pinhole lie on optically conjugated planes.
Thus, most out–of–focus light coming from planes above or below the focal plane is blocked by the
pinhole. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.22. (a) Sketch of a fluorescent microscope with a cylindrical lens in front of the camera. (b) The image
of a fluorescent labelled particle changes depending on its distance to the objective lens due to the
cylindrical lens. Adapted from [170] (under review) ©2020 American Physical Society (CC BY 4.0). 32

3.1. Schematic beam path of a re–scan confocal laser scanning microscope. Reprinted from [169], with
the permission of AIP Publishing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2. (a) Sketch of the beam path of the standard configuration of the custom–built microscope. (b)
Completely assembled microscope. (c) Assembled microscope with removed sample table. The blue
line marks the excitation laser beam and the red line marks the reflected or emitted laser beam from
the sample. The magenta line in (a) marks the part of the beam path where both, excitation and
reflected/emitted, laser beams overlap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3. (a) Scan cube A and (b) scan cube B. Each of the scan cubes contains a resonant and a galvanometer
scanner. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.4. (a) Assembled sample table. (b) Sectional view through the assembly group of the sample table (a).
Adapted from [105]. (c) Assembly group camera. . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.5. Synchronized motion of the scanning units in the case of the three–dimensional scanning mode.
Reprinted from [169], with the permission of AIP Publishing. . . . . . . . . . . . . . . . . . . . 40

3.6. Image of a calibration slide to show the influence of the sinusoidal and triangular mirror oscillation
on the intensity distribution. The galvanometer scanners, y–direction, perform a 80% triangular
motion whereas the resonant scanners, x–motion, perform a sinusoidal motion. The area of equal
intensity distribution is marked by the blue rectangle. . . . . . . . . . . . . . . . . . . . . . . . 41

3.7. Experimental determination of the (a) lateral and (b) axial resolution of the custom–built confocal
microscope. The resolutions were averaged over five different measurements. . . . . . . . . . . . 43

xvi



3.8. (a) to (d) give the same area of a reflective line grid with a 10 µm spacing between the lines and
1 µm thick lines at different frame rates. The thickness of the grid line is correctly recorded for all
frame rates and the averaged value at the full width of half maximum is (1.03± 0.05)µm. The yellow
lines mark the reduced width of the field of view at high frame rates. (e) The superposition of the
line profiles along the red line in (a) to (d) illustrates the independence of the lateral resolution of
the frame rate. Reprinted from [169], with the permission of AIP Publishing. . . . . . . . . . . . 44

3.9. Image and analysis of a three–dimensional sample of sedimented fluorescent colloids with a mean
diameter of 10 µm. (a) shows a xz–cut through the measured three–dimensional volume and (b)
shows the intensity values along the blue (lateral or x–direction) and red (z–direction, vertical to
the sample plane) line. The lateral and vertical full width at half maximum of the marked colloid is
10 µm in both directions. Reprinted from [169], with the permission of AIP Publishing. . . . . . . 45

3.10. Fits using equation 3.10 to the (a) lateral and (b) axial intensity slopes of the measured sedimented
colloid (Figure 3.9 (b)). The vertical lines mark the 10% and 90% value of the maximum amplitude
of the hyperbolic function and the distance between the vertical lines is defined as the resolution. . 47

3.11. Optical assembly of the remote focus technique. The marked region on the left shows the changed
region of the beam path as part of the standard configuration (Figure 3.2). . . . . . . . . . . . . 48

3.12. Recorded particle image shapes using the remote focus extension. All images show the same field of
view. (a) Particle images of the same particle but with different objective positions. (b) Images of a
second particle with different objective positions. . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.13. Optical assembly of APTV configuration. On the left, the changed region of the beam path as part of
the standard configuration (Figure 3.2) is marked. . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.14. Comparison of (a, b, c) confocal and (d, e, f) APTV images of fluorescently labelled particles for
different focus heights (z). The confocal microscope can only detect particle images when they are
within the focal plane (z = 0 µm). APTV detects different particle image shapes depending on their
axial position. Reprinted from [169], with the permission of AIP Publishing. . . . . . . . . . . . 50

3.15. The designed and built APTV camera adapter enables a free rotation of the cylindrical lens and has
the same length as the standard adapter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.16. (a-c) Different pictures of the built APTV setup with the mounted measurement setup (Figure 2.16). 54
3.17. (a) Sketch of a calibration measurement. (b) Recorded particle image shapes depending on their

distance to the objective with the distance decreasing from left to right. . . . . . . . . . . . . . . 57
3.18. Image of sedimented fluorescent particles with a magnified image of a particle image shape. The

yellow ellipse marks the border of the field of view. . . . . . . . . . . . . . . . . . . . . . . . . 58
3.19. Analysed calibration data of 2 µm fluorescent labelled particles that were recorded with a 40X

objective and a cylindrical lens with a focal length of 150 µm. (a) Detected particle shapes depending
on the axial position z. The individual particle axes are fitted with equations 3.14 and 3.15. (b)
Scatter plot of the detected particle shapes. The data collapses on a single curve that is only dependent
on the axial variable z. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.20. Scatterplots of the detected particle image shapes for different particles with varying lateral positions
depending on the axial variable z. (a-b) Data were recorded with a magnification of 40X, a cylindrical
lens with a focal length of 150 µm and a particle size of 2 µm. (c-d) Data were recorded with a
magnification of 20X, a cylindrical lens with a focal length of 50 µm and a particle size of 4.5 µm.
Vertical lines in (a) and (c) mark the used axial volume of the calibration. . . . . . . . . . . . . . 60

3.21. (a) Image of a calibration grid without a cylindrical lens in the beam path. (b) Image of the
deformed calibration grid due to the cylindrical lens. (c) Overlay of image (a) (blue channel) and the
mathematically transformed grid from image (b) (red channel). . . . . . . . . . . . . . . . . . . 61

xvii



4.1. The setup enables measuring flow fields in the circled area close to moving contact lines that are
locally stable. Adapted from [170] (CC BY 4.0). . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.2. (a) Expected flow field of water with the contact line velocity U , the receding contact angle Θrec

and the bulk flow motion. (b) Measured flow field of water during the first measurement series with
a dividing streamline. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.3. Detected particle trajectories. The trajectories are color coded depending on the xIm–position of the
data points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.4. Detected particle trajectories in the coordinate axis of the piezoelectric stage yPS . The inclination of
the glass substrate is corrected by fitting a two–dimensional plane to the particles that stick at the
glass substrate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.5. (a) Recorded image with different particle images and the fitted contact line. (b) Representation of
the detected particle trajectories in the co–moving frame of the contact line. The origin of the system
is placed on the moving three–phase contact line. . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.6. (a) Macroscopic image of a 5% C12E5 drop while the substrate is moved with 200 µms−1. (b)
Detection of the contact angles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.7. Measured velocity field of water in the co–moving frame of the contact line. The straight black line
is the liquid/air interface. Adapted from [170] (CC BY 4.0). . . . . . . . . . . . . . . . . . . . . 73

4.8. (a) Velocity field of 30%CMC C12E5 solution with a receding contact angle of 54°. (b) Velocity field
of 30%CMC C8E3 solution with a receding contact angle of 25°. Adapted from [170] (CC BY 4.0). 74

4.9. (a) Measured velocity field of water. (b) Theoretical velocity field of water calculated with the theory
of Moffatt [127] (section 2.3.2). (c) Deviation field calculated with equations 4.2 and 4.3 and the
information from (a) and (b). Adapted from [170] (CC BY 4.0). . . . . . . . . . . . . . . . . . . 75

4.10. (a) Deviation field of a 30%CMC C12E5 solution with an absolute surfactant concentration of
0.38 ppm. (b) Deviation field of a 30%CMC C8E3 solution with an absolute surfactant concentration
of 40 ppm. The red dashed line separates the deviation close the free surface (region A) from the
bulk deviation (region B). Deviation fields for all surfactant solutions can be found in Appendix
A.3.1. Adapted from [170] (CC BY 4.0). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.11. (a) Sketch of the area close to the receding three–phase contact line to show the orientation of the
shear stress τ , the velocity component parallel to the free interface vp and xInt–axis. (b-d) Calculated
change in surface tension ∆γ of water and aqueous surfactant solutions along the free surface. The
origin of the plots is the moving contact line. Change in surface tension of (b) 5%CMC solutions
and water, (c) C12E5 solutions, and (d) C8E3 solutions. The data was fitted with an exponential
function and the dotted lines are the corresponding confidence intervals. The decay lengths of the
exponential functions are shown by the coloured boxes in (c) and (d). Adapted from [170] (CC BY
4.0). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.12. Sketch showing the processes close to a receding three–phase contact line in the presence of surfactant
molecules. Adapted from [170] (CC BY 4.0). . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.13. Possible three–dimensional surfactant transport around the drop’s surface. Shown is a horizontal
plane through the drop with assumed internal flow of the drop. [170] (CC BY 4.0). . . . . . . . . 83

A.1. Graphical user interface of the control software of the confocal microscope. . . . . . . . . . . . . 111
A.2. Wiring diagram of the confocal microscope. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
A.3. New filter cube of the microscope. Bought from AHF (A.7.1). . . . . . . . . . . . . . . . . . . . 113
A.4. Graphical user interface of the written control software. The inner tabular structure offers different

control options. The other data is, independent of the chosen tab, always visible. . . . . . . . . . 114

xviii



A.5. Different open tabs of the graphical user interface. (a) Control options of the motorized stages.
(b) Possible calibration routines. (c) Options to initialize the connection to the microscope and the
temperature sensor. (d) Option to start measurements. . . . . . . . . . . . . . . . . . . . . . . 115

A.6. Data–sheet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
A.7. (a-c) Velocity and (g-i) deviation fields of 5, 15 and 30%CMC C12E5 solutions with receding contact

angles of 76°, 46° and 47°. (d-f) Velocity and (j-l) deviation fields of 5, 15 and 30%CMC C8E3

solutions with receding contact angles of 61°, 47° and 25°. Partially adapted from [170] (under
review) ©2020 American Physical Society (CC BY 4.0). . . . . . . . . . . . . . . . . . . . . . . 117

A.8. Assembly group of scan cube B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
A.9. Scan cube B: Base plate; side 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
A.10. Scan cube B: Base plate; side 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
A.11. Scan cube B: Lid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
A.12. Scan cube B: Resonant scanner mount . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
A.13. Scan cube B: Galvanometer scanner mount . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
A.14. Scan cube B: Right wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
A.15. Scan cube B: Front wall; side 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
A.16. Scan cube B: Front wall; side 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
A.17.Assembly group of scan cube A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
A.18. Scan cube A: Base plate; side 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
A.19. Scan cube A: Base plate; side 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
A.20. Scan cube A: Lid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
A.21. Scan cube A: Galvanometer scanner mount . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
A.22. Scan cube A: Left wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
A.23. Scan cube A: Right wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
A.24. Scan cube A: Front wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

xix





List of Tables

2.1. Lateral and axial resolution and optical slice thickness for conventional and confocal microscopes [6,
28, 89, 132, 134, 156, 180, 184, 187] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1. High–speed capacities of state–of–the–art commercially available confocal laser scanning microscopes
[1, 45, 193] compared to the custom–built microscope. . . . . . . . . . . . . . . . . . . . . . . 34

3.2. Parameters for the calculation of the optical properties. . . . . . . . . . . . . . . . . . . . . . . 42

4.1. Properties of the surfactants. Values of the diffusion coefficients from [83]. . . . . . . . . . . . . 65
4.2. Properties of the surfactant solutions: absolute concentration cabs, equilibrium surface tension γ and

equilibrium surface excess Γ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3. Time scale arguments for the aqueous surfactant solutions: diffusive tD time scale, advective tA time

scale, time scale ratio tR and calculated Péclet numbers for the diffusion length α. . . . . . . . . 80
4.4. Length scale arguments for the aqueous surfactant solutions: diffusion length α, non–equilibrium

region Lnon and decay length Ldec. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

A.1. Confocal microscope: table of components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
A.2. Astigmatism particle tracking velocimetry: Table of components . . . . . . . . . . . . . . . . . . 120
A.3. Experimental setup: table of components . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A.4. Table of miscellaneous devices and components . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A.5. Table of consumable materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
A.6. Table of used software. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
A.7. Manufacturer information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

xxi





Nomenclature

Latin symbols

Symbol Units Description
a molm−3 Activity
ax m x–axis diameter of the particle image
ay m y–axis diameter of the particle image
Ai Airy function
Ares Amplitude of the resonant scanner
b m Breadth
c mol Concentration
cabs ppm Absolute concentration
d m Distance
dad m Distance between adsorption sides on the solid surface

dax, col m Axial resolution of the colloid
dax, e m Experimental axial resolution

dax, fwhm m Axial resolution using full width at half maximum
dax, t m Theoretical axial resolution
dfwhm m Resolution calculated with the full width at half maximum
dlat, col m Lateral resolution of the colloid
dlat, e m Experimental lateral resolution

dlat, fwhm m Lateral resolution using the full width at half maximum
dlat, grid m Lateral resolution of the calibration grid
dlat, t m Theoretical lateral resolution
dph m Pinhole diameter

dslice, e m Experimental optical slice thickness
dslice, t m Theoretical optical slice thickness
dAb m Abbe resolution limit
dRa m Rayleigh resolution limit
dSp m Sparrow resolution limit
D m2 s−1 Diffusion coefficient
Dph AU Modified pinhole diameter

Continued on next page

xxiii



Latin symbols continued from previous page
Symbol Units Description

e Euler’s number
f0 Hz Characteristic frequency
f m Focal length

fcam Hz Frequency of the camera signal
fgalvo Hz Frequency of the galvanometer motion
fhyp Hyperbolic function
fres Hz Frequency of the resonant motion
fMo Function used in Moffatt’s theory
Fc N Capillary force
Fxz m Position of the xz–focal plane
Fyz m Position of the yz–focal plane
g ms−2 Gravitational constant
H deg Contact angle hysteresis
I Intensity
I0 Maximum intensity
J1 First–order Bessel function
k Correction factor
kB J K−1 Boltzmann constant
l m Length
lc m Capillary length
L m Length
Ldec m Decay length of the surface tension
Lnon m Non–equilibrium region along liquid/air interface
LM m Microscopic length
M Magnification
Md Relative magnitude of the deviation
n Index of refraction
Nf Frame number
Nlines Number of lines
NA Numerical aperture

NAcond Numerical aperture of the condenser
p Fitting parameter
Peα Peclet number calculated with the diffusion length α
r m Radius
R Jmol−1 K−1 Ideal gas constant
s1 Parameter

Continued on next page

xxiv



Latin symbols continued from previous page
Symbol Units Description

S Nm−1 Spreading parameter
t s Time

tdwell s Dwell time
tA s Advective time scale
tD s Diffusive time scale
tR s Ratio between diffusive and advective time scales
T K Temperature
u ms−1 Velocity component in x–direction
U ms−1 Contact line velocity
vp ms−1 Velocity component parallel to the liquid/air interface
v⃗ ms−1 Velocity vector
V ms−1 Surface velocity
w ms−1 Velocity component in z–direction
x m Cartesian coordinate
xInt m Coordinate axis along the liquid/air interface
y m Cartesian coordinate
yPS m Coordinate axis of the piezoelectric stage
z m Cartesian coordinate

Concluded

Greek symbols

Symbol Units Description
α m Diffusion length
β deg Diffraction angle
γ Nm−1 Interfacial tension
γ0 Nm−1 Interfacial tension of the solvent
γrec Nm−1 Interfacial tension of the receding side of the drop
γBulk Nm−1 Interfacial tension of the bulk liquid
γL Nm−1 Interfacial tension of the liquid/air interface
γS Nm−1 Interfacial tension of the solid/air interface
γSL Nm−1 Interfacial tension of the solid/liquid interface
γTear Nm−1 Interfacial tension of the liquid tear

Continued on next page

xxv



Greek symbols continued from previous page
Symbol Units Description

Γ molm−2 Surface excess
δ Reduced capillary number
Θ deg Contact angle

Θadv deg Advancing contact angle
Θadv, s deg Static advancing contact angle
Θrec deg Receding contact angle
Θrec, s deg Static receding contact angle
ΘD deg Dynamic contact angle
ΘM deg Microscopic contact angle
ΘS deg Static contact angle
λ m Light wavelength
λem m Emission light wavelength
λex m Excitation light wavelength
λm m Median light wavelength
µ kgm−1 s−1 Dynamic viscosity
ν m2 s−1 Kinematic viscosity
ρ kgm−3 Density
ρps kgm−3 Density of polystyrene
τ Nm−2 Shear stress
φ deg Phase shift
Φ deg Angle of the polar coordinate system
ψ deg (Half)angular aperture of the objective

Concluded

Dimensionless groups

Symbol Name Definition & Meaning

Ca Capillary number Ca =
µ u

γ
ˆ︁= viscous forces

surface tension forces

Pe Péclet number Pe =
u l

D
ˆ︁= advective transport rate

diffusive transport rate

Continued on next page

xxvi



Dimensionless groups continued from previous page
Symbol Name Definition & Meaning

Re Reynolds number Re =
u l

ν
ˆ︁= inertial forces

viscous forces

Concluded

Mathematical symbols

Symbol Units Description
∇ m−1 Gradient
∇∥ m−1 Gradient parallel to the liquid/air interface
∇⊥ m−1 Gradient perpendicular to the liquid/air interface
∆ Difference
| • | Vector length

Concluded

Subscripts

Subscript Description
air Air
d Deviation
e Experiment
i Ith order or parameter
Im Coordinate system of the image
Ob Objective
Oc Ocular
t Theory

water Water
x x–direction
y y–direction

Concluded

xxvii



Abbreviations

Abbreviation Description
2D Two–dimensional
3D Three–dimensional
AIP American Institute of Physics
APTV Astigmatism particle tracking velocimetry
AU Airy unit
C8E3 Octyl triglycole
C12E5 Dodecyl pentaglycole

CC BY 4.0 Creative Commons Attribution 4.0 International license
CMC Critical micelle concentration
CMOS Complementary metal–oxide–semiconductor
CTAB Cetrimonium bromide
e.g. For example

FWHM Full width at half maximum
HDT Hydrodynamic theory
i.e That is

LSCM Laser scanning confocal microscope
MKT Molecular–kinetic theory
MPIP Max Planck Institute for Polymer Research
NA Numerical aperture
O1 Objective 1
O2 Objective 2
O3 Objective 3
O Oxygen
OH Hydroxide

PDMS Polydimethylsiloxane
PIV Particle image velocimetry
PSF Point spread function
PTV Particle tracking velocimetry
vs. Versus
VI Virtual Instrument

Concluded

xxviii



1. Introduction and Motivation

Wetting phenomena play a crucial role in our daily life as well as in natural and industrial processes.
Raindrops running down a window or beads of dew sitting on a leaf are only two everyday examples of
wetting. How the liquid, e.g. the rain, disperses and spreads on the solid surface depends on the wettability
of the solid. In order to quantify this attribute, the so–called contact angle, which is defined as the angle
between the wetted surface of the solid and the free surface of the liquid drop, is used. If the solid surface
has high wettability, the liquid drop spreads on a large area of the solid surface and the contact angle is
small. However, if the solid surface has a low wettability, only a small area of the solid is wetted and the
liquid drop has a large contact angle.
Knowledge about the spreading behaviour of liquids on solid surfaces is used in agriculture to minimize the
necessary amount of pesticides while maintaining high coverage of the leaves [189]. The coating industry
needs profound knowledge of wetting as well to create uniform coatings [25] e.g. of car bodies. Further
examples of industrial processes relying on wetting phenomena are cleaning, printing or oil recovery
processes [27, 101].

Wetting phenomena are differentiated into static and dynamic wetting. Static wetting describes all
phenomena with the liquid in a local energy minimum and thus with no movement. If the liquid is moving,
it is described by the field of dynamic wetting. This means that the three–phase contact line, i.e. the line
where all three phases (liquid, solid, gas) meet, is moving. In this case, a liquid has two different contact
angles: The advancing contact angle where the solid surface is wetted by the liquid and the receding contact
angle where the solid surface is dewetted by the liquid. In dynamic wetting, two wetting mechanisms are
further differentiated: Spontaneous and forced wetting.
In the case of spontaneous wetting, also referred to as spreading, a drop of liquid is gently placed on top of
a solid substrate. As long as the interfacial forces are not in equilibrium, the drop spreads further until
an equilibrium state is reached. Next to ambient conditions like temperature and humidity, the acting
interfacial forces during dynamic dewetting depend on the properties of the solid surface and the liquid.
In the case of forced wetting, an external force is applied deforming the interfacial area. This leads either
to an advancing or receding contact line, i.e. the liquid moves over the solid. An example is the immersion
and retraction of a plate in and out of a liquid pool. At a critical dewetting velocity the receding contact
angle reaches an angle of 0° and film formation starts. This means that the removed plate is covered by a
liquid film with a constant film height [55, 107]. This knowledge is used in modern dip coating processes
to reach uniform coatings with extremely thin layers [25].

The dynamic wetting of simple one–component liquids has been intensively studied for both mecha-
nisms [27, 164]. Hereby, the correct measurement and description of contact angles played a crucial role
and are still a topic of current research [27, 61, 68]. Two main theoretical approaches exist to describe
moving contact lines: The molecular kinetic theory [24, 39] describes the movement of the contact line
based on the kinetic energy of liquid molecules. In contrast, the hydrodynamic theory [46, 88, 177]
describes the movement based on fluid–mechanics, i.e. the Navier–Stokes equation [106]. Several theories
combine both approaches [32, 50, 138].
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However, the dynamic wetting of multi–component liquids, e.g. surfactant solutions, is less explored
[27, 101, 115]. Surfactants adsorb to the free surface of liquids lowering the surface tension [33, 147].
Thus, surfactants change the wetting behaviour of liquids. For example, a change of the hydrodynamic
boundary condition at the free surface of the liquid was observed [5, 38, 118]. Due to the addition of sur-
factants, changes to the surface flow [16] and bulk flow [102, 121] of liquids were reported. Furthermore,
the spontaneous wetting behaviour of liquids, e.g. in terms of wetting speed and wetted area, is adaptable
with surfactants [27, 34, 90, 168, 179].

Especially the forced dewetting behaviour of surfactant solutions is important for industrial processes,
e.g. printing and coating, since surfactants can be used to adapt the wetting behaviour of the liquid. For
example, the addition of surfactants increases the thickness of the coated layer on the solid surface [143,
157]. Motivated by the industrial importance of the problem several groups investigated the forced wetting
behaviour of different surfactant solutions on various solids [69, 70, 71, 83, 84, 85, 112, 116, 175]. They
all found that the critical speed for film formation and the dynamic contact angle decrease for increasing
surfactant concentration.
Those macroscopic observations indicate that changes to the wetting behaviour of liquids due to surfactants
occur on the microscopic scale as well. However, the dynamics close to the receding contact line are
unknown. Fell et al. [69] proposed the hypothesis that the newly created liquid surface at the receding
contact line is initially free of surfactants. They present two possible mechanisms to equilibrate the surface
surfactant concentration of the new liquid/air interface with the bulk concentration. Either molecules
diffuse from the bulk towards the liquid/air interface or molecules that were adsorbed to the solid are
directly transferred to the newly created liquid/air interface at the contact line. The authors assume that
the latter effect is negligible and thus assume diffusion to be the dominating equilibration mechanism.
The result of this equilibration process is a surface tension gradient along the free surface resulting in a
Marangoni stress. The authors propose that this Marangoni stress opposes the surface flow and is the
reason for possible changes in the flow field and the reduction of the contact angle.
However, the hypothesis could not be tested, since the dynamics of surfactant solutions close to reced-
ing contact lines are still unknown. The reason for this is the lack of suitable experimental methods
with sufficient spatial and temporal resolution. Henrich [84] built an experimental setup that enables
measurements close to locally stable receding contact lines. Here, a liquid drop is pinned to a specific
position while the solid substrate is moved underneath it. An inverted confocal laser scanning microscope
was used to measure the dynamics close to the contact line. Yet, Henrich was limited by the insufficient
axial scanning capacities of the confocal microscope and the dynamics close to receding contact lines of
surfactant solutions remained unknown.

Therefore, the aim of my thesis was to build a suitable experimental setup for measuring flow fields
close to the receding contact lines of moving drops. I built two complementary experimental setups for this
purpose. The first setup is a custom–built fast re–scan laser scanning confocal microscope and the second
one is an astigmatism particle tracking velocimetry (APTV) setup. Both setups were successfully built and
have sufficient spatial and temporal resolution to measure the required flow fields. Due to practical reasons,
the APTV setup was used to measure the flow fields and test the aforementioned hypothesis.
I measured flow fields of aqueous solutions of the nonionic surfactants dodecyl pentaglycole (C12E5) and
octyl triglycole (C8E3) with different concentrations closer than 100 µm to the contact line. The concentra-
tions were varied from zero to 30% of the critical micelle concentration (CMC) of the surfactant. Since
the size of the surfactant molecules differs significantly between the used surfactants, the CMCs differed
by two orders of magnitude. Hence, the absolute amount of surfactant molecules differed considerably
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between the aqueous solutions. Even so, the relative concentration regarding the CMC (%CMC) was
identical. This enabled studying the influence of the absolute amount of surfactant molecules and the
influence of the relative concentration (%CMC) on the dynamics close to receding contact lines. In order to
compare the measured flow fields of surfactant solutions with the predicted flow fields for water according
to the hydrodynamic theory of Moffatt [127], smooth hydrophobized glass substrates were used as solid
substrates. The deviation between the flow fields showed the influence of surfactants on wetting behaviour.
The results were used to determine the existence of a Marangoni stress and thus to test and judge the
aforementioned hypothesis [69].

The structure of this work is as follows: At first, fundamentals of wetting and surfactants, microscopy and
measurement of fluid velocity are presented. Following, the custom–built confocal microscope is presented
as well as the built APTV setup. Subsequently, the methods are compared regarding their capacities to
measure flow fields close to receding three–phase contact lines. The flow field measurements of aqueous
surfactant solutions are presented in chapter 4. Based on this data, the aforementioned hypothesis, which
tries to explain the dynamics close to receding three–phase contact lines of surfactant solutions, is examined.
Finally, the results are summarized and an outlook on further studies is presented.
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2. State of the art

In this chapter important fundamentals for the present work are presented. In the beginning, the basics of
static and dynamic wetting as well as theoretical approaches to describe wetting are presented. Thereafter,
properties of surfactants and their influence on forced dewetting are shown. Then, a short introduction to
optical resolution and confocal microscopy is given. Finally, techniques to measure the fluid velocity are
presented.

2.1. Static wetting

The study of how a liquid spreads on a solid (or liquid) surface, is referred to as wetting [50]. When a liquid
drop is placed on top of a solid surface, the liquid spreads on the surface. Depending on the properties of
the solid, liquid, and gas, the drop either covers the surface completely (contact angle Θ = 0) or takes over
a static equilibrium state with a finite static contact angle Θ. In the latter case, a three–phase contact line
is formed where all three phases (solid, liquid, gas) are in contact (Figure 2.1 (a)). Thus, wetting describes
the interplay between three phases, of which at least two are fluids [33].

Figure 2.1.: (a) Sketch of a drop wetting a solid substrate with a finite contact angle Θ. (b) The reason for the
dome shape of drops is the surface tension of the liquid which is caused by unbalanced forces
acting on molecules at the surface.

The reason for the spherical shape of small droplets and bubbles is the surface tension of the liquid. The
molecules in the midst of the bulk of a pure liquid interact with their surrounding molecules and the net
force acting on these molecules is zero (Figure 2.1 (b)). However, molecules at the surface of the liquid
are only to one side surrounded by liquid molecules and therefore, the net force acting on the surface
molecules is directed inwards, i.e. pulling the molecules inwards. Since the energetic state of these surface
molecules is energetically unfavourable, the liquid minimizes its surface area leading to the spherical shape
of small drops. The surface tension can be considered the force that is required to bring a molecule from
the bulk to the surface, i.e. to increase the surface area. A good example is the difference between dry
and wet hair. Whereas dry hair has volume, wet hair sticks together. The term surface tension is used to
describe the interfacial tension between a liquid and gas. Interfacial tensions are present at solid/liquid,
solid/gas, liquid/gas and liquid/liquid interfaces.
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In an ideal configuration (thermodynamic equilibrium and an ideal solid that is chemically homoge-
neous, rigid and flat to an atomic scale) the contact angle can be related to the interfacial tensions of the
solid γS , liquid γL and solid/liquid γSL via the Young’s equation [191]

γL cos (Θ) = γS − γSL. (2.1)

Figure 2.2 shows different wetting behaviours of drops on surfaces which can be explained by the Young’s
equation. In the case γS > γSL the contact angle has to be smaller than 90°. This is called a hydrophilic
material behaviour. If the contact angle is 0° the surface is completely wetted by the liquid. A hydrophobic
behaviour is present for γS < γSL and a contact angle larger than 90°. The maximum reachable contact
angle is 180°

Figure 2.2.: Drops sitting on different substrates with different contact angles.

In non–equilibrium conditions the spreading parameter S is used to describe whether a liquid is completely
wetted (Θ = 0°) or if the liquid forms a finite contact angle. The spreading parameter is a measure of
whether the dry (γS) or wetted (γSL + γL) state of a substrate is energetically more favourable and is
defined as [33, 50, 74]

S = γS − (γSL + γL) . (2.2)

If S < 1 the substrate is partially wetted by the liquid and a finite contact angle is formed. The substrate is
completely wetted if S > 1.

2.2. Dynamic wetting and dewetting

Many natural phenomena, like raindrops running down a window, show a dynamic wetting and dewetting
behaviour. A drop running down a tilted plate has two different dynamic contact angles: the advancing
contact angle Θadv and the receding contact angle Θrec (Figure 2.3 (a)). In the following, contact angle
measurement techniques, the contact angle hysteresis, as well as the dynamic dewetting behaviour of
liquid films and drops, are presented.

2.2.1. Measurement of contact angles

The characterization and measurement of contact angles are of crucial importance for describing wetting
phenomena. Several different definitions of contact angles and measurement techniques exist, see [33, 50,
67, 92, 192].
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Figure 2.3.: (a) Sketch of a drop running down a tilted plate with the dynamic advancing Θadv and receding
contact angle Θrec. (b) Measurement of the static contact angle Θs. (c) Measurement of the
static advancing Θadv, s and receding Θrec, s contact angles by inflating or deflating of a sessile
drop an a substrate.

The static contact angle is measured by placing a drop on a substrate (Figure 2.3 (b)). The light source
is placed behind the drop and a picture of the drop is taken from the front. The measured contact angle
is called the static contact angle Θs. However, this static contact angle is not the contact angle used in
the Young’s equation since this equation is only valid in an ideal configuration, see [104] for a detailed
description.
The advancing Θadv and receding Θrec contact angles can be measured by inflating and deflating a sessile
drop on a substrate (Figure 2.3 (c)). For example, a syringe pump is used to control the flow rate of the
added or removed liquid from the drop. This type of measurement is called the sessile drop method, see
[92, 103, 104]. If the droplet is deflated, its volume decreases. The angle just before the contact line starts
to recede, due to the decreasing volume, is the static receding contact angle Θrec, s. The angle just before
the contact line starts to advance while inflating the drop is defined as the static advancing contact angle
Θadv, s. Thus, the static advancing Θadv, s and receding Θrec, s contact angles are defined as the angles just
before the contact line starts to move, i.e. for zero contact line velocity. The dynamic advancing Θadv and
receding Θrec contact angles are measured during the movement of the contact line. These dynamic angles
depend on the speed of the contact line, see Figure 2.4 in section 2.2.2.
Another option to measure the static contact angles Θadv, s and Θrec, s is the tilted plate method [117]. A
drop is placed on top of a plate and the tilt angle of this plate is increased until the drop starts to move
(Figure 2.3 (a)). The contact angles just as the drop starts to move are the static advancing and receding
contact angle. The tilt angle of the plate is called the roll of angle.

In general, the contact angle depends on the length scale at which it is measured [27]. Due to the
bending of the meniscus, the microscopic contact angle (nanometre–scale) can differ significantly from
the macroscopic contact angle (millimetre–scale), see [21, 27] and section 2.3.2. The above–described
measurement techniques measure macroscopic angles and if not differently stated, the term contact angle
in this work refers to the macroscopic contact angle.

2.2.2. Contact angle hysteresis

The static advancing contact angle Θadv, s is necessarily larger than the static receding contact angle Θrec, s

(Figure 2.4). The difference between those angles at zero contact line velocity is called the contact angle
hysteresis [33, 61]

H = Θadv, s −Θrec, s > 0° (2.3)
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The reason for this is that the observed system is not ideal. In an ideal system with an ideal solid that is
chemically homogeneous, rigid, and flat to an atomic scale without being perturbed by chemical interactions
or by vapour or liquid adsorption, the receding Θrec, s and advancing Θadv, s would be equal [25, 61,
67]. However, solid surfaces have a specific roughness and the surface can be chemically or structurally
heterogeneous. This leads to pinning of the contact line and thus to the described hysteresis. Because of its
importance, the contact hysteresis has been intensively studied, e.g. [23, 25, 33, 61, 67, 68, 93, 192].

Figure 2.4.: Velocity dependence of the advancing and receding contact and contact angle (after [33, 61])

The dynamic contact angles depend on the velocity, i.e. the speed of the contact line [25, 33, 61]. If
the absolute velocity of the advancing contact line is increased, the dynamic advancing contact angle is
increased as well (Figure 2.4). The opposite is true for the receding contact angle. If the absolute velocity
of the receding contact line is increased, the receding contact angle decreases.
Besides the velocity u, the contact angle also depends on the dynamic viscosity µ and the surface tension
of the liquid γL [33]. These parameters are combined in the capillary number

Ca =
µ u

γL
(2.4)

which is the ratio between the viscous and surface forces.

2.2.3. Dewetting behaviour of liquid films and drops

For high capillary numbers, e.g. high velocities, the receding contact angle is 0° (Figure 2.4). In the case of a
plate being immersed and then removed from a liquid pool, the solid substrate, i.e. the plate, is covered by
a liquid film with a specific film thickness (Figure 2.5 (a)). Those films are called Landau–Levich–Derjaguin
films [55, 107]. The thickness of the film can be controlled by the viscosity, density, and surface tension of
the liquid. This is used in industry to create uniform coatings.
In the case of dewetting of a complex liquid (e.g. liquid with surfactants) with low capillary numbers, it is
possible to deposit a monolayer (monomolecular film) of the surfactants on the solid surface [26]. This
film is called Langmuir–Blodgett film [26, 73, 75]. The dewetting velocity must be closely monitored so
that the deposited film stays in equilibrium. Otherwise, the monolayer would collapse [80].
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Similar observations were made for the dewetting behaviour of drops [109, 139]. At low capillary
numbers the drops have a classical rounded shape while moving (Figure 2.5 (b)). For higher capillary
numbers the drops become longer and thinner but remain the same height. At some point, the drops depart
from their rounded shape and develop a corner at the receding side. For even higher capillary numbers, i.e.
velocities above the maximum speed of dewetting, the corner changes into a cusp, and small droplets are
left behind.

Figure 2.5.: (a) Different dewetting behaviours of liquid films and (b) drops running down a plate depending
on their capillary numbers.

2.2.4. Wetting mechanism

Dynamic (de)wetting can be split into spontaneous and forced wetting.
Spontaneous wetting is also called spreading. A liquid that is placed on a solid takes a thermodynamic
equilibrium shape without externally imposed forces. The contact line moves until an equilibrium state is
reached.
In forced (de)wetting an external force is applied which results in a deformation of the interfacial area
and thus in wetting or dewetting, e.g. the sessile drop method from section 2.2.1. Forced (de)wetting
plays a crucial role in many industrial processes like coating and printing. By controlling the contact line
velocity or the properties of the liquid and substrate, different (de)wetting behaviours are achievable.
Forced dewetting of drops consisting of aqueous surfactant solutions is the subject of this work.
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2.3. Modeling

In this section, theories are presented that describe the movement of the three–phase contact line. These
theories are the molecular–kinetic theory (MKT) and the hydrodynamic theory (HDT). Each of these
theories is based on a theoretical system: either on fluid–mechanics or on the kinetic energy of liquids [21].
However, none of these models can describe the movement of the contact line on all length scales.

2.3.1. Molecular–kinetic theory

The molecular–kinetic model, developed by [24, 39], describes the motion of the contact line by the process
of attachment or detachment of liquid molecules from or to the solid surface [21] (Figure 2.6). If the
adsorption and desorption of liquid molecules to or from the solid surface is in equilibrium, the contact line
is static with no velocity. If this equilibrium is disturbed, the contact line moves. If more liquid molecules
adsorb to the solid surface, the contact line advances. On the other hand, if more liquid molecules desorb
from the solid, the contact line recedes. Thus, the disturbance of the ad– and desorption equilibrium
defines the contact line motion. The MKT model divides the problem area into two length scales: the
molecular scale where the adsorption and desorption process occurs and the macroscopic length scale
where the effects are seen. The contact angle is assumed to be the same on the macroscopic and molecular
length scales. The contact line velocity can be calculated with

U = 2f0 dad sinh

(︄
γL (cos (ΘS)− cos (ΘD)) d

2
ad

2 kB T

)︄
(2.5)

where f0 is the characteristic frequency, dad the distance between the adsorption sides on the solid surface,
γL the surface tension of the liquid, ΘS the static contact angle (contact angle for zero velocity), ΘD the
dynamic contact angle (either the advancing Θadv or receding Θrec contact angle), kB the Boltzmann
constant and T the absolute temperature [21].
Since the MKT theory describes wetting only on a molecular length scale, no hydrodynamic effects, which
occur on a larger length scale, are taken into account. The dissipation arises from the friction due to the
moving contact line. Viscous dissipation due to the confined flow of the liquid is ignored [54].

Figure 2.6.: The molecular kinetic theory describes the movement of the contact line by adsorption and
desorption of liquid molecules to the solid surface on a molecular level [33]. Model sketches
after [21].
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2.3.2. Hydrodynamic theory

Early hydrodynamic studies and approaches could not describe the flow close to moving three–phase
contact lines physically correct. Experimental studies neglected viscous forces near the contact line while
evaluating their data, e.g. West (1911) [182], Yarnold (1938) [190], Bikerman (1950) [19], Schwartz
(1964) [155]. Creeping flow analysis of a wedge–shaped liquid with a moving solid shows singularity
effects, e.g. Moffatt (1964) [127], Bhattacharji (1965) [18], Bataille (1965) [14]. The reason for the
singularity is the conflict between a moving contact line and the standard no–slip boundary condition
between a solid and a liquid. The results are unbounded shear stresses, pressure, and viscous dissipation at
the contact line and an infinite force that is exerted by the liquid on the solid [88]. Several approaches to
deal with the singularity are available. One option is to exclude the microscopic region from hydrodynamic
considerations [81, 177]. It is also possible to allow slippage of the liquid with respect to the solid, i.e. the
no–slip boundary is relaxed [46, 61, 88].
The simplest form of the hydrodynamic solution is called the Cox–Voinov law [46]. This model describes
the wetting behaviour by considering the viscous flow dissipation close to the three–phase contact line and
allowing slippage of the liquid with respect to the solid [21, 46, 66, 177]. The general idea is that changes
in the macroscopic observable contact angle occur due to the viscous bending of the liquid/gas interface
on a mesoscopic length scale. The microscopic contact angle ΘM is assumed to depend on short–ranged
intermolecular forces and to be equal to the contact angle ΘS for zero velocity. Thus, the model divides
the problem into three length scales with different contact angles (Figure 2.7). The Cox–Voinov law [46]
can be written in terms of the capillary number as

Θ3
D = Θ3

M ± 9 Ca ln

(︃
L

LM

)︃
, ΘM = ΘS (2.6)

where L and LM are macroscopic and microscopic length scales [21]. The microscopic contact angle is
assumed to be equal to the static macroscopic contact angle. The second term in equation 2.6 is positive
for advancing contact lines and negative for receding contact lines.

Figure 2.7.: The hydrodynamic model divides the problem into three length scales and describes the con-
tact line motion within the wedge of the liquid with viscous flow dissipation [21, 46, 66, 177].
Model sketches after [21].

The model is valid for capillary numbers and Reynolds numbers less than one and is most satisfactory in a
small velocity regime [22, 138]. The Reynolds number Re is defined as the ratio between inertial forces
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and viscous forces [145]
Re =

u l

ν
(2.7)

where u is the velocity of the liquid, ν is the kinematic viscosity of the liquid and l is a characteristic length.
The Reynolds number can be used to predict whether a flow is laminar or turbulent. Above a critical value
of the Reynolds number the flow is turbulent and below the critical value the flow is laminar [106, 140].
The critical value depends on the specific problem properties.

A main drawback of the hydrodynamic theory is that it neglects characteristics of the solid surface [46,
136, 137]. Based on the above–described model, further hydrodynamic theories were developed that take
additional boundary conditions into account, e.g. Shikmurzaev [160, 161] and Billingham [20, 100]. In
addition, combined models were developed to overcome the individual restrictions of the HDT and MKT
theory, e.g. Petrov and Petrov [138] and Brochard–Wyart and de Gennes [32, 50].

Although equation 2.6 was derived for advancing contact lines, it is also applicable to receding con-
tact lines. Eggers [63, 64] and Snoeijer [163] derived an approximate solution for receding contact lines
for small ΘS and the contact angle follows

ΘD

ΘS
=

2
2
3 δ

1
3

Ai (s1)

dAi (s1)

dx
. (2.8)

Here, Ai is the Airy function and δ = 3Ca/Θ3
S is a reduced capillary number. The parameter s1 is the

largest root of [63, 64, 163]

2

ΘSδ
1
3

+
2

2
3

Ai (s1)

dAi (s1)

dx
− 2

1
6 exp

−1
3s1 ΘS

3πAi2 (s1)LM
= 0 (2.9)

with the length of the microscopic regime LM and the static contact angle at zero velocityΘS are adjustable
parameters.
All length scales of equations 2.8 and 2.9 are rescaled with the capillary length

lc =

√︃
γL
∆ρg

. (2.10)

Here ∆ρ is the density difference between the liquid and the surrounding gas and g is the gravitational
constant. The capillary length is used to determine whether surface or gravitational forces are dominant. In
systems that are smaller than the capillary length, e.g. a drop with a radius r < lc, surface forces dominate.
If the system is larger than the capillary length, e.g. a drop with a radius r > lc, gravitational forces
dominate and surface forces become less significant. The capillary length is often a convenient reference or
characteristic length for wetting problems.

Moffatt’s theory

Moffatt [127] provided one of the first hydrodynamic theories. Although it was shown that his theory
fails close to the contact line on the microscopic level [88], the solution is still valid on the macroscopic
level. The measured flow fields in this work have a distance of around 10 µm to the contact line. Thus,
singularity effects at the contact line have a negligible influence on the flow field. Therefore, Moffatt’s
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theory can be used to evaluate the measured flow fields and agrees with the other theory solutions in the
outer region. The derivation of the solution can be found in [88, 127]. In general, Moffatt’s theory is based
on the creeping flow model, thus it is only valid for Re≪ 1. In the following, his solution for the problem
geometry shown in Figure 2.8 (a) is presented without its derivation.

Figure 2.8.: (a) Geometry of the problem with polar and Cartesian coordinate systems, contact angle Θ, ve-
locity of the solid U , stress free liquid/air interface τ = 0, and bulk streamline. (b) Calculated
velocity profile for the problem geometry of (a) after Moffatt [127].

The shown problem geometry consists of a plate that is withdrawn from a liquid pool. It is assumed that
the free surface of the liquid is straight and the liquid has the form of a wedge. The solid moves with a
constant velocity U , the free surface of the liquid is stress–free and the liquid has a distinct contact angle Θ.
The theory is written in polar coordinates and the axis orientation is given in Figure 2.8 (a). The solution
for the fluid velocity components is given by

u = U f ′Mo (Φ) , w = −U fMo (Φ) (2.11)

with
fMo (Φ) =

Φcos (Φ) sin (Θ)−Θcos (Θ) sin (Φ)

sin (Θ) cos (Θ)−Θ
. (2.12)

Thus, the necessary input parameters to calculate the solution are the contact line velocity U and the
contact angle Θ. A predicted flow field is shown in Figure 2.8 (b). The color code indicates the magnitude
of the velocity and the arrow direction indicates the flow direction.

2.4. Surfactants

Surfactants (blend of surface–active–agents) are chemical compounds that usually lower the interfacial
tension between two immiscible phases [147]. A schematic sketch of a typical surfactant structure is shown
in Figure 2.9 (a). The surfactant molecule is amphiphilic, meaning it consists of a hydrophobic tail and a
hydrophilic head group [33, 147]. Depending on the charge of the head group, surfactants are classified
either anionic, cationic, zwitterionic, or nonionic [147]. In this work the nonionic surfactants dodecyl
pentaglycole (C12E5) and octyl triglycole (C8E3) are used. Their chemical structure can be seen in Figure
2.9 (b) and (c). The reason for choosing those surfactants is explained in section 4.1.
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Figure 2.9.: (a) Schematic structure of a surfactant with a hydrophilic head group and a hydrophobic tail.
Chemical structure of C8E3 (b) and C12E5 (c).

2.4.1. Critical micelle concentration

Surfactants diffuse in aqueous solutions and adsorb to the liquid/air interface since the hydrophobic tail
seeks to stick out of the water. If the maximum surface concentration of surfactant molecules is reached,
i.e. the whole surface is covered by surfactants, the surfactants aggregate to form a surfactant cluster
that is called micelle [33, 147]. This surfactant concentration is called the critical micelle concentration
(CMC). This situation is shown in Figure 2.10. Inside these micelles, hydrophobic substances, e.g. oil, can
be accommodated and a stable emulsion, e.g. of water and oil, can be formed [33]. In general, surfactants
increase the cleaning ability of water (also below the CMC) and are therefore used in many cleaning agents
[33, 147].

Figure 2.10.: If the maximum surface coverage of surfactant molecules is reached, micelles are formed. In
these structures, hydrophobic materials can accommodate. This enhances the cleaning abil-
ities of the solvent since dirt, oil or similar hydrophobic material stays in a stable emulsion
with the solvent and can be removed.

2.4.2. Gibbs adsorption isotherm

The change in surface tension due to the adsorption of surfactant molecules to the surface can be described
by the Gibbs adsorption isotherm.This isotherm correlates the surface tension with the surface excess. The
latter is defined as the surface concentration of the surfactant molecules and is given as the number of
molecules per unit area. It is only valid for surfaces whose deformation is reversible, e.g. liquid surfaces. In
a two–component system the surface excess of the solute (i.e. a surfactant) in the solvent (i.e. water) is
defined as

Γ = − a

R T

∂γ

∂a

⃓⃓⃓⃓
T

(2.13)
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with the activity a, the temperature T and the ideal gas constant R. If Γ > 0, the solute is enriched at
the interface and the surface tension of the solvent decreases. Such solutes are called surface–active, i.e.
surfactants. In the case of Γ < 0, the solute avoids the interface and the surface tension of the solvent is
increased. For low activities, the activity a can be replaced approximately by the concentration c of the
solute. [33]

2.4.3. Measurement of the surface tension

Since surfactants decrease the surface tension of water, it is important to measure the surface tension of
surfactant solutions. Several standard methods to measure the surface tension exist, see [33, 50, 67, 120].
In this work, the Wilhelmy–plate method, named after Ludwig Wilhelmy who studied the force acting on
a plate in detail [185], was used to measure the surface tension of liquids. A Wilhelmy–plate is a small
platinum plate (Figure 2.11). This plate is attached to a fine balance. To measure the surface tension this
plate is halfway immersed into the liquid. The capillary force acting on the plate is given by the following
equation

Fc = 2γ (b+ l) cos (Θ) (2.14)

with the breadth b and length l of the plate. The plate is so thin that its breadth can be neglected and the
formula to measure the surface tension simplifies to

γ =
Fc

2 l cos (Θ)
. (2.15)

Since the capillary force Fc is measured by the fine balance, the only unknown parameter is the contact
angle Θ. The easiest way to eliminate the contact angle from the equation is to maintain a contact angle of
0°. This is achieved by using platinum as the material of the plate because most liquids have a contact angle
of 0° on it. The second reason to use platinum is that it is chemically very stable and most contamination
on the plate is easily cleaned by heating the plate.

Figure 2.11.: Wilhelmy–plate method to measure the surface tension of liquids.
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2.4.4. Marangoni effect

A Marangoni effect occurs due to a gradient in surface tension along an interface which can be caused by a
concentration or temperature gradient. This Marangoni effect is noticeable either as a flow of mass, the
so–called Marangoni flow, or in form of a stress, the so–called Marangoni stress. It can be observed e.g.
after swirling a glass of wine (Figure 2.12). It is assumed that wine is a mixture of water and ethanol. Pure
water has a higher surface tension than the mixture. Due to the swirling, a thin wine film spreads on the
glass. This film has a large surface area compared to its volume. Thus, evaporation is faster in this region
than in the bulk region of the wine. Since ethanol evaporates faster than water, the solution in this area
depletes of ethanol and the surface tension is locally increased. The result is a gradient in surface tension
that points toward the high energy surface since it seeks to reduce its surface area. The gradient leads to
a flow of mass, i.e. a Marangoni flow, opposing the gravitational forces and is responsible for the shown
accumulation of wine in form of small drops at the rim. At some point, the drops are too big and they slide
down towards the bulk liquid due to gravity. These observations are referred to as tears of wine [87, 176,
178]. The Marangoni effect was first described in 1855 by the physicist James Thomsen [91] and named
after the physicist Carl Marangoni who published his first observations of the effect in 1865 [119].

Figure 2.12.: Tears of wine effect to explain the Marangoni effect.

2.5. Dewetting of surfactant solutions

In the following, important results of macroscopic studies on the dewetting behaviour of aqueous surfactant
solutions and the hypothesis [69] trying to explain the dynamics close to the contact line of dewetting
surfactant solutions are presented.

2.5.1. Macroscopic influence

Preliminary studies [69, 70, 71, 83, 84, 85, 112, 175] used a rotating drum setup to measure the
dynamic receding and advancing contact angle of surfactant solutions (Figure 2.13 (a)). The setup enabled
measurement of the advancing and receding contact angles over a large velocity regime. The contact
angles were recorded with high–speed cameras and macro optics.
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Figure 2.13.: (a) Sketch of the rotating drum setup after [69]. It enables the simultaneous measurement
of the advancing and receding contact angle. (b) Left: dynamic receding contact angles ver-
sus the velocity for pure water and different aqueous surfactant solutions for C12E5 and C8E3.
Right: Cubic contact angle versus the capillary number (calculated with the viscosity of water
µ = 1mPa s). Solid lines are fits using the hydrodynamic model of Eggers and Snoijer (equa-
tion 2.8) and dashed lines are fits using the hydrodynamic Cox–Voinov law (equation 2.6). [83]
- Published by the Royal Society of Chemistry. This figure shows a part of the original.

Measurements with water showed that the receding contact angle decreases and the advancing contact
angle increases with an increasing rotation speed of the drum [69, 71, 83, 84]. Already the addition of
small amounts of surfactants well below the CMC changed the dynamic receding contact angle significantly
[69, 83]. This can be seen in Figure 2.13 (b) for two exemplary nonionic surfactants C12E5 and C8E3. On
the left side, the dynamic receding contact angle above the contact line velocity for measurements of pure
water and different aqueous surfactant solutions is shown. An increase of surfactant concentration and
velocity leads to smaller contact angles. Truszkowska et al. [175] showed the same behaviour for high
molecular weight surfactants. The plots on the right side of Figure 2.13 (b) show the cubic dynamic contact
angle above the capillary number and the data is represented by straight lines. The capillary number of
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the measurements were in the order of 10−6 and thus in the region between the Langmuir–Blodgett and
Landau–Levich–Derjaguin film formation (Figure 2.5). Henrich et al. [83] showed the described behaviour
also for the surfactants cetrimonium bromide (CTAB, ionic), sodium 1–decanesulfonate (anionic) and
butyl glycole (nonionic). It was found that the charge of the surfactant does not influence the dynamic
behaviour. The hydrodynamic Cox–Voinov law [46] (equation 2.6) and the model of Eggers and Snoeijer
[63, 163] (equation 2.8) were fitted to the data and are represented by the dashed and solid line respectively.
Excellent agreement was found for velocities greater than 10mms−1.

2.5.2. Hypothesis

To explain the influence of even small amounts of surfactants on the dynamic contact angles, Fell et al.
[69, 71] proposed a hypothesis. The model was again described in [83, 84] and extended in [85]. The
hypothesis simplifies the problem to two dimensions and assumes that diffusion is the dominating effect.
Hydrodynamic effects are completely neglected by the hypothesis.
A sketch of the process close to the receding contact line is shown in Figure 2.14 (a). It is assumed that
the liquid/air interface is a straight line without curvature. The general fluid flow (bulk flow) follows
the expected hydrodynamic behaviour. Close to the solid, the fluid moves parallel to the solid surface
towards the contact line. At the contact line, the liquid changes its direction and flows backwards along the
liquid/air interface. The authors of the hypothesis assume that close to the three–phase contact line a new
liquid/air interface is continuously generated. This new liquid/air interface is not covered by surfactant
molecules. There are two possible mechanisms to equilibrate the surface surfactant concentration of the
new liquid/air interface with the bulk concentration [85]. Either molecules diffuse from the bulk towards
the liquid/air interface or molecules that were adsorbed to the solid are directly transferred to the newly
created liquid/air interface at the contact line. The authors assume that the latter effect is negligible and
that diffusion is the dominating equilibration mechanism. This leads to a region close to the three–phase
contact line with lower surface concentration of surfactants [69, 83, 85], as sketched in Figure 2.14 (a).
It is claimed that the size of this region depends on two characteristic length scales that describe the
equilibrium conditions and the advection–diffusion dynamics.

Figure 2.14.: (a) Schematic sketch of the process close to the receding three–phase contact line in the
presence of surfactant molecules. (b) Definition of the parameters needed for the analysis.
Sketches after [69, 71, 84, 85].

In equilibrium, the characteristic length scale α defines the thickness of a liquid layer that contains as many
surfactant molecules as the liquid/air interface. Thus, the length α is a good measure of the diffusion length
and therefore in the following referred to as such. By assuming a linear dependence of the equilibrium
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surface excess
Γ = αc (2.16)

on the bulk concentration c, the integration of Gibbs adsorption isotherm

Γ = − c

RT

∂γ

∂c
(2.17)

between c = 0 and the equilibrium bulk surfactant concentration c, gives the characteristic length scale
[69, 85]

α =
∆γ

RTc
=
γ0 − γ

RTc
. (2.18)

Here, γ0 is the surface tension of pure water and γ the equilibrium surface tension of the surfactant solution.
Depending on the individual properties of the surfactant the diffusion length α can differ significantly.
The definition of the diffusion length α enables an approximation of the non–equilibrium region close to
the contact line. Due to the problem geometry, the diffusion length α is smaller close to the contact line. At
the contact line geometry considerations lead to [85]

Lnon =
2α

tan (Θ)
. (2.19)

This equation defines a region that contains enough surfactant molecules to refill the newly generated
liquid/air interface at the contact line. The prefactor 2 is needed to account for the reduction of the
diffusion length α due to the wedge–shaped geometry. Thus, the concentration of surfactant molecules is
lower close to the contact line and the surface tension is locally increased. This concentration gradient
along the interface and the resulting gradient in surface tension lead to a Marangoni effect (section 2.4.4).
The resulting Marangoni stress opposes the fluid flow close to the liquid/air interface and as a consequence,
the contact angle changes.
Surfactant molecules are transported to the liquid/air interface by diffusion to equilibrate the surface
concentration. This diffusion process is mostly perpendicular to the bulk flow (Figure 2.14 (a)). The
characteristic diffusive time scale is estimated by [69, 71, 85]

tD =
α2

2D
(2.20)

with the diffusion coefficient D. This time scale has to be compared to the advective time scale [85]

tA =
Lnon

U
=

2α

U tan (Θ)
(2.21)

with contact line speed U . While the diffusive time scale tD defines the time needed to equilibrate the
surface concentration, the advective time scale tA defines the time needed to create new liquid/air interface
in the size of Lnon. The ratio between both time scales

tR =
tD
tA

=
1

4
tan (Θ)

U α

D
(2.22)

indicates the relative importance of these processes [85]. If the advective time scale is shorter than the
diffusive time scale (tR > 1), diffusion is not fast enough to equilibrate the newly generated liquid/air
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interface and the non–equilibrium region is expanded.

An additional dimensionless number to study transport phenomena is the Péclet number, named af-
ter the French physicist Jean Claude Eugène Péclet. The Péclet number defines the ratio between advective
and diffusive transport rate and is defined as

Pe =
u l

D
. (2.23)

Here, l is a characteristic length, u is the characteristic velocity and D is the diffusion coefficient. It can be
seen that the above described ratio between the advective and diffusive time scale tR (equation 2.22), is,
apart from the prefactor, identical to the definition of the Péclet number with u = U and l = α.

2.5.3. Surfactant transport on large length scales

The above–presented hypothesis explains the surfactant transport process on a small length scale close to
the receding contact line. Surface tension gradients result in a Marangoni effect which affects the dynamics
of dewetting surfactant solutions.
However, surfactant transport on larger scales might also influence the dewetting behaviour of surfactant
solutions. Fell et al. [70, 71] studied the influence of large scale surfactant transport processes with
different configurations of the rotating drum setup (Figure 2.15). Depending on the filling height of the
drum the surface flow, i.e. the surface surfactant transport between the advancing and receding side,
can be blocked (Figure 2.15 (b) and (c)). Also, by using an additional barrier the bulk flow and thus
the bulk surfactant transport can be blocked (Figure 2.15 (c)). Measurements for pure water showed no
difference between the three setup configurations. In the case of surfactant solutions, blocking of the
long–range surfactant transport processes significantly changes the contact angle dynamics [70, 71]. Even
only blocking the surface surfactant transport increased the dynamic contact angle hysteresis. By blocking
the surface and bulk transport, the measured contact angle hysteresis was further increased [70, 71]. Thus,
the dewetting of surfactant solutions depends on processes at different length scales [70, 71].

Figure 2.15.: Possible surfactant transport processes depending on the setup configuration. (a) Surface
(blue arrow) and bulk transport (yellow arrow) are possible (b) Surface transport is blocked by
the rotation axis of the drum. (c) Axis blocks the surface transport and an additional barrier
blocks the bulk transport. After [71].
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2.5.4. Microscopic influence

In section 2.5.2, I presented the hypothesis [69] which proposes that a Marangoni stress, arising from a
surface tension gradient, opposes the surface flow close to the contact line. The hypothesis can be tested
either by measuring the surface tension gradient close to the contact line or by measuring the influence
of the Marangoni stress on the flow field. Since a measurement of the surface tension gradient is hardly
possible, the flow profile close to the receding contact line should be measured.

An estimation of the needed measurement volume close to the receding contact line is possible with
the hypothesis. In the case of a 0.9%CMC CTAB surfactant solution, the non–equilibrium region close
to the contact line has a size of 20.3 µm [69]. As a result, velocity measurements should be done in an
area <100 µm close to the receding contact lines. This necessitates the use of optical imaging systems,
e.g. microscope, with a sufficient spatial and temporal resolution. In the following, an experimental setup
which enables to measure the dynamics close to moving contact lines over long times is presented.

Measurement setup

Henrich [84] designed a measurement setup to measure flow profiles close to receding three–phase contact
lines of surfactant solutions (Figure 2.16). The main idea of this setup is to create locally stable moving
contact lines. This is necessary since a confocal microscope with a fixed objective position was used to
measure the flow close to the moving three–phase contact line. A free moving contact line would move out
of the field of view of the microscope objective, reducing the measurement time. Thus, the moving contact
line must be locally stable above the objective.

Figure 2.16.: The shown setup is used to create locally stable moving contact lines. [170] (Creative Commons
Attribution 4.0 International license (CC BY 4.0)).

In the following, the working principle and the components of the setup are presented. Since several
experimental methods and setups were built and used in this work, all components are listed in Appendix
A.4. When describing the methods or setups, reference is made to the tables in the appendix for more
details about the components.
A locally stable moving three–phase contact line is realized in the following way: A liquid drop is placed on
top of a glass substrate. The substrate can be moved by a piezoelectric stage (A.3.1). While the substrate
can be moved back and forth, the drop is pinned to the prism. Thus, it is possible to create advancing or
receding contact lines that are locally stable since the drop is pinned to the prism. Therefore, it is possible
to use fixed optical elements, e.g. the objective of a confocal microscope, to study the area close to a moving
contact line. This enables studying the area close to moving three–phase contact lines on a microscopic
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scale.
The setup was designed so that it fits on a fluorescence microscope (A.2.7) or a custom–built laser scanning
confocal microscope [151, 181]. All important parts of this setup are mounted on kinematic units allowing
a precise alignment of the setup. The prism can be moved vertically by a translation stage (A.3.3) and a
kinematic mount (A.3.4) enables angular adjustment. Three preloaded fine thread screws (A.3.5) allow
vertical and angular adjustment of the piezoelectric stage and the substrate. A substrate holder is screwed to
the piezoelectric stage and the measurement substrate is placed on top of this holder. The piezoelectric stage
has a maximum travel range of 25mmwith a velocity range between 0.001mms−1 and 10mms−1. Henrich
[84] analysed the linearity of the motion with the following results: For high velocities >1.33mms−1 the
movement of the stage is smooth. A one millimetre thick polydimethylsiloxane (PDMS) dampening layer is
used for lower velocities. This layer is placed between the piezoelectric stage and the substrate holder.
That way a smooth movement is possible down to a velocity of 0.2mms−1.

Preliminary studies with the setup

First velocity measurements close to receding contact lines using the above described setup were performed
using a confocal laser scanning microscope [84]. Polystyrene particles with a diameter of 4 µm were added
to the liquid and tracked to measure the flow velocity. Due to limitations of the axial scanning capacities of
the used confocal microscope the measurement volume was limited to a horizontal two–dimensional plane
close to the moving substrate (out–of–plane distance to substrate <10 µm). Furthermore, no out–of–plane
velocity data could be measured and the measurement time was limited by the used high–speed camera.
Therefore, the amount of data was low and the statistical significance poor. A first conclusion of the these
first measurements was that the velocity close to the solid of dewetting surfactant solutions differs from
the velocity of pure water [84]. However, due to the above mentioned points, the conclusion is based on
sparse amount of data.
Thus, a measurement method with sufficient temporal and spatial resolution is needed to investigate the
dynamics of surfactant solutions close to moving contact lines.

Measurement of flow fields in moving drops

The choice of a suitable experimental method is limited by the three–dimensional shape of the drop and
the optical accessibility of the measurement setup. Moving drops have complex three–dimensional shapes
and different wetting behaviours depending on the contact line velocity [62, 109, 139, 141, 165] (section
2.2.3). Only a few studies report velocity measurements close to receding contact lines of moving drops
since a free moving drop does not remain long in the field of view of the optical measurement device.
Furthermore, due to the unknown dynamic interface of the drop, only the solid substrate is an optically
defined interface. Since the solid substrate is flat, no optical aberrations occur. Thus, the only option to
measure dynamics inside the drop without optical aberrations is by illuminating and detecting through the
solid substrate.
Rio et al. [146] measured the two–dimensional flow close to the solid substrate of drops running down a
tilted plate. Qian et al. [142] used flood illumination and total internal reflection fluorescence to measure
flow fields close to moving contact lines. They subsequently measured the flow in different horizontal planes
in the liquid while moving the liquid back and forth. The three–dimensional flow field was reconstructed
by combining the measurements of multiple horizontal planes. Kim et al. [97, 98] used a tomographic
particle image velocimetry (PIV) setup with four PIV cameras mounted to a custom made microscope to
measure the three–dimensional internal flow of moving water drops. Similar to the setup of Henrich [84],
they pinned the drop to a locally stable position while moving the substrate underneath it.
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Although the multi–camera method of Kim et al. enables three–dimensional measurements of flow fields, I
decided to minimize the complexity by using experimental methods that only need one camera or detection
unit like a confocal microscope.

2.6. Microscopy

Microscopy is a standard tool in every natural science and industry to magnify objects. The invention of the
compound microscope is generally attributed to a Dutch spectacle maker Zacharias Janssen of Middleburg
(1590) and the second place is taken by Galilei, who announced his invention of the compound microscope
in 1610 [82]. The lens system of a compound microscope is shown in Figure 2.17. The object is magnified
to a real, inverted intermediate image. This intermediate image is further magnified by the ocular. The
ocular is arranged so that the intermediate image falls on its focal plane. The total magnificationM of the
compound microscope is the product of the two partial magnifications of the objective MOb and ocular
MOc [28, 82]

M =MOb MOc. (2.24)

Thus, high magnifications are easily reachable and images can be recorded by placing a camera behind the
ocular.

Figure 2.17.: Lens assembly of a compound microscope. The object is magnified to a real, inverted interme-
diate image. This intermediate image is further magnified by the ocular.

2.6.1. Optical resolution

An important property of microscopes or any optical imaging device is its resolution. The optical resolution
is the ability of an optical imaging system to resolve details of the observed object. The definition of optical
resolution is a matter of convention and different resolution criteria exist [28, 82, 89]. In the following
commonly used standard criteria are presented.

Abbe’s criterion

Basic concepts of light microscopy were established by the physicist Ernst Abbe (1840-1905) [2].These are
visualized by the diffraction of light at a grating (Figure 2.18). The light with a wavelength λ is diffracted
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into multiple orders i at a grating with a constant spacing d. To quantify the light collecting properties of
the objective, Abbe introduced the numerical aperture (NA) of the objective

NA = n sin (ψ) (2.25)

with the (half)angular aperture α and the index of refraction of the surrounding medium n. Hence, the
numerical aperture describes the range of angles from which the objective can accept or emit light.

Figure 2.18.: Diffraction of light at a grating to visualize Abbe’s resolution criterion, after [28]. (a) Resolu-
tion criterion is not fulfilled and the grating is not resolved in the image plane. (b) Resolution
criterion is fulfilled and the grating is resolved.

At least two orders of the diffracted light, i.e. at least the 0th an the 1st orders of diffracted light,
must be collected by the objective to resolve the grating. By using the diffraction equation at a grating
sin (βi) = i λ/nd, the minimal distance d between two lines of the grating that can be resolved is

d =
λ

NA
. (2.26)

Since the resolution is defined as the ability to resolve details and the distance d is the minimal distance
between two lines of grating that can be revolved, d is a measure of the lateral, i.e. in–plane, resolution.
Thus, the lateral resolution d is proportional to the used wavelength of the light λ and inverse proportional
to the numerical aperture NA of the objective. Equation 2.26 is Abbe’s resolution criterion in the case of
a central incident beam. In Figure 2.18 (a) the resolution criterion is not fulfilled and the grating is not
resolved, whereas in (b) the criterion is fulfilled and the grating is resolved in the image plane.
If instead of a central incident beam, a condenser is used to illuminate the grating, Abbe’s resolution
criterion is defined as

dAb =
λ

NA+NAcond
(2.27)

with the numerical aperture of the condenser NAcond. The best resolution is reached in the case of
NA = NAcond. No additional resolution is gained if the numerical aperture of the condenser NAcond

exceeds the numerical aperture of the objective NA.
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Rayleigh and Sparrow criterion

Instead of using a grating, small luminous point objects, e.g. stars, can be used to define resolution criteria.
We cannot resolve any details of stars since they are too far away with exception of the sun. Already early
astronomers realized that the images of stars observed with their telescopes do not appear as infinitesimal
small points, but as dots with dim rings around them [28] (Figure 2.19 (a)).

Figure 2.19.: (a) Two–dimensional intensity distribution of a diffraction pattern of a small luminous point
recorded with a circular aperture. Pattern is calculated with equation 2.28. (b) Profile through
the middle of (a) along the dashed line with the marked full width at half maximum (FWHM)
and one Airy unit (AU).

The observed diffraction pattern can be calculated using the Fraunhofer approximation of wave–optics,
named in honour of the physicist Joseph von Fraunhofer (1787-1826). The Fraunhofer condition is fulfilled
if the diffraction pattern is observed at a great distance from the diffraction object (e.g. circular aperture of
a telescope) or at the focal plane of an imaging lens (that is placed in the circular aperture) [82]. The
illuminating light waves are cropped by the aperture and only a circular segment is used to create an image
in the focal plane. This is the same process that takes place in an eye, microscope, or camera [82]. Since
the condition is fulfilled, the illumination and diffraction light waves can be treated as plane waves. The
diffraction pattern is described by the function [28, 82]

I = I0

(︃
2 J1 (r)

r

)︃2

. (2.28)

Here, I is the intensity (brightness) of the pattern depending on the radius r, I0 is the maximum intensity
peak at the centre of the pattern and J1 is a first–order Bessel function. The intensity distribution of the
diffraction pattern of equation 2.28 is called point spread function (PSF) since it describes how a point is
spread into a two–dimensional pattern by an optical instrument [28]. The PSF of equation 2.28 is shown
in Figure 2.19 (b). The profile (b) is called Airy pattern and the middle of the two–dimensional image (a)
is called an Airy disc in honour of the mathematician Sir George Biddell Airy (1801–1892), who was the
first to derive equation 2.28 [4]. The first dark ring around the centre dot in Figure 2.19, i.e. the first zero
crossing of function 2.28, is defined as the diameter of the Airy disc or as the Airy unit (AU) [28, 82, 89,
180, 187]

AU = 1.22
λ

NA
(2.29)
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Equation 2.29 describes the diameter of the image of a point–like object. Thus, the diameter reduces for a
small wavelength λ and a large numerical aperture.

Knowing this, an argument about the requirements to distinguish between two infinitesimal small luminous
objects, e.g. stars, that are close together is possible. The superposition of two PSFs for distant incoherent
point light sources can be calculated for different distances between them (Figure 2.20). The black curve
is the superposition of two light sources at the same position. The superposition just has an increased
intensity. If the spacing between the PSFs is increased, at a certain distance dSp the red curve is reached.
The superposition has a plateau, i.e. the function is constant for a certain distance, and an infinitesimal
increase of the spacing would lead to two maxima and a minimum in between. So the distance dSp is
the true limit whether one or two objects can be seen. The distance dSp is called the Sparrow criterion in
honour of C. M. Sparrow and can be calculated via [28, 82, 167]

dSp = 0.51
λ

NA
(2.30)

which is nearly identical to Abbe’s resolution limit in the case of NA = NAcond (equation 2.27).
If the distance between the light sources is further increased, at a distance dRa the maximum of one PSF
lies in the first minimum of the second PSF (blue curve). This distance dRa is called the Rayleigh criterion
in honour of John William Strutt, 3rd Baron Rayleigh (1842–1919). Since the function 2.28 is symmetric,
the distance dRa is half the diameter of the Airy disc [28, 82, 114, 180]

dRa = 0.61
λ

NA
. (2.31)

Figure 2.20.: Superposition of two point spread functions (dashed lines) for distant incoherent point light
sources for varying distances between them. Two point light sources at the same position
lead to the black curve. The red curve shows the superposition of two light sources (black and
red dashed curves) at a distance corresponding to the Sparrow resolution limit dSp and the
blue curve shows the superposition at a distance corresponding to the Rayleigh resolution
limit dRe.
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Full width at half maximum

The previous mentioned criteria are based on the distance between two points. Although the criteria are
good, in reality, it would take an exaggerated amount of work to control the distance of two points in the
range of nanometres. Furthermore, the PSF of both points is identical. Thus, all information is already
given by one PSF from function 2.28 and the superposition does not give additional information. Therefore,
a resolution criterion merely based on the PSF would serve. A commonly used parameter dfwhm is the full
width at half maximum (FWHM) of the PSF (Figure 2.19 (b)). The distance dfwhm is defined as a criterion
for resolution [28]

dfwhm = 0.515
λ

NA
. (2.32)

The advantage of the FWHM is that it can be measured with images of objects that are not resolved by the
imaging objects.

2.6.2. Confocal microscopy

Confocal microscopy, introduced by Minsky in 1957 [126], was invented to overcome the optical limitations
of wide–field microscopy. Since in wide–field illumination the whole specimen is permanently illuminated,
up to 90% of the observed fluorescence can originate from out of focus positions, leading to a reduced
depth resolution and high background noise [44]. Confocal microscopy solves this problem by blocking
most out of focus information by use of a pinhole. Figure 2.21 shows the working principle of confocal
microscopy. The light emitted from the point light source is focused by an objective to illuminate a small
focal spot in the focal plane in the specimen. The same objective collects the emitted/reflected light which
is imaged on a pinhole before being detected. The confocal condition is that the pinhole is positioned at
the plane that is optically conjugated to the illumination focal spot [6, 28, 89]. This configuration blocks
most out of focus light from being detected. Thus, confocal microscopes detect light only in an area around

Figure 2.21.: Sketch of a confocal microscope to show the confocal condition. The focused illumination
point in the focal plane and the observed point in the plane of the pinhole lie on optically
conjugated planes. Thus, most out–of–focus light coming from planes above or below the
focal plane is blocked by the pinhole.
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the focal plane. This area is called the optical slice thickness. The optical slice thickness is defined as a
three-dimensional volume (with the focal plane in its middle) from which light is detected. Conventional
microscopes have no optical slice thickness since these devices also detect out–of–focus light. As a result,
confocal microscopy enhances lateral/axial resolution and allows true three–dimensional–imaging.

Laser scanning confocal microscopy

Since its invention different designs of confocal microscopes were introduced. The laser scanning confocal
microscope (LSCM) or confocal laser scanning microscope with a moving laser beam appeared in the
1980s, see Åslund et al. [9, 10], Carlsson et al. [35], Amos et al. [7] and White et al. [183]. The LSCM
scans each position of the focal plane with a moving focus point. This is done by a pair of moving mirrors
(galvanometer or resonant scanner) or acousto–optical deflectors. The focal plane can be moved axially
through the sample either by moving the objective or the sample holder. This point scanning dramatically
reduces the contribution of out–of–focus fluorescence. Therefore, LSCM is the method of choice to measure
densely packed fluorescent samples or biological samples [89]. The major advantage of LSCM is that it can
scan arbitrary planes through the sample by controlling each scanning unit individually. Thus, arbitrary
planes through the sample can be measured and analysed.

A disadvantage of LSCM is its speed limitation. The scanning speed is limited by the movement of
the fastest scan axis. Modern resonant scanner or acousto–optical modulators can be used to increase
the scanning speed. The important point is that when the scanning speed is increased the focal spot
spends less time at a specific position of the sample. Thus, less time is available to detect photons coming
from the sample and the recorded image gets noisy. To increase the image quality the laser intensity
can be increased. More excitation photons would reach the sample and thus more photons are emitted
or reflected from the sample. However, high laser intensities at the focal spot can damage the sample.
Another option is to scan the same line twice and average the recorded data. But to maintain the scanning
speed, the scanned area of the probe has to be reduced. As a result, it is not possible to achieve high
temporal resolution, high spatial resolution, large pixel numbers, and a wide grey scale simultaneously [89].

To enable high scanning speeds several multi–beam confocal microscope were developed, e.g. slit scanning
microscopes [36, 173], spinning disk microscopes [128, 162, 173] or pinhole array setups [94]. These
designs also have drawbacks like high bleaching rates of slit scanning microscopes or low light transmission
and reflections from the disc of spinning disc microscopes [89, 173, 188]. Additionally, multi–beam setups
have the drawback of crosstalk between the beams, leading to high background noise when recording
densely packed fluorescent samples [76, 188]. Another single–beam design of a confocal microscope which
enables fast scanning is a re–scan laser scanning confocal microscope. This design enables high scanning
speeds while only using a single laser beam. The re–scan design is presented in detail in section 3.1.1.

Three–dimensional scanning capacities

A further limitation are the axial scanning capacities of current confocal microscope designs. A confocal
microscope achieves axial scanning by moving the focal plane through the sample. A common way to
accomplish this is by moving the objective up and down by using piezoelectric scanners. The maximum axial
scanning speed of these scanners is limited by the inertia of the moving objective. Also, fast movements
of the objective can induce vibrations on the sample, affecting the image quality [60, 77]. This effect is
enhanced if immersion objectives are used since the immersion oil mechanically couples objective and
sample. Several techniques to enable high speed axial and three–dimensional scanning without disturbing
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the sample were developed. These techniques move the focal plane without moving the objective and are
referred to as remote focus techniques. Various electric tunable lenses based on electrowetting [17] or
liquids [77, 130, 159] exist. Also, lenses based on acousto–optic deflectors or scanners [59, 96], tunable
acoustic lenses [60, 125], liquid–crystal lenses [113] and diffractive tunable lenses [15] are available.
These lenses are placed in the back aperture of the objective and allow for shifting the focal plane in the
axial direction without moving the objective. Besides lenses, a spatial light modulator [49], a second
objective with a moveable mirror [29, 30] or the addition of two objectives [48] can be used to remotely
move the focal plane. All of these techniques add optical elements to the beam path adding possible
refraction, diffraction, and reflection interfaces and therefore lowering the signal intensity. Also, some of
the techniques alter the field of view or add optical aberrations, e.g. chromatic aberration due to missing
corrections of the optical elements. Several of these techniques are also not suitable for applications with a
high numerical aperture objective [15]. Aberration free and usable for high numerical aperture applications
are the remote focus techniques of [29, 30, 48].

Resolution of confocal microscopes

The maximally available resolution is limited by the wavelength of the light and in the case of laser scanning
microscopes by the spot size of the laser focus [134]. The latter accounts for the fact that the laser focus
cannot be infinitesimal small but has a finite size. Table 2.1 lists the theoretical formulas to calculate the
lateral/axial resolution and optical slice thickness for conventional and confocal microscopes. As already
mentioned, confocal microscopes block most out–of–focus light and thus enable three–dimensional imaging.
The optical slice thickness defines the axial thickness of the specimen’s volume from which light is led
through by the pinhole and recorded. Since conventional microscopes have no pinhole, a slice thickness
cannot be defined.

Table 2.1.: Lateral and axial resolution and optical slice thickness for conventional and confocal micro-
scopes [6, 28, 89, 132, 134, 156, 180, 184, 187]

Conventional Geometric–optical Wave–optical
microscope confocal microscope confocal microscope

1AU < Dph <∞ Dph < 0.25AU

Lateral
resolution

0.61λem
NA

0.51λex
NA

0.37λm
NA

Axial
resolution NA ≥ 0.5

2nλem
NA2

0.88λex

n−
√︁
n2 −NA2

0.64λm

n−
√︁
n2 −NA2

NA < 0.5
2nλem
NA2

1.77nλex

NA2

1.28nλm

NA2

Optical slice
thickness

Not
definable

⌜⃓⃓⃓
⎷
⎛⎝ 0.88λem

n−
√︁
n2 −NA2

⎞⎠2

+

(︄√
2nDph

NA

)︄2
0.64λm

n−
√︁
n2 −NA2

The resolution depends on the index of refraction n, the numerical aperture (NA) of the microscope
objective, and the wavelength of the light λ. For the latter is distinguished between excitation λex, emission
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λem, and a median wavelength [132, 156]

λm =

√
2λexλem√︁
λ2ex + λ2em

. (2.33)

The modified pinhole diameter Dph is measured in Airy units (AU) and defined as [133, 187]

Dph =
dph
MOb

(2.34)

with the physical pinhole diameter dph and the magnification of the objective MOb. Depending on the
modified pinhole diameter of the setup, either a geometric– or wave–optical analysis is used to describe
the resolution of the setup [6, 132, 156, 184, 187]. Standard confocal microscopes do not use infinitesimal
small pinholes and work with Dph > 0.25AU.

2.7. Measurement of fluid velocity

Several standard techniques [122] and volumetric techniques [31, 41, 43, 58, 99, 194] are available to
measure the fluid velocity. In the following, particle–based techniques are presented that were used in this
work.

2.7.1. Particle–based techniques

Particle–based techniques [174] rely on tracking particles that follow the fluid flow. These particles have
to fulfil several conditions to provide good measurement data: The particles have to follow the fluid flow
truthfully without disturbing it. Thus, an important point is to match the density of the particle and the
density of the measurement fluid to avoid sedimentation effects. In addition, the fluid motion should
exceed any Brownian motion [65, 108, 110, 135, 171] of the particle. The Brownian motion is significant
for particle diameters smaller than 1 µm and adds an error to the determination of the velocity [131].
The error due to Brownian motion can be eliminated using correlation averaging [111]. Furthermore,
the particles have to scatter or emit enough light to detect them properly. If possible, fluorescent tracer
particles should be used since they significantly improve the quality of the recording [123]. Since the
camera has a significant impact on the image quality, the camera should have the highest possible quantum
efficiency [79, 111]. The particle size should be chosen so that the motion of a particle between two frames
is less than half the particle diameter [47]. A sufficient amount of particles should be added to the fluid, to
measure the velocity with the desired temporal and spatial resolution.

2.7.2. Particle image velocimetry and particle tracking velocimetry

Particle image velocimetry (PIV) and particle tracking velocimetry (PTV) are off–the–shelf experimental
tools to measure fluid velocities [3]. If the measurements take place on the micro–scale, as in this work,
the methods are referred to as µPIV or µPTV. Depending on the density of tracer particles in the image,
the evaluation of the velocities is done differently. PTV algorithms are used to calculate the velocities
for small particle densities and PIV algorithms are used to calculate the velocity for high particle densities [3].

The fluid volume is illuminated and observed with the microscope objective. Fluorescence particles
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emit light that is collected by the microscope. The two–dimensional image of the particles is recorded by
the camera. After a small–time interval, ∆t a second image is recorded. If a flow occurs, the particles have
moved some distance ∆d. The velocity u can be calculated with

u =
∆d

∆t
. (2.35)

This can be done for consecutive frames and the velocity of the particles can be calculated for all recorded
time frames. PTV tracks the trajectories of single particles and delivers the velocity and acceleration along
the trajectory. This is the reason why PTV is also referred to as lagrangian particle tracking. However,
particles can move in three dimensions during the time interval ∆t. Thus, for volume illumination (all
tracer particles emit light) only the light from the particles in the focal plane should be collected. This can
be easily done by using a confocal microscope, see section 2.6.2.
Standard PIV/PTV are two–dimensional techniques that can be used to measure velocities in the focal
plane (e.g. xy–, xz– or yz–plane). Several options are available to use PIV/PTV as three–dimensional
techniques, see [41, 58, 174].

2.7.3. Astigmatism particle tracking velocimetry

Defocusing techniques [12, 13, 58], like astigmatism particle tracking velocimetry (APTV), use the size
or shape of the particle images to calculate the third out–of–plane (axial) position of the particle. The
first defocusing technique was used by Willert and Gharib [186]. They used a three–pinhole aperture to
deform the recorded particle shapes and were able to measure three–dimensional velocities. The first APTV
setup is described by Kao and Verkman [95] who used a cylindrical lens to deform the particle shapes
and measured the three–dimensional position of particles in living cells. APTV was further improved and
nowadays is an established technique for microfluidics called µAPTV [12, 13, 40, 41, 42, 43, 148].

In Figure 2.22 (a) a sketch of an APTV setup is shown. A fluorescent microscope is changed into an
APTV setup by placing a cylindrical lens in front of the camera. Due to the cylindrical lens, instead of one
focal plane, two focal planes Fxz and Fxy exist (Figure 2.22 (b)). The images of fluorescent tracer particles
are deformed either horizontally or vertically, depending on their distance to the focal planes. For this
reason, the shape of the particle image can be used to determine the axial position of the particle. Therefore,
a calibration of the APTV setup is needed. This is done by recording particle image shapes of reference
particles with known axial positions. Recorded particle image shapes of measurements are compared to
the calibration data to calculate the axial particle position. Hence, APTV measures three–dimensional
trajectories of particles with two–dimensional images of the particle shapes.

The big advantage of APTV, or defocusing techniques in general, is that only one camera and no moving
parts are needed to measure a three–dimensional velocity field. The only necessary addition to standard flu-
orescence microscopes is a cylindrical lens that is placed in front of the camera chip. The three–dimensional
frame rate of APTV setups equals the reachable two–dimensional frame rate, since three–dimensional
information is calculated with a two–dimensional image.

However, there are a few important points to keep in mind. The optical path is disturbed on purpose by
adding a cylindrical lens. Thus, the resolution of the setup is reduced compared to standard fluorescent
setups since the particle images are deformed. Since the intensity of the emitted fluorescence light of one
particle is distributed over several camera pixels due to its elliptical shape, the quantum efficiency of the
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Figure 2.22.: (a) Sketch of a fluorescent microscope with a cylindrical lens in front of the camera. (b) The
image of a fluorescent labelled particle changes depending on its distance to the objective
lens due to the cylindrical lens. Adapted from [170] (under review) ©2020 American Physical
Society (CC BY 4.0).

camera is even more important than in standard PTV. Furthermore, the size of tracer particles has to be
monodisperse because otherwise, the technique fails. APTV works with low seeding rates since the shape
of each particle has to be recorded.
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3. Experimental methods

In this chapter, two experimental methods that I developed and built during this work are presented. The
first method, which is presented in the first part of this chapter, is a custom–built fast re–scan laser scanning
confocal microscope that I developed and built. In the second part of this chapter, an astigmatism particle
tracking velocimetry (APTV) setup that I built is presented. Both setups were designed by me and all
necessary software codes to control the setups and analyse the recorded data were written by me as well.
Both methods were built to enable the measurement of flow fields close to moving three–phase contact
lines. At the end of this chapter, the methods are compared regarding their capabilities to measure the flow
fields.

The appendix contains an overview of all commercial components (Appendix A.4), technical drawings
(Appendix A.8), used software programmes (Appendix A.6) and consumables (Appendix A.5). When
describing the methods or setups, reference is made to the tables in the appendix for more details on the
components, software or consumable material.

3.1. Fast re–scan laser scanning confocal microscope

Commercially available state–of–the–art confocal microscopes offer full–frame two–dimensional imaging
with tens of hertz and good resolution. They include control and analysis software and several illumination
wavelengths [1, 45, 193]. Whereas these microscopes deliver very good resolution and image quality for
low frame rates, they are limited in high–speed acquisition. Table 3.1 lists the high–speed specifications
of three commercially available state–of–the–art confocal microscopes. In particular, the field of view is
severely restricted, which limits the use of these microscopes. It is also worth mentioning that at the time
the here presented custom–built microscope was planned (2017), none of the mentioned commercial
microscopes were available and the high–speed capacities of older generations of commercial microscopes
were even worse.
A further limiting factor of commercial microscopes is the limited axial scanning speed. The axial scanning
is either done by moving the objective or the sample up and down. The fast mechanical movement of
the objective can induce vibrations on the sample. Next to affecting the image quality, this can lead to
distortions of liquid samples, e.g. drops. The movement of the sample stage leads to even greater distortions
of liquid samples.

Therefore, despite all the benefits of commercially available confocal laser scanningmicroscopes, I decided to
build a new high–speed confocal microscope. The last entry in Table 3.1 shows the high–speed specifications
of the custom–built setup that are clearly above the commercially available standard. A custom–built
microscope has also the advantage that the beam path is easily accessible and customizable. Two extensions
of the built microscope to measure three–dimensional dynamics without disturbing the sample are presented
in section 3.1.5.
During the construction of the microscope, I supervised a Bachelor thesis [105] which had a part in

33



Table 3.1.: High–speed capacities of state–of–the–art commercially available confocal laser scanning mi-
croscopes [1, 45, 193] compared to the custom–built microscope.

Company Model Release Max. frame rate [Hz] Field of view [px2] Line speed [lines/s]
Nikon A1R HD25 08.2018 720 512× 16 7800
Zeiss LSM 980 04.2019 425 512× 16 6380
Leica Stellaris 8 04.2020 428 No information No information
MPIP Fast mode 10.2018 1000 1024× 125 31400

constructing the confocal microscope. Most of the content in the following sections about the custom–built
confocal microscope is published in [169].

3.1.1. Re–scan laser scanning confocal microscope

The custom–built microscope is a re–scan laser scanning confocal microscope. This is a special design of a
laser scanning confocal microscope. De Luca et al. [51, 52, 53] published the design 2013 and named it
"Re–scan confocal microscopy". Auernhammer et al. [11] published a high–speed design of an re–scan
confocal microscope in a patent from 2013. Also, commercial re–scan confocal microscope modules are
available with a recording speed of 4Hz [144].

The general design of a re–scan configuration is shown in Figure 3.1. The incoming laser beam is redirected
by a beam splitter towards the sample scan unit. This unit is used to scan the sample in lateral direction,
i.e. x– and y–direction. The imaging optics are used to scan the sample in axial direction. The emitted
light from the sample is captured by the imaging optics and redirected towards the beam splitter. Behind
the beam splitter, the light penetrates a pinhole and reaches the detection scan unit. This scan unit depicts
the sample information on a two–dimensional camera chip. It is necessary that the scan units and the
camera are frequency– and phase–locked.

Figure 3.1.: Schematic beam path of a re–scan confocal laser scanning microscope. Reprinted from [169],
with the permission of AIP Publishing.

The difference between the design of a standard laser scanning confocal microscope and the re–scan design
is the detection beam path. In a standard design, a photomultiplier tube or photon counter is placed behind
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the pinhole and used to detect the signal. Since the laser signal at this position is purely temporal, software
is needed to reconstruct a two–dimensional image of this temporal data. A re–scan configuration on the
other hand directly records a two–dimensional image, because the second scan unit depicts the data on
the two–dimensional camera chip. Thus, the re–scan design does not need complex image reconstruction
software.

3.1.2. Setup requirements and design decisions

The aim of this work is the measurement of flow fields close to receding three–phase contact lines. The
main requirement of the custom–built microscope is enabling the measurement of those flow fields with
sufficient spatial and temporal resolution. To fulfil this requirement a vertical scan (xz– or yz–scan) with
at least a frame rate of ≥50Hz is necessary. In general, the following points would be desirable:

• High scanning speeds with highest possible resolution

• Fast axial scanning speed without disturbing the sample

• Simple and quick adjustment of the optical components with a minimum number of optical elements

• Compatibility with various experimental setups

Some of these points conflict with each other. In section 2.6.2, it was already shown that it is not possible
to achieve high temporal resolution, high spatial resolution, large pixel numbers, and a wide grey scale
simultaneously [89]. As a result, a design compromise was necessary:
I chose to realize the highest possible scanning speed. Therefore, I had to use small scanning mirrors to
enable the fastest possible mirror movement. Due to the small mirror size, the pupil of the objective could
be barely fully illuminated which reduced the usable numerical aperture of the objective and thus the
resolution of the setup. The optical properties of the setup are characterized in section 3.1.4.
I chose the fastest available objective scanner to enable fast axial scanning. To circumvent the disturbance
of the sample during the measurement of flow fields, I built two configurations of the setup which are
explained in detail in section 3.1.5.
The adjustment of optical assemblies is a time–consuming process that should be reduced to a minimum.
In order to achieve this, I reduced the number of optical elements as much as possible. Since I connected
every optical element by optical rails and rods, the mechanical drift of the components is low. This also
reduced the adjustment time compared to other custom–built microscopes that were used in previous
studies [151, 181].
The design of the sample table of the microscope offers maximum compatibility with various experimental
setups. Several mounting plates and a common 25mm hole grid around the measurement area provide
maximum flexibility.

3.1.3. Description of the setup

In this section, the beam path, important assembly groups, the control software, and the motion of the
synchronized scanners of the custom–built microscope are presented.

Beam path and its components

This section provides detailed information about the components of the custom–built microscope. After a
description of the whole beam path, important assembly groups are explained in detail.
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Figure 3.2 (a) shows a detailed schematic sketch of the standard configuration of the microscope. In (b)
the completely assembled microscope is shown and (c) shows the microscope with removed sample table
and overlaid beam path. The components are arranged compactly, leaving around a third of the available

Figure 3.2.: (a) Sketch of the beam path of the standard configuration of the custom–built microscope. (b)
Completely assembled microscope. (c) Assembled microscope with removed sample table. The
blue line marks the excitation laser beam and the red line marks the reflected or emitted laser
beam from the sample. The magenta line in (a) marks the part of the beam path where both,
excitation and reflected/emitted, laser beams overlap.
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breadboard (A.1.47) space free. Thus, enough space for future extensions is available. The laser (A.1.46)
emits green light with a wavelength of 532 nm that passes a shutter (A.1.14) and a motorized grey filter
wheel (A.1.23, A.1.16). Both shutter and filter wheel can be controlled remotely, enabling safe regulation
of the laser intensity. The first telescope consists of two achromatic doublet lenses (A.1.17, A.1.27) with
focal lengths of 19mm and 100mm. This increases the laser beam diameter from 0.7mm to 3.7mm. The
following 50:50 beam splitter (A.1.24) directs half of the laser intensity to a power meter (A.1.13) which is
used to monitor the laser power in realtime. The other half of the laser intensity is lead towards scan cube
B in which the oscillating mirrors are mounted. The oscillating mirrors create an array of diverging laser
beams. This array enters a telecentric lens system (A.1.8, A.1.9). The telecentric system transforms the
diverging beams into a parallel array of laser beams. The advantage of a telecentric lens system is that the
microscope objective can be moved in a range of 70 to 170mm behind the telecentric system. Therefore,
the axial scanning of the sample can be done by moving the objective back and forth.

The parallel light array is reflected vertically into the pupil of the objective. The movement of the objective
can be controlled by two devices. A rough height adjustment can be done by an elevator stage (A.1.31). For
fine adjustments, two different piezoelectric positioning devices are available. The first piezoelectric motor
(A.1.39) has a sub–nanometre positioning resolution with a travel range of 400 µm. The second device
(A.1.35) enables fast axial scanning with an oscillation frequency of 100Hz with a travel range of 100 µm.
The sample can be moved with a motorized xy–table (A.1.37). The xy–table is placed on a sample table.

The sample reflects/emits light which follows the same path back to the beam splitter. Half of its in-
tensity is redirected towards the laser and is lost. The other half is lead towards a second telescope which
focuses the beam on a pinhole. The light passing through the pinhole (A.1.22) is scanned by scan cube A
onto a complementary metal–oxide–semiconductor (CMOS) sensor (A.1.48). An f–theta lens (A.1.51) is
used to transform the diverging beam into a parallel array of laser beams and focus the light on the camera
chip.

Several mirrors (A.1.25, A.1.26) in the setup are needed to guide and correct the laser beam. The
mirrors are necessary because the beam deviates from its optimal position when passing through optical
elements. The mirrors are silver–coated resulting in a high reflectance >98.5% in the case of the used
laser light wavelength. All optical elements, e.g. lenses and beam splitter, have an anti–reflective coating to
minimize losses due to reflection.

The description above is true for the reflectance mode of the confocal microscope. To use the setup
in fluorescence mode, either the beam splitter can be replaced by a suitable dichroic mirror or an appropri-
ate chromatic filter is placed between scan cube A and the beam splitter. The latter one is only suitable if
enough fluorescent light is emitted by the probe, because 50% of the emitted light is lost due to the beam
splitter.

Assembly group: Scan cubes
The scan cubes are the main part of the built confocal microscope. Technical drawings of the scan cubes can
be found in Appendix A.8. Each scan cube contains one resonant scanner (A.1.34) and one galvanometer
scanner (A.1.19). The scan cubes protect the mirrors from physical damage and dust and have a sound
absorbing effect. Figure 3.3 shows both scan cubes with removed top plates. Scan cube A (Figure 3.3 (a))
scans the chip of the camera. Therefore, the scan cube reflects the laser beam, which enters the cube
horizontally from the right, vertically upwards. The second scan cube B (Figure 3.3 (b)) scans the sample.
The laser beam enters the cube from the left and exits through the lower side.
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Figure 3.3.: (a) Scan cube A and (b) scan cube B. Each of the scan cubes contains a resonant and a gal-
vanometer scanner.

Several important points had to be considered during the design of those scan cubes. The rotation axis of
the resonant and galvanometer scanner must be perpendicular to each other. Otherwise, the mirrors would
not create a uniform array of laser beams. Furthermore, the incoming laser beam must meet at first the
resonant mirror when entering the cube. The reason for this is the size of the mirror. The resonant mirror
has a size of 4× 5mm2 and the incoming laser beam has a thickness of 3.7mm. The first moving mirror
transforms the incoming laser beam into a line that is reflected to the second moving mirror. The length of
this reflected line is larger than the size of the resonant mirror. Thus, the first mirror that is encountered
by the incoming laser beam must be the resonant mirror and the second mirror is the large galvanometer
mirror.
An unavoidable error source is the spacing between the moving mirrors. In an ideal case, the axes of
rotation of both resonant and galvanometer mirrors should cross each other. In reality spacing between
the axes of rotation is unavoidable due to the size of the mirrors. To minimize the influence of the spacing,
the spacing between the mirrors should be reduced as much as possible. The spacing between the mirrors
was set to 12mm. Additionally, the spacing shifts the height of the laser beam. The standard height of
the laser beam was 60mm, since this height is the available height of the used optomechanical system
(A.1.21) on which the setup is based. This beam height was used in the entire setup, except in the area
between scan cube B and the objective. In this area, the laser beam height was reduced to 48mm. The
optomechanical system also had compatible elements for a beam height of 40mm. 8mm thick adapter
plates and optomechanical components with a beam height of 40mm were used in this area.
The most crucial alignment spot is scan cube B. After the scan cube, the laser light has to move through
the telecentric lens system and the objective. A good alignment of the mirrors in scan cube B is necessary
since the number of alignment mirrors after the scan cube is limited to two. The reason for this is that the
lenses of the telecentric systems need a fixed distance to the moving mirrors inside of the scan cube and
to the microscope objective. To enable adjustment of the moving mirrors, both, the resonant mirror and
the galvanometer mirror, have an adjustable rotation axis. The galvanometer scanner can be rotated in
its mounting hole and is fixed with two screws. The resonant scanner is mounted on a rotation mount
(A.1.11) that enables free rotation of the mirror. These alignment options enhance the correct propagation
of the laser beam through the following telecentric lens system.
To further optimize the alignment of the scan cubes with other optical elements, the scan cubes are
compatible with the chosen optomechanical system. In Figure 3.2 (b) and (c) it can be seen that the optical
elements are connected with rods in a cage system. This connection significantly reduces the drift between
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the optical elements and simplifies the alignment. Therefore, the design of the scan cubes also enables the
connection of the cubes via rods to other optomechanical elements (Figure 3.3).

Assembly group: Sample table
The assembled sample table is shown in Figure 3.4 (a) and a sectional view through the assembly group
can be seen in (b). To move the sample a xy–table (A.1.37) is mounted on the sample table. Different
sample plates are available to mount different experimental setups, e.g. the setup to create locally stable
moving contact lines (Figure 2.16), on the table. The whole assembly was designed so that the elevator
stage (A.1.31), fine positioning units (A.1.35, A.1.39) and the xy–table fit together and are aligned with
the laser beam path (Figure 3.4 (b)). To enable further assemblies and modifications a common 25mm
hole grid is available on two sides of the sample table (Figure 3.4 (a)).

Figure 3.4.: (a) Assembled sample table. (b) Sectional view through the assembly group of the sample table
(a). Adapted from [105]. (c) Assembly group camera.

Assembly group: Camera
This assembly group aligns the camera (A.1.48) and the f–theta lens (A.1.51) correctly to the beam path after
scan unit A (Figure 3.4 (c)). The height of the f–theta lens is adjustable by a post assembly (A.1.6, A.1.7).
The camera is mounted on a xyz–fine positioning unit (A.1.30). Rough positioning of the camera is possible
by adjustment of the aluminium profile (A.4.15). Since all component joints of the assembly are perpendicu-
lar to each other, the camera sensor is placed parallel to the breadboard and perpendicular to the laser beam.

Housing box
The whole setup is encapsulated in a housing box (A.1.45). The box blocks all ambient light from disturbing
any measurements. Furthermore, it blocks all laser radiation from leaving the housing and thus makes it
save to work with high laser radiation. On the inside, the housing has a foam layer (A.1.53). This foam
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layer is fireproof and adsorbs acoustic noise. The cable openings are sealed with cable entries (A.1.52).
Furthermore, the box protects optical elements like lenses, mirrors, and objectives from dust, since dust can
reduce the resolution of the optical system significantly by creating interference patterns or dark spots on
the image. A temperature and humidity sensor (A.1.44) is placed inside the box to monitor these values.

Control software and synchronized motion of the scanning units

The majority of electronic elements are either controlled via their manufacturer’s software or via a graphical
user interface (Appendix A.1.1) programmed in LabVIEW (A.6.1). The scan units and the camera are
controlled via synchronized waveform generators (A.1.49, A.1.1). The wiring of the components can be
found in Appendix A.1.2.

Figure 3.5 shows the synchronized motion of the scanning units. The resonant scanners are respon-
sible for the x–motion, the galvanometer scanners for the y–motion and the objective fine positioning units
for the z–motion of the laser focus point in the sample. All axes are scanned bidirectionally. The number of
lines per two–dimensional frame and the number of two–dimensional frames per three–dimensional stack
is adjustable by the frequencies driving the motion of the galvanic mirrors and the z–motion of the focus.

Figure 3.5.: Synchronized motion of the scanning units in the case of the three–dimensional scanning
mode. Reprinted from [169], with the permission of AIP Publishing.

The resonant scanners oscillate with a fixed frequency of 15.7 kHz in a sinusoidal motion with a maximum
scan angle of ±5°. A remote control (A.1.41) was designed and built to adjust the amplitude and relative
phase of the resonant scanners. Both resonant scanners should oscillate with the same amplitude because
otherwise, the image would be distorted and the relative phase between the mirrors must be adjusted to
synchronize their motion.
The galvanometer scanners oscillate with an adjustable frequency up to 500Hz. The motion of the scanners
is controlled with a waveform generator (A.1.1) and a triangular signal with smoothed edges is used to
oscillate the mirrors. This signal is superior to sinusoidal signals because it leads to an equal intensity
distribution along the linear slope of the signal (Figure 3.6). The Figure shows an image of a calibration slide
(A.4.12), recorded with a frame rate of 100Hz with an oil immersion objective (A.4.19) and immersion oil
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(A.5.15). The x–direction is scanned by the resonant scanners with a sinusoidal motion and the y–direction
by the galvanometer scanners with the shown 80% triangular motion. The blue rectangle marks the image
area where the intensity distribution is equally distributed. The triangular signal leads to a broader area
with an equal intensity distribution and a reduced peak intensity area at the smoothed edges of the reversal
point compared to the sinusoidal motion. A pure triangular signal would lead to a perfectly equal intensity
distribution in x–direction, but the rotation motor of the galvanometer scanners cannot follow this signal
at high frequencies. Therefore, the edges are smoothed and a 80% triangular signal is used. In standard
acquisition mode, the reversal points of both the resonant and the galvanometer scanners are placed out of
the field of view to increase the area with an equal intensity distribution. The z–motion of the objective
follows a triangular signal for the before–mentioned reasons.

Figure 3.6.: Image of a calibration slide to show the influence of the sinusoidal and triangular mirror oscil-
lation on the intensity distribution. The galvanometer scanners, y–direction, perform a 80%
triangular motion whereas the resonant scanners, x–motion, perform a sinusoidal motion. The
area of equal intensity distribution is marked by the blue rectangle.

The camera is controlled with the manufacturer’s software (A.6.5). A rectangular signal can be used to
trigger the camera externally. The camera is triggered at each reversal point of the triangular signal of the
galvanometer scanners. Hence, the frequency of the camera trigger signal, which equals the frame rate of
the recording, is twice the frequency of the galvanometer scanners. Thus, the maximal frame rate of the
setup is 1 kHz. The camera trigger signal is generated with the second output of the waveform generator.

3.1.4. Optical properties

In this section, the optical properties of the built re–scan confocal laser scanning microscope are character-
ized. These properties are the lateral and axial resolution, optical slice thickness, and field of view. The latter
depends on the line frequencies and thus on the frame rate. Also, the dwell time of the setup is characterized
and a measurement of a dense colloidal sample is shown to demonstrate the three–dimensional scanning
capacities of the setup. Furthermore, a criterion to calculate the actual measurement resolution is presented.
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Table 3.2 lists the parameters of the confocal microscope that are used for the calculation of the opti-
cal properties.

Table 3.2.: Parameters for the calculation of the optical properties.
Parameter Symbol Value
Laser wavelength λex 532nm
Emitted wavelength λem 607nm
Numerical aperture NA 1.35
Index of refraction n 1.518
Pinhole diameter dph 20 µm
Objective magnification MOb 60

Pinhole diameter

The pinhole is the central element of a confocal microscope and its size determines the amount of collected
light and the resolution of the setup. Smaller pinhole diameters increase the resolution but the amount
of collected light decreases. To determine the optimal pinhole diameter for a specific optical setup, the
modified pinhole diameter Dph is used. The modified pinhole diameter is expressed in terms of the Airy
unit (AU). 1AU is the inner disc of the lateral diffraction pattern, see Figure 2.19. If the modified pinhole
diameter is set to 1AU, then just the inner disc of the diffraction pattern can pass the pinhole and is detected
[28, 133]. In this case around 80% of the light coming from the sample is accepted and a 10% gain in
lateral resolution, compared to the Abbe resolution limit, is achieved [37]. A general optimal pinhole size
for a laser scanning confocal microscope does not exist. The pinhole diameter should be chosen to have
the optimal compromise between signal strength and lateral/axial resolution [37]. The pinhole diameter
should be >0.5AU [133] and pinhole diameters of 0.63AU [158] or 0.8 AU [37] are recommended.
To determine the optical properties of the setup, a pinhole diameter of dph = 20 µm was found to provide
sufficient signal strength. The size of an Airy unit and the modified pinhole diameter for the present setup
are calculated with

AU = 1.22
λex
NA

= 473 nm (3.1)

Dph =
dph
MOb

= 333.3 nm = 0.7AU. (3.2)

Resolution

The used pinhole with a modified parameter Dph = 0.7AU neither fulfils the condition for wave–optical or
geometric–optical analysis (Table 2.1). However, since the used pinhole is not infinitesimal small and the
geometric–optical analysis is more conservative, the theoretical resolution is calculated with the formulas
for geometric–optical confocal microscopes. The theoretical lateral and axial resolution and optical slice
thickness are calculated with the following formulas:

dlat, t = 0.51
λex
NA

= 201 nm (3.3)

dax, t = 0.88
λex

n−
√︁
n2 −NA2

= 568 nm (3.4)
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dslice, t =

⌜⃓⃓⎷(︄0.88 λem

n−
√︁
n2 −NA2

)︄2

+

(︄√
2nDph

NA

)︄2

= 837 nm. (3.5)

Experimental resolution is given by the width of the focal spot in axial and lateral direction [134]. The
experimental lateral resolution is determined by using the line width of the laser at the focal plane (Figure
3.7 (a)). A fully reflective calibration slide (A.4.12) is used to record the lines. The lines are separated
by increasing the y–amplitude of the galvanometer scanners with a frame rate of 800Hz. The full width
at half maximum of such a line is dlat, fwhm = (3.8± 0.2) px. The magnification of the setupM , i.e. the
transition of pixel to micrometre, is determined with the calibration slide toM = (17.00± 1.09) px µm−1.
The experimental lateral resolution is calculated with the full width at half maximum of the intensity
profile of the laser line dlat, fwhm and the setup magnificationM

dlat, e =
dlat, fwhm

M
= (223.9± 8.9) nm. (3.6)

A way to experimentally determine the axial resolution is an axial two–dimensional scan of an infinitesimal
small reflection, e.g. mirror or fully reflective surface [86]. To measure the axial resolution, the surface
of a blank glass slide (A.5.1) is used as the reflective surface. Since an oil immersion objective is used,
the glass–air boundary reflects sufficient light and is assumed to be an infinitesimal thin plane. Figure 3.7
(b) shows the axial two–dimensional–scan through the glass boundary with the corresponding intensity
profile perpendicular to the glass surface. The full width at half maximum of this intensity profile is
dax, fwhm = (10.2± 0.4) px and the experimental axial resolution is calculated with

dax, e =
dax, fwhm

M
= (602.4± 25.1) nm. (3.7)

Figure 3.7.: Experimental determination of the (a) lateral and (b) axial resolution of the custom–built con-
focal microscope. The resolutions were averaged over five different measurements.
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Both experimentally determined values are slightly worse than the theoretical values. This is expected
since the present setup only barely fully illuminates the objective pupil and therefore the usable numerical
aperture of the objective is reduced.

The field of view depends, next to the used objective, on the sampling rate of lines per picture. The
size of the camera sensor is 1024× 1024 px2. With a line width of four pixel (dlat, fwhm = (3.8± 0.2) px),
the optimum amount of lines per picture should be 256. In practice, however, the lines cannot be equally
distributed in the image. The frequency of the galvanometer scanners sets the line distribution in the image.
Since a 80% triangular signal is used, the line density at the image borders is higher than in the centre.
However, for optimal results, the distribution should be equal in the entire image. A simple way to optimize
the line distribution is to cut off the image borders or to adjust the amplitude of the signal so that the
reversal points lie outside of the image.
The number of possible lines Nlines per image depends on the desired frame rate and can be calculated via

Nlines =
fres
fgalvo

=
2fres
fcam

=
31 400Hz

fcam
lines (3.8)

with the fixed frequency of the resonant scanners fres, the adjustable frequency of the galvanometer
scanners fgalvo and the frequency of the camera fcam. The latter is twice the frequency of the galvanometer
scanners because a picture is taken at each turning point of the galvanometer signal.
Depending on the camera frequency the number of lines changes and the field of view varies (Figure 3.8).
Figure 3.8 (a) to (d) show images of a reflective line grid (A.4.13), recorded with varying frame rates
(fcam). In the case of fcam = 100Hz (Figure 3.8 (a)), the number of lines could be 317. This would lead to
a slight oversampling which has no disadvantage when static samples are recorded but it would lead to
blurred images in case of dynamic processes. To prevent this oversampling the number of lines is reduced
to 256. The number of lines for a frequency of fcam = 800Hz (Figure 3.8 (c)) is 39.25 which would lead
to a strong undersampling. To circumvent this, the amplitude of the galvanometer scanner and thus the
field of view is reduced (see the yellow lines in Figure 3.8 (b) to (d)).

Figure 3.8.: (a) to (d) give the same area of a reflective line grid with a 10 µm spacing between the lines and
1µm thick lines at different frame rates. The thickness of the grid line is correctly recorded for
all frame rates and the averaged value at the full width of half maximum is (1.03± 0.05) µm. The
yellow lines mark the reduced width of the field of view at high frame rates. (e) The superposi-
tion of the line profiles along the red line in (a) to (d) illustrates the independence of the lateral
resolution of the frame rate. Reprinted from [169], with the permission of AIP Publishing.
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Independent of the camera frequency the thickness of the grid line is correctly recorded for all frame rates
with an averaged value of the full width at half maximum of (1.00± 0.05) µm (Figure 3.8 (e)). Thus, the
magnificationM and the resolution of the setup are independent of the frame rate.

Realistic sample: fluorescently labelled colloids

To show the three–dimensional scanning capacities of the built microscope, a volume of a colloidal probe
was recorded. Figure 3.9 (a) shows a xz–cut through a recorded volume of colloidal particles. The colloids
are silica particles labelled with rhodamine B (A.5.10). They have a mean diameter of (10.0± 1.7) µm and
details about their preparation are given in [151, 181]. An index matching solution of sodium thiocyanate
(A.5.11) in water was prepared with a mismatch of the refraction index ∆n ≤ 0.0005. Larger mismatches
would lead to scattering and diffraction within the first layers of the sample and would prohibit the
scanning of deep layers [57]. The colloids are dispersed in the solution and sediment to the bottom of the
measurement cell due to gravity. The probe was recorded with a three–dimensional stack rate of 0.4Hz
and a two–dimensional frame rate of 800Hz. The focal plane was moved in axial direction by moving the
objective with a piezoelectric stage. The colloids are correctly recorded with a full width at half maximum
around 10 µm (Figure 3.9 (b)).

Figure 3.9.: Image and analysis of a three–dimensional sample of sedimented fluorescent colloids with a
mean diameter of 10 µm. (a) shows a xz–cut through the measured three–dimensional volume
and (b) shows the intensity values along the blue (lateral or x–direction) and red (z–direction,
vertical to the sample plane) line. The lateral and vertical full width at half maximum of the
marked colloid is 10 µm in both directions. Reprinted from [169], with the permission of AIP
Publishing.

Photobleaching

The loss of the ability to fluoresce of fluorescent dyes is called photobleaching [56]. This results in the
weakening of the fluorescent signal coming from the sample during measurements. To reduce the amount
of photobleaching either the excitation light intensity is reduced or the excitation time, i.e. the dwell time
tdwell, is reduced [56, 76]. However, both, reduction of the excitation light intensity and excitation time
still lead to a reduction of the fluorescent signal.
The dwell time of the present setup is the time that is needed to scan an area of the size of the optical
resolution (dax, fwhm = 3.8 px). The frequency of the resonant scanners is constant at 31 400Hz and thus,
the focal spot scans 31 400 lines s−1. The dwell time depends on the scanned area, i.e. the field of view.
The width of the field of view depends on the amplitude of the resonant scanners Ares. If the whole camera
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chip is used, the maximum field of view corresponds to 1024 px which is scanned by a single motion of
the scanner, i.e. by one line. The dwell time of the setup can be calculated if a triangular motion of the
resonant scanners is assumed via

tdwell =
dax, fwhm

fres Ares
=

3.8 px

31 400 lines s−1 1024 px line−1 = 118 ns. (3.9)

This dwell time is significantly shorter when compared to other setups. Spinning disc setups have dwell
times in the microsecond range and most confocal laser scanning microscopes working with single–photon
counting have dwell times higher than 1 µs. Short dwell times reduce photo toxicity and bleaching [56,
76]. This is verified by comparing the lifetime of the sample when using different microscopes. The present
setup has a high intensity around 11mW µm−2 in the focus of the objective. Still, it was possible to measure
sedimented colloidal particles (silica labelled with rhodamine B, see the previous section) more than 8000
times without a significant amount of bleaching. Identical samples were measured in previous works [151,
181] with a different laser scanning confocal microscope. Although the intensity in the focal spot was only
around 90nW µm−2, the same spot could only be measured around 600 times due to a dwell time around
5 µs.

Sample quality

As already mentioned, the best possible resolution of the confocal microscope is limited by the wavelength
of the light, the numerical aperture, and the spot size of the laser focus in axial and lateral direction [134].
Although the earlier presented theoretical and experimental calculation of the resolution is correct, the
calculated resolution values can hardly be reached in experiments. The reason is that the sample itself has
an influence on the image quality, i.e. signal–to–noise ratio, and resolution. Especially in three–dimensional
scanning even a slight refractive index mismatch lowers the resolution drastically [57]. Therefore, a
criterion to calculate the resolution of any measurement sample would be beneficial.
The calculation of the resolution with the full width at half maximum (Figure 3.7) primarily depends on
the edge steepness of the detected intensity profile. Thus, a valid option to calculate the resolution of any
measured intensity profile is the usage of its edge steepness. Here, the width of the edge steepness is used
as a criterion for axial/lateral resolution. For this purpose, the slope of the intensity profile is fitted with a
hyperbolic function

fhyp = p1 ± p2 tanh

(︃
x− p3
p4

)︃
, ± rising or falling edge (3.10)

with the fitting parameters pi. A hyperbolic function was chosen since it is suited perfectly to fit the slopes
of intensity profiles for most specimen. The resolution is defined as the lateral distance between the 10%
and 90% value of the maximum amplitude of the hyperbolic function.
This criterion is used to calculate the resolution of the lines of the reflective grid (Figure 3.8). The lateral
resolution of the calibration grid is calculated by fitting the hyperbolic function to the intensity profiles of
Figure 3.8 (e) to dlat, grid = (329± 35) nm. The lateral resolution of the calibration grid strongly depends
on the manufacturing quality of the grid lines.
The intensity profiles of the sedimented colloids (Figure 3.9 (b)) were fitted with the hyperbolic function
as shown in Figure 3.10. A lateral resolution dlat, col = (1.34± 0.23) µm and an axial resolution dax, col =
(4.12± 0.10) µm were calculated. At first glance, the calculated resolution for the colloids seems low.
However, it is important to emphasize the meaning of these numbers. The resolution indicates the
minimum required distance between two objects in order to distinguish between them. Since the colloids
have a diameter of (10.0± 1.7) µm, the calculated resolution shows that it is possible to tell each individual
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colloid in lateral and axial direction apart, i.e. to resolve each colloid. Also, those resolution values are only
valid for the measured colloids (Figure 3.9 (b)). Other samples, e.g. the grid lines, have different individual
resolutions as shown above. The best reachable resolution of the current microscope configuration for any
sample is limited by the resolution calculated with the full width at half maximum (Figure 3.7).

Figure 3.10.: Fits using equation 3.10 to the (a) lateral and (b) axial intensity slopes of the measured sedi-
mented colloid (Figure 3.9 (b)). The vertical lines mark the10% and90%value of the maximum
amplitude of the hyperbolic function and the distance between the vertical lines is defined as
the resolution.

All calculated sample resolutions are worse than the best possible resolution that was calculated with
the full width at half maximum. However, it is expected that the resolution of a real sample is worse
than the best possible resolution for the following reasons: The quality of the sample, e.g. grid lines or
labelled colloids, plays a major role. The colloids have a finite surface roughness and the distribution of the
dye might have gradients close to the surface, leading to a relatively flat edge steepness and thus a low
resolution. A major influence has the index–matching solution. Minor imperfections of the index–matching
could lead to refraction at each optical interface. Thus, each particle surface and the surfaces of the
measurement cell could lead to refraction effects. These effects reduce the image quality greatly and result
in a reduced signal–to–noise ratio and thus in a reduction of the resolution. This particularly affects the
axial resolution. Overall, the detected fluorescent light from the colloids has a lower signal intensity than
reflected light, further reducing the signal–to–noise ratio.
It was shown that depending on the used resolution criterion, e.g. full width at half maximum or hyperbolic
fitting, different resolutions were calculated. Since the resolution depends crucially on the quality of the
sample, the resolution should be recalculated for every measurement probe.

3.1.5. Extensions

The above described standard configuration of the setup enables fast two–dimensional scanning with a
frame rate up to 1 kHz. Axial scanning is realized by moving the objective with a piezoelectric scanner. An
xz–scan is possible with a frame rate of 200Hz with a z–amplitude of 100 µm. However, fast movements of
the objective can disturb the sample. Several remote focus techniques exist, e.g. tunable lenses or addition
of objectives in the beam path. These techniques enable movement of the focal plane through the sample
without disturbing it. Preliminary tests with a tunable lens (A.1.3) lead to unsatisfactory results due to
optical aberrations caused by the lens.
A remote focus technique based on the idea of [48] was added to the setup. Two additional objectives
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are placed face to face in the beam path. By moving one of these additional objectives, the focal plane is
moved through the sample. Thus, the movement of the objective is decoupled from the sample. Since only
high-quality objectives are added to the beam path, no additional optical aberrations occur. The technique
is aberration–free and usable for high numerical aperture objectives [48].
The mentioned remote focus techniques aim to scan the whole three–dimensional volume by moving the
focal plane. This is necessary if dense colloidal probes (Figure 3.9) or biological samples are measured.
However, the measurement of flow fields is also possible without scanning the entire three–dimensional
volume. In section 2.7.3 the method APTV was presented. This method enables the measurement of
three–dimensional flow fields without the need for a moving focal plane. Thus, no moving parts at all
are necessary. Because an APTV setup was also built in this work (section 3.2), the combination with the
custom–built confocal microscope was a matter of course. Since APTV works with out–of–focus information,
the method cannot be used with the standard design of the confocal microscope. This is because the
pinhole blocks most out–of–focus light. However, since the beam path is easily accessible an additional
fluorescent detection beam path could be added to the confocal microscope. This approach combines
confocal detection with synchronized fluorescence detection. By using a cylindrical lens in the fluorescence
beam path, synchronized high–resolution confocal and APTV measurements are possible.
The realization of the remote focus technique is presented in the following section. Thereafter, the
combination of confocal and APTV measurements is presented.

Remote focusing using two additional objectives

This extension is based on ideas of [48] and utilizes two additional objectives in the beam path to change
the position of the focal plane. The changed part of the beam path is shown in Figure 3.11. Two additional
objectives O2 and O3 (A.4.20) and two tube lenses (A.1.10) are added to the beam path. The objectives
are placed face to face and objective O3 can be moved with a piezoelectric stage (A.1.35). Objective O2 is
mounted in a xyz–translation unit (A.1.4) to align the objectives. If objective O3 is moved, the focal plane
is moved through the sample.

Figure 3.11.: Optical assembly of the remote focus technique. The marked region on the left shows the
changed region of the beam path as part of the standard configuration (Figure 3.2).

Measurements of polystyrene particles with a diameter of 2 µm (A.5.14) embedded in a PDMS matrix are
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shown in Figure 3.12. All images show the same field of view. Figure 3.12 (a) shows the image of a particle
in the reference position of objectives O1 and O3. By moving the objective O1 18 µm downwards, the focal
plane is moved and the particle is no longer detected. The movement of objective O3 by 14 µm leads to the
detection of the particle (Figure 3.12 (a) bottom image). Thus, the movement of objective O3 moved the
focal plane and an image of the particle is recorded. The same is shown in Figure 3.12 (b) for a second
particle with different objective positions.

Figure 3.12.: Recorded particle image shapes using the remote focus extension. All images show the same
field of view. (a) Particle images of the same particle but with different objective positions. (b)
Images of a second particle with different objective positions.

It is possible to remotely move the focal plane through the sample with the above–described assembly.
However, the optical path is not aberration–free. The lateral position of the particle image differs in the
top and bottom images (Figure 3.12). Since [48] showed that the method works without aberrations, the
here used alignment of the objectives is imperfect. A minor pitch angle between the objectives is likely the
reason for the observed aberration. To correct this error, objective O2 was mounted on a five–axes table
(A.1.5). Yet, it was not possible to correct the aberration.
Further changes to the beam path and the mounting of the objectives are necessary to eliminate the
aberration. Additional mirrors could be placed before and after the objectives O2 and O3 to align the laser
beam perfectly with the objective assembly. The correct alignment of the objectives to each other is crucial.

Astigmatism particle tracking velocimetry

The idea of this extension is to combine a high–resolution confocal detection with a synchronized APTV
measurement. Since, next to the confocal microscope, an APTV setup was built in this work (section 3.2),
the idea to combine both methods was a matter of course. Figure 3.13 shows the beam path of the APTV
configuration of the built confocal microscope. The general idea is to detect the emitted fluorescent light
with a second camera while the reflected light is detected by the camera of the confocal microscope. For
this purpose, a dichroic mirror (A.1.15) was placed between the telecentric and the tube lens. This dichroic
mirror reflects only the emitted fluorescent light while the reflected light penetrates and is used for the
standard confocal detection. Behind the dichroic mirror is an additional longpass filter (A.1.18) placed in
order to eliminate remaining excitation light. The fluorescent light is detected by a second camera (A.4.9)
with a cylindrical lens (A.2.11) in front of the camera chip. The APTV camera is triggered by the same
signal being used for the standard camera and thus, a parallel confocal and APTV recording is possible.
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Figure 3.13.: Optical assembly of APTV configuration. On the left, the changed region of the beam path as
part of the standard configuration (Figure 3.2) is marked.

Images of different axial positions of fluorescently labelled particles with a diameter of 4 µm (A.5.14) were
recorded with a 20X objective (A.4.18) and a cylindrical lens with a focal length of 50mm (Figure 3.14).
The first row shows the confocal reflection and the second row shows the APTV images of the particles
for different axial positions. The confocal beam path can only record particle images when the particles
are within the focal plane of the objective at position z = 0 µm due to the pinhole. On the other hand,
APTV records images for various axial positions since this part of the beam path equals a fluorescent
microscope and has no pinhole to block out–of–focus information. The images of the particles are deformed
to distinguishable ellipsoidal shapes, depending on the relative distance of the particle from the focal plane.
The out–of–plane particle position can be calculated using the particle image shape. A detailed description
of the APTV data analysis is given in section 3.2. These images also proof that both cameras record the
same field of view.

Figure 3.14.: Comparison of (a, b, c) confocal and (d, e, f) APTV images of fluorescently labelled particles for
different focus heights (z). The confocal microscope can only detect particle images when they
are within the focal plane (z = 0 µm). APTV detects different particle image shapes depending
on their axial position. Reprinted from [169], with the permission of AIP Publishing.
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The main advantage of this configuration is, next to the three–dimensional image capacity of the APTV, its
combination with a parallel confocal measurement. Thus, it combines all advantages of a confocal micro-
scope with an APTV device. The confocal detection can be used to record a specific two–dimensional plane
through the sample with high accuracy while the APTV detection records three–dimensional trajectories of
tracer particles around the focal plane. Further measurement options are possible, if additional excitation
wavelengths, i.e. additional lasers, are added to the setup. Then, both, confocal and APTV, can be used in
fluorescent mode, enabling further measurement possibilities.

3.1.6. Possible improvements to the setup

The described custom–built re–scan confocal laser scanning microscope with the mentioned configurations
has unused potential. Several design aspects could be changed to improve resolution and scanning capaci-
ties.

The main design compromise of the setup is between high–speed capacities and resolution. To enable
the high scanning speeds, resonant mirrors with a small mirror size were used. Due to the small mirror
size, the pupil of the objective is barely fully illuminated and thus the resolution of the setup decreases.
An over–illumination of the objective pupil would increase the resolution, but larger mirrors would limit
the resonance frequency and thus, the maximum frame rate of the setup. Another option to increase the
illumination of the objective aperture is to include additional optical elements, i.e. a telescope, after scan
cube B to increase the beam diameter and over–illuminate the pupil. However, this would further increase
the needed alignment and adjustment effort.
The whole setup is placed inside a housing box to minimize the influence of stray light. Since the camera
and other electrical elements emit heat, the temperature in the housing box increases during measurements.
Repeated heating and cooling of the optical elements cause them to drift leading to additional alignment
and adjustment efforts. A cooling system with active temperature control and dust filtering could solve this
problem.
Furthermore, the pixel size of the camera sensor should be adapted to the spot size of the laser beam.
The used camera has a relatively small sensor and a pixel size of 13.9× 13.9 µm2 leading to a spot size
diameter of around 3.8 px. For optimal usage of the camera sensor, the spot size should be one pixel or
slightly larger. Smaller pixel sizes should be evaded since this would lead to oversampling. An optimal
pixel size would increase the sensitivity of the setup and signal–to–noise ratio.

The three–dimensional scanning capacities of the setup could be further improved. The standard configu-
ration uses piezoelectric stages to move the objective up and down. The fast piezoelectric stage enables
axial scanning speeds with several hundred hertz. However, the coupling between objective and sample
due to the immersion oil limits the axial scanning speed. Air objectives could be used to circumvent this
problem at the expense of resolution. Another option to circumvent the coupling problem is the use of
tunable lenses [15, 17, 59, 60, 77, 96, 113, 125, 130, 159]. These lenses are placed at the aperture of the
objective and alter the laser beam enabling axial scanning of different planes without moving the objective.
Although preliminary tests with a tunable lens lead to unsatisfactory results, new generations of tunable
lenses might be suitable.
Two configurations were presented to enable fast three–dimensional measurements. It was shown that
the remote focus technique using two additional objectives is working but optical aberrations occur. The
positioning and alignment of the additional elements need to be redesigned, as explained in the previous
section about this configuration. The alignment of the APTV configuration needs improvement to enhance
the image quality of the APTV camera. The APTV camera must be replaced with a high–speed camera
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since the utilized camera was a webcam with relatively low quantum efficiency. The additional dichroic
mirror can be optimized to reduce the loss of light intensity.
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3.2. Astigmatism particle tracking velocimetry

In this section, the built APTV setup is presented. The general working principle of APTV was described in
section 2.7.3. Since it is possible to measure three–dimensional velocity fields without any moving parts
with APTV, I decided to built an APTV setup.

In the following, the setup components and the developed measurement and data processing software
are described. Furthermore, the calibration of the setup is explained and the uncertainty of the particle
detection is calculated. As before, when describing the methods or setups, reference is made to the tables
in the appendix for more details on the components, software or consumable material.

3.2.1. Description of the setup

In this work, a Leica DMI6000 B inverted research microscope (A.2.7) was transformed into an APTV setup.
The only part that needed to be changed was the standard camera adapter (A.2.8) because the cylindrical
lens (A.2.11) must be included in front of the camera chip. Since the used camera (A.2.3) weighed around
8 kg, a camera mount was also needed.

Camera adapter

Every camera chip has, depending on its size, an optimal distance to the internal components of a microscope.
The microscope manufacturer’s camera adapter is designed that way. The main requirement for the new
camera adapter is that the distance between the camera chip and microscope does not change. Furthermore,
it is beneficial to be able to rotate the cylindrical lens in the APTV adapter. That way it is easier to adjust
the cylindrical lens.
The designed APTV camera adapter consists of different lens tube components (A.2.9), a rotation mount
(A.2.10) for the cylindrical lens and a microscope connector (A.2.2) to connect the adapter with the
camera port of the microscope. Depending on the measurement requirements, the adapter can be easily
disassembled and reassembled. Therefore, the cylindrical lens or the distance between the lens and camera
chip can be changed. Figure 3.15 shows the APTV camera adapter.

Figure 3.15.: The designed and built APTV camera adapter enables a free rotation of the cylindrical lens
and has the same length as the standard adapter.
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Camera mount

The construction of a camera mount was necessary to support the weight of the camera and align the
camera chip perpendicular to the light beam coming from the microscope. Mounting plates were designed
to mount the camera on a linear rail system (A.2.1). The whole rail system and the microscope were placed
on top of a breadboard (A.2.6) and the microscope was fixed to a specific position and height. The height
adjustment was necessary since the camera chip position is higher than the camera port of the microscope
when both the camera and microscope are placed on the same surface. Figure 3.16 shows an overview of
the final APTV setup.

Figure 3.16.: (a-c) Different pictures of the built APTV setup with the mounted measurement setup (Figure
2.16).

Miscellaneous components

To further improve the image quality and reduce intensity losses several components were added: A new
filter cube (A.2.1) was designed and installed in the fluorescence microscope. The components of this filter
cube were chosen to fit the excitation (530 nm) and emission (607 nm) light wavelengths of the used tracer
particles perfectly that are used for the flow field measurements. New high–quality objectives (A.4.16,
A.4.17) were added to the setup to increase the image quality.
The whole setup was encapsulated with a housing box (A.2.5) to block ambient light and airflow from
disturbing the measurements. It also protects the optical elements from dust. The housing consists of an
aluminium frame (A.4.15) with a laser curtain. The whole setup was placed on top of a dampening table
(A.2.4). Furthermore, a temperature and humidity sensor (A.2.12) is placed next to the measurement area.

3.2.2. Software

The usage of APTV required the programming of two extensive software packages. The first software
package, i.e. the control software, was written in LabVIEW to control the Leica DMI6000 B inverted
research microscope. Especially an automated calibration routine was necessary to enable fast and simple
calibration of the setup. The graphical user interface of the programmed control software can be found
in Appendix A.2.2. The second software package, the data processing software, was written in Matlab
(A.6.2) to analyse the recorded images. In the following, the control software, a calibration routine, the
data processing software and the uncertainty of the particle detection are presented.
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Control software

The programming of the control software was necessary to enable fast and easy calibration of the APTV
setup. For this purpose, the motorized stages, i.e. xy–table and z–positioning unit of the objective, of the
microscope must be controlled. In addition, the high–speed camera must be either controlled or triggered
with the software to record the calibration images. The available manufacturer’s software (A.6.7) was not
sufficient for these applications. The manufacturer’s software can be used to change some basic settings
of the microscope like the sensitivity of the handwheel or the settings of the objective revolver. However,
the available software could not be used to control the motorized stages which is necessary to calibrate
the APTV setup. Therefore, I programmed a software package to control the microscope using LabVIEW.
The programmed user interface of the control software can be seen in Appendix A.2.2. All important
parameters of the microscope are monitored in realtime and several automated calibration routines are
available. In the following, the control software and thereafter an automated calibration routine are briefly
presented. The written programmes in LabVIEW are called virtual instruments (VIs) and in the following
the term VI or VIs refers to the written programmes.

Directly after the initialization of the connection between the control software and the microscope, the xy–
table and the z–positioning unit of the microscope objective carry out a reference run. This guarantees that
all motorized stages, i.e. the xy–table and the z–positioning unit, are correctly referenced and the correct
position of the stages is shown in the user interface of the VIs. The status of all microscope parameters, i.e.
position of motorized stages, handwheel status, etc., is updated every 250ms. A temperature and humidity
sensor is also connected via a serial connection and the data is updated every 250ms. The software allows
moving every motorized stage and component of the microscope. Furthermore, the movement speed
of the xy–table and z–positioning unit can be controlled. A motorized stage can be moved either to an
absolute position regarding the travel range of the stage or to a position relative to its current position.
The excitation light shutter and the handwheel of the microscope can be switched on and off via the user
interface. When the connection is terminated, the z–positioning unit automatically moves to the lowest
possible position and the microscope can be turned off. This is necessary to prevent collisions between the
xy–table and the mounted objective.
The high–speed camera is controlled via the manufacturer’s software (A.6.6) and not directly via VIs.
However, it is necessary that the VIs can trigger the camera, i.e. the VIs send a signal to the camera to
take a picture or start a recording. This is crucial for the calibration of the APTV setup as will be shown
later. For this reason, the measurement computer is equipped with a multifunction I/O device (A.2.13)
which is connected to a break–out board (A.2.14). With these components, the VIs can send or receive
additional digital or analogous signals. The break–out board is connected to the camera and thus enables
the communication between the camera and the VIs. This connection enables triggering the camera via the
VIs. In addition, the camera sends a signal every time a picture is taken. Therefore, it is possible to control
whether the correct amount of pictures was taken, e.g. during a calibration. It is also possible to trigger
and synchronize multiple cameras with the developed VIs.
Every APTV measurement and calibration is started by the VIs. The VIs trigger the connected camera and
the recording of the measurement starts. The software automatically creates a data–sheet for each measure-
ment and calibration. This data–sheet includes every important measurement detail, i.e. type of camera
adapter, the focal length of the cylindrical lens, type of measurement, information about the measurement
solution, etc. This information must be entered into specified input boxes of the user interface. Several
options are available via dropdown menus but individual entries are also possible. During measurements,
the VIs automatically records the current temperature, relative humidity, and position of all motorized
stages in the data–sheet. A new entry of these values is made every second during a measurement. The
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information saved in the data–sheet is used by the data processing software. An exemplary data–sheet can
be seen in Appendix A.2.3.

Calibration

As already mentioned in section 2.7.3, a calibration of the APTV setup is needed. Depending on the
distance between the microscope objective and the particle, different particle image shapes are recorded.
To calculate the out–of–plane coordinates of particle images a calibration is needed. Therefore, reference
particles are recorded with known axial positions. The detected particle image shapes and corresponding
axial positions are combined and this way a calibration is compiled. The calibration is used to calculate the
axial position of particle images that were recorded during measurement. In this section, the recording of
a calibration dataset is explained.

The VIs enable different calibration routines. It is possible to do only a z–calibration, meaning that
only the objective is moved by the z–positioning unit of the microscope with a known step size, and after
each motion, an image is taken by the camera. It is also possible to do a xyz– or zxy–calibration. In the
following a standard z–calibration is explained in detail.
During a z–calibration the focal plane is moved stepwise through a sample of sedimented fluorescent
particles with a predetermined distance between each step. A sketch of a calibration measurement is shown
in Figure 3.17 (a). Before it is possible to start the calibration, it is necessary to define the start position
of the z–positioning unit, the number of steps, and the step size. To exclude possible errors like moving
one motorized stage into the electronic or mechanical stop, the input parameters are checked by the VIs
before it is possible to start the calibration. The VIs disable the handwheel and the xy–table to prevent
any disturbances during the calibration. The VIs check if with the current settings an existing calibration
data–sheet would be overwritten and prevents this by adjusting the name of the new data–sheet. Then, a
new calibration data–sheet is created and the main loop of the calibration starts. The z–positioning unit
is moved to the start position and after a brief delay time, the camera is triggered. The VIs wait until
confirmation of the camera is send that a picture was taken. If this confirmation is missing the loop ends
and an error message pops up. Otherwise, the current position of the z–positioning unit is entered into
the data–sheet. Then, the z–positioning unit is moved to the next position and the calibration loop does
another iteration until the last picture has been taken. If the last iteration step has been carried out, the
loop ends, the internal shutter of the microscope is closed to prevent bleaching of the fluorescent particles,
and all control units, e.g. handwheel and xy–table, are enabled. During the calibration measurement, a
progress bar shows duration and progress.

Recorded particle image shapes of a z–calibration can be seen in Figure 3.17 (b). The sedimented fluo-
rescent tracer particles had a diameter of 2 µm (A.5.14) and were recorded with a 40X objective (A.4.16)
and a cylindrical lens with a focal length of 150 µm. Illumination was provided by the mercury lamp of
the microscope. Depending on the out–of–plane particle position (z–position) the particle images were
deformed to different elliptical shapes. The position of the z–positioning unit was increased from left to
right (Figure 3.17 (b)). However, since the objective was moved upwards, and the recorded particle stays
at the same position, the distance between the objective and the particle decreases from left to right. The
origin of the relative z–axis is defined at the particle that has the lowest distance to the objective (particle
on the right). It is directed towards the particle with the highest distance to the objective (particle on the
left).

The above–described calibration routine moves the objective to record the shape of reference particles.
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Figure 3.17.: (a) Sketch of a calibration measurement. (b) Recorded particle image shapes depending on
their distance to the objective with the distance decreasing from left to right.

However, this is not an in–situ calibration. In the case of an in–situ calibration the calibration target, i.e. the
fluorescent particles, are moved in the measurement liquid while the objective remains at a fixed position.
Since the calibration is not done using an in–situ calibration target, an additional correction of the axial
particle position is needed, if the immersion medium of the objective and the measurement fluid have
different refractive indices. Since the used objectives use air as an immersion medium (nair = 1) and the
measurement fluids are aqueous solutions (nwater = 1.33 [172]), a correction is needed. The correction
using the correct trigonometric relation with the numerical aperture of the objective lens is [31, 124, 150]

zwater = k zair =

⌜⃓⃓⎷n2water −NA2

n2air −NA2 zair = 1.48 zair (3.11)

with the correction factor k, the numerical aperture NA = 0.6 of the used microscope objective. The axial
position zair equals the known step sizes of the z–positioning unit. The simplified version of the correction
is [31, 150]

zwater = k zair =
nwater

nair
zair = 1.33 zair. (3.12)

The simplified version is widely used for objectives with a low numerical aperture. In this work, I used
the exact correction of equation 3.11. Since all measurements were done with aqueous solutions, all axial
positions were corrected for water. In this work, all axial positions z refer to the corrected values zwater. A
correction for the used glass substrates is not necessary since the used objectives are coverslip corrected.

Data processing software

The data processing software was written in Matlab. The software is needed to analyse the recorded particle
image shapes, calculate calibration curves and combine the detected particle coordinates to trajectories,
and finally calculate the velocity. Furthermore, the cylindrical lens deforms, next to the particle image
shapes, the whole image. A correction for this deformation is also needed. In the following, the particle
detection and analysis, calculation of calibration curves and the correction of the image deformation are
presented. The particle shape detection and the creation of the calibration curves is based on ideas of [42,
78, 148] and further details can be found in the mentioned references.
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Particle detection and shape analysis
The particle detection works iteratively and consists of several steps. At first, the brightness of the original
image is changed by using a threshold value to simplify the following processing steps. Depending on
the quality of the images a median filter and/or Gaussian filter is used. The kernel size of these filters is
adjusted depending on the magnification of the objective, size of the tracer particles, focal length of the
cylindrical lens, and image quality. Some of this information, i.e. the objective magnification and size of
the tracer particles, is read out of the measurement data–sheet by the software. Then, the particle images
are detected by standard binary analysis. This detection provides the particle position, size, and length
of the principal axes of the detected particle image. The particle coordinates and principle particle axes
determined from the binary detection are used as start parameters for a two–dimensional fitting to the
intensity distribution I of the particle image shape with the following formula [78]

I (x, y) = p1 exp

(︄
−8.0

(p2 − x)2

p3
− 8.0

(p4 − y)2

p5

)︄
+ p6 (3.13)

with the fitting parameters pi. This fitting is applied to the original image to prevent the influence of filter
operations on the particle position and shape. The principal axes in x– and y–direction, i.e. the width
and height, of the particles are given by ax =

√
p3 and ay =

√
p5. The fitting is done iteratively for each

particle image. Only a specific cut–out area of the entire picture around the particle image is used for
fitting. The size of the cut–out area around the particle is also altered during each iteration step. The
size of the cut–out area is twice as big as the detected particle diameter from the previous iteration. This
way the influence of the size of the cut–out area on the fitting is minimized. Figure 3.18 shows an image
of sedimented fluorescent particles. The principal particle axes are marked in the magnified image of a
particle image shape. The yellow ellipse marks the border of the field of view. Particle image shapes that
touch the image border are removed from further analysis since the particle image might be incomplete.
Overlapping particle images are also removed from further analysis.

Figure 3.18.: Image of sedimented fluorescent particles with a magnified image of a particle image shape.
The yellow ellipse marks the border of the field of view.

Calibration curves
The creation of calibration curves requires calibration measurements. Fluorescently labelled particles are
placed on top of a glass substrate. The focal plane of the objective is moved through the sample with a
known step size. At each step, an image is recorded with a known axial position of the objective. As already
mentioned, this process was automated by a written software package. The recorded particle image shapes
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are analysed and combined with the known axial positions to calculate calibration curves. The formulas for
these curves are [42]

ax (z) =
√︂
p21 (z − Fxz)

2 + p22 + p3 (3.14)

ay (z) =
√︂
p24 (z − Fyz)

2 + p25 + p6 (3.15)

with the fitting parameters pi. The first formula is the deformation of the principle axis in x–direction
with the position of the xz–focal plane Fxz. The second formula is the deformation of the second principle
axis in y–direction with the corresponding focal plane Fyz. Figure 3.19 (a) shows the fitted particle image
shapes with the above mentioned equations. The individual fits only depend on the axial variable z. The
scatter plot of the particle diameters in x– and y–direction collapse on a single curve (Figure 3.19 (b)).
This calibration curve depends only on the axial variable z. Thus, this calibration curve can be used to
calculate the axial position of a particle by using the detected shape of the particle image described by the
x– and y–particle diameter. If a detected particle image shape deviates too far from a calibration curve, the
particle is removed from further analysis.

Figure 3.19.: Analysed calibration data of 2µm fluorescent labelled particles that were recorded with a 40X
objective and a cylindrical lens with a focal length of 150 µm. (a) Detected particle shapes
depending on the axial position z. The individual particle axes are fitted with equations 3.14
and 3.15. (b) Scatter plot of the detected particle shapes. The data collapses on a single curve
that is only dependent on the axial variable z.

The shown curves of Figure 3.19 are only valid for the lateral position, i.e. xy–position, of the analysed
particle. The deformation of the particle shape differs depending on the lateral particle position. The
reason for this is that the two focal planes Fxz and Fxy are not flat but deformed [42]. The overlay of
several detected particle shapes for different lateral particle positions can be seen in Figure 3.20 (a) and
(b). It can be seen that the curves do not collapse on a single master curve but differ slightly. This is more
obvious in Figure 3.20 (c) and (d). These show calibration data which was recorded with a 20X objective
(A.4.17), a cylindrical lens with a focal length of 50 µm and particles with a diameter of 4.5 µm (A.5.14).
The individual detected particle shapes collapse on different curves, depending on their lateral position as
shown in (d). The same is true for the data shown in (b). Thus, depending on the lateral particle position,
different calibration curves are needed to determine the axial particle position correctly. Therefore, a
calibration file consists of several calibration curves and depending on the lateral particle position the
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corresponding curve is applied.
A comparison of the different calibrations of Figure 3.20 (a) and (b) vs. (c) and (d) shows further important
points. The shape of the curves differs between (b) and (d), i.e. the particle image shapes are deformed
differently. Furthermore, the axial range of the second calibration (c) is larger than the one shown in
(a). The usable axial volume of the calibration also varies for the two calibrations. In theory, it would be
possible to use the whole recorded axial volume of the particle shapes. However, close to the minimum and
maximum of the axial volume, the detection of the particle shapes is more prone to detection errors. Thus,
this area should not be used. This reduces the usable axial measurement volume to around 60 µm for the
data shown in (a) and (b) and to around 100 µm for the second dataset. Thus, depending on the planned
measurement, the correct combination of objective magnification, cylindrical lens, and particle size needs
to be found.

Figure 3.20.: Scatterplots of the detected particle image shapes for different particles with varying lateral
positions depending on the axial variable z. (a-b) Data were recorded with a magnification
of 40X, a cylindrical lens with a focal length of 150 µm and a particle size of 2 µm. (c-d) Data
were recorded with a magnification of 20X, a cylindrical lens with a focal length of 50 µm
and a particle size of 4.5 µm. Vertical lines in (a) and (c) mark the used axial volume of the
calibration.

Next to the above–shown calibration method, other ways to calibrate an APTV system are possible which
are presented in [148]. Different parameters are presented that can help to choose which calibration
method is most suitable for the combination of objective magnification, the focal length of the cylindrical
lens, and the particle size. Here, the above presented calibration with equations 3.14 and 3.15 leads to the
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best results for the used setup parameters.

Global image deformation
Due to the cylindrical lens, the image is also globally deformed (Figure 3.21). The figure shows the images
of a calibration grid (A.4.12) without a cylindrical lens in the beam path (a) and with a cylindrical lens (b).
The round outline of the image shown in figure (a) gets deformed to an elliptical shape in the image shown
in (b). However, the grid lines remain straight and the vertical and horizontal lines remain perpendicular to
each other. Thus, the image shown in (b) is downscaled in x–direction, resulting in a smaller magnification
than the image shown in (a). In y–direction the scale of the image does not change. Only a small lateral
displacement due to imperfections of the lens occurs. The magnification of the image shown in (a) is 43.44
in x– and y–direction. However, in the image shown in figure (b) the magnification in y–directions remains
the same while it is reduced in x–direction to 30. This difference in scale means that the same physical
distance between two points is recorded differently in x– and y–direction. This can be seen directly by
comparing the grids of (a) and (b). The grid of the image shown in (a) consists of equidistant squares.
However, in figure (b) the squares are deformed to rectangles.
All measurements are done with a cylindrical lens. Thus, the lateral particle positions are in the deformed
coordinate system of the image shown in (b). Therefore, it is necessary to transform the deformed coordi-
nates back into the real physical coordinate system as shown in figure (a). Knowing that both figures (a)
and (b) show the same part of a physical object, i.e. the grid, a transformation matrix can be calculated.
This is done by using the plugin bUnwarpJ [8, 166] of ImageJ [152, 153, 154]. With this plugin, it is
possible to calculate the transformation matrix from the deformed coordinate system shown in (b) to the
real physical system of (a). In figure (c) the image of a grid without a cylindrical lens shown in (a) (blue
channel) is superimposed on the mathematically transformed grid from image (b) (red channel). Since the
grid lines overlap perfectly, it is shown that the transformation matrix is correct.

Figure 3.21.: (a) Image of a calibration grid without a cylindrical lens in the beam path. (b) Image of the
deformed calibration grid due to the cylindrical lens. (c) Overlay of image (a) (blue channel)
and the mathematically transformed grid from image (b) (red channel).

Particle tracking velocimetry
After the detection of the particle shape, the usage of the calibration curve, and the correction of the global
deformation, all three spatial particle coordinates are available. The data processing is done for each
recorded image of a measurement. The known time interval between two images is used to calculate the
temporal particle coordinate. The spatial and temporal particle coordinates are combined to trajectories by
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use of the track algorithm [47]. The velocities were calculated via equation 2.35.

Uncertainty of the particle detection

The error of the particle detection differs in lateral and axial direction. The detection error of the axial
particle positions depends on the quality of the calibration. The inherent error of the calibration is calculated
by using test data. This test data is recorded in the same way as a calibration. Thus, the particle images for
different known axial positions are recorded. The calibration is now used on this test data and the axial
position of the particles is calculated. The calculated axial position is compared to the known axial position
of the particles. All calibrations that are used in this work have an axial standard deviation lower than
±1 µm. The uncertainty of the determination of the lateral particle position is around ±0.5 px. With a 40X
magnification and a pixel size of 20× 20 µm2 the lateral standard deviation is ±0.25 µm.

3.3. Conclusion on the experimental methods

In this chapter, two experimental methods that were built during this work were described. The first
part of the chapter described the development of a fast re–scan laser scanning confocal microscope. The
second part was about the establishment of an astigmatism particle tracking velocimetry setup. Both
setups were built to find a suitable experimental method enabling the measurement of flow profiles close
to receding contact lines of surfactant solutions. In the following, both methods are summarized and
thereafter compared.

In the first part of this chapter, I described the built high–speed re–scan laser scanning confocal microscope.
This setup enables high–speed confocal recordings while using only a single laser beam preventing any
crosstalk. In contrast to standard single beam laser scanning confocal microscopes, which use one scanning
unit to scan the sample, it utilizes two scanning units in a re–scan configuration. This means that one scan
unit scans the sample and the other scan unit projects the image on a two–dimensional camera sensor.
Thus, a two–dimensional image is directly recorded, without the need for image reconstruction software.
As with any laser scanning confocal microscopes, the maximum scanning speed is limited by the speed of
the moving mirrors. The resonant scanners oscillate with a fixed frequency of 15.7 kHz leading to a line
frequency of 31.4 kHz since the scanning is done bidirectionally. This fast scanning speed results in a small
dwell time of around 118ns leading to reduced bleaching of the sample.
All three scanning axes, i.e. the resonant scanners, galvanometer scanners, and objective scanner, can
be controlled individually. This enables scanning arbitrary planes through the sample, which is one of
the big advantages of laser scanning confocal microscopes. The highest possible two–dimensional frame
rates are 1 kHz in the lateral direction, i.e. xy–scan, and 200Hz in the vertical direction, i.e. xz–scan,
with a z–amplitude of 100 µm. The axial scanning speed can be increased by decreasing the z–amplitude.
Three–dimensional xyz–stacks can be recorded with frame rates up to 40Hz. The high–speed capacities of
the custom–built microscope are superior to comparable commercial state–of–the–art microscopes (Table
3.1).
The optical properties of the setup were theoretically and experimentally determined (section 3.1.4). It was
shown that the resolution of the microscope is independent of the frame rate. The best measured lateral
resolution is (223.9± 8.9) nm and the best axial resolution is (602.4± 25.1) nm. Since the resolution
depends crucially on the sample quality, i.e. quality of the fluorescent dye and quality of the index matching,
a new resolution criterion was defined (page 46). This criterion utilizes the edge steepness of the recorded
intensity profiles, e.g. of fluorescently labelled particles, to calculate the resolution. A hyperbolic function
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is fitted to the rising and falling slopes of the intensity profile. The resolution is defined as the distance
between the 10% and 90% value of the maximum amplitude of the hyperbolic fitting. Since the criterion
uses the measured intensity profile of the sample, it can be easily applied to every measurement to calculate
the resolution.
The custom–built microscope still has unused potential and possible improvements to the optical setup
were presented in section 3.1.6. A major limiting factor of many microscopes is the axial scanning capacity.
A common way to accomplish axial scanning is by moving either the objective or the sample up and down.
This can lead to mechanical vibrations and thus to disturbances of the sample. To circumvent this, I added
two extensions to the present setup which enable fast axial scanning without disturbing the sample (section
3.1.5).
The first extension is a remote focus technique based on ideas of [48]. Two additional objectives are added
to the beam path. By moving one of those objectives, the focal plane is moved through the sample. Thus,
the focal plane is moved through the sample without moving the sample or the objective that detects
the light coming from the sample. Hence, the sample is not disturbed by mechanical vibrations. It was
shown that the method works and ideas to improve the image quality were given. The second extension
is a combination of the confocal microscope with astigmatism particle tracking velocimetry which was
presented in section 2.7.3. Since additionally an APTV setup was built during this work (section 3.2),
the combination of both methods was a matter of course. For this purpose, an additional fluorescent
detection beam path was added to the optical assembly of the microscope. By placing a cylindrical lens in
the fluorescent beam path, APTV could be used. Thus, this extension combines the advantages of confocal
microscopy, i.e. high–quality images of a specific plane through the sample, with the three–dimensional
detection capacities of APTV.

In the second part of this chapter, I described the built APTV setup. The advantage of astigmatism
particle tracking velocimetry, or defocusing techniques in general, is that only one camera and no moving
parts are needed to measure three–dimensional dynamics (section 2.7.3). I modified a commercial Leica
DMI6000B inverted research microscope to be used as an APTV setup by placing a cylindrical lens in the
beam path of the microscope. To use APTV I had to write two extensive software packages (section 3.2.2).
The first software package was written with LabVIEW to control the microscope. The programmed software
enables remote control of every motorized component of the microscope. Automated calibration routines
are available allowing easy and fast calibration of the setup. During measurements, data–sheets, which
include all important measurement parameters, are automatically created by the software. The second
software package was written in Matlab to analyse the recorded particle image shapes, calculate and use
calibration curves, and to track the particles. The uncertainty of the three–dimensional particle detection is
lower than 1 µm in axial direction and around 0.25 µm in lateral direction.
Three–dimensional flow profiles can be measured with frame rates up to a few hundred Hertz. The
reachable frame rate depends on the quality of the fluorescent dye and the combination of objective
magnification, focal length of the cylindrical lens, and size of the tracer particles. The combination of
the mentioned parameters also determines the size of the measurement volume. Thus, the size of the
measurement volume can be adapted to fulfil the individual measurement requirements by changing the
combinations of the mentioned components.

In general, both setups can be used to measure the required flow fields close to receding three–phase
contact lines. Each setup has its individual advantages and disadvantages: The custom–built confocal
microscope has the advantages of any laser scanning confocal microscopes, i.e. arbitrary scans through the
sample and only detection of light coming from the focal plane. Thus, high concentrations of tracer particles
can be used to track the flow motion. Two–dimensional flow fields can be calculated by using standard
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particle image or tracking velocimetry methods. If a two–dimensional flow field, e.g. a vertical or horizontal
scan through the sample, is sufficient, the confocal microscope is the method of choice. Besides tracking
the flow motion, the slope of the liquid/air interface, and the position of the contact line can be measured
directly. By stepwise detection of horizontal planes, three–dimensional flow profiles can be reconstructed.
High image quality and spatial resolution are secured by using objectives with a high numerical aperture
and blocking most out–of–focus information. The major disadvantage of the custom–built microscope is
the necessity to repeatedly adjust and align the optomechanical components and the possible disturbances
of the sample due to mechanical vibrations.
Astigmatism particle tracking velocimetry enables direct measurement of three–dimensional particle po-
sitions without the need for moving parts. However, the amount of tracer particles is, compared to the
custom–built microscope, low since every particle in the three–dimensional volume is detected. Thus,
overlapping particle image shapes should be avoided. This leads to a reduced concentration of tracer
particles. As a result, APTV detects fewer particles per frame compared to the custom–built microscope.
However, the detected information of the APTV setup is three–dimensional. A sufficient amount of informa-
tion, i.e. particle trajectories, is needed for a good spatial resolution. This can be achieved by increasing
the measurement time. In the present work, this is possible since the moving drop reaches a dynamic
equilibrium state. In contrast to the custom–built microscope, no adjustment and alignment effort is
needed to use APTV. Additionally, no index matching of the tracer particles with the measurement fluid is
necessary. Furthermore, no moving parts are needed and thus no mechanical disturbance of the sample is
possible. However, calibration of the setup and detection of the particle image shapes are necessary. This
was considered a minor disadvantage compared to the alignment effort and the possible disturbance of the
sample when using the custom–built confocal microscope. As a result, I used the APTV setup to directly
measure three–dimensional flow fields close to receding three–phase contact lines of aqueous surfactant
solutions.

64



4. Influence of surfactants on forced dewetting

In this chapter the influence of surfactant solutions on flow fields close to receding three–phase contact lines
is investigated. At the beginning of this chapter, the materials and methods as well as the data processing is
presented. Thereafter, the measured flow fields are discussed and the hypothesis [69] (section 2.5.2) which
tries to explain the dynamics close to receding contact lines of surfactant solutions is tested. Furthermore,
the model of the hypothesis is expanded and a new model describing an additional surfactant transport
mechanisms is proposed. Most of the content of the following sections is published in [170].

The appendix contains an overview of all commercial components (Appendix A.4), used software pro-
grammes (Appendix A.6) and consumables (Appendix A.5). When describing the material and the experi-
mental setup, reference is made to the tables in the appendix for more details on the components, software
or consumable material.

4.1. Material

Table 4.1 shows the properties of the used surfactants (A.5.8, A.5.9) in this work. To avoid charge effects,
only nonionic surfactant solutions were used. Since Henrich et al. [83] showed that the charge does not
influence the dewetting behaviour of surfactant solutions, the use of nonionic surfactants in this work is
sufficient. The surfactants were used without further purification. The surfactants were selected due to
their significantly different critical micelle concentration. In section 4.1.1 the different surfactant solutions
are discussed in detail.

Table 4.1.: Properties of the surfactants. Values of the diffusion coefficients from [83].
Name Formula Type CMC

[mM]
Molecular
weight
[gmol−1]

Surface ten-
sion at CMC
[mNm−1]

Diffusion
coefficient
[m2 s−1]

Dodecyl pentaglycole C12E5 Nonionic 0.07 406.60 30.7 2.9× 10−10

Octyl triglycole C8E3 Nonionic 7.5 262.39 27.3 4.6× 10−10

Silanized cover slides (A.5.1) were used as substrates. In a first step, these slides were mechanically cleaned
with acetone (A.5.6), isopropanol (A.5.7) and ethanol (A.5.5) with clean room wipes. Then, the slides were
placed in a closed box and hydrophobized with (trichloro(1H, 1H, 2H, 2H–perfluorooctyl)silane (A.5.4)
via the gas phase for two minutes. Two 10 µL drops of the silane were placed in the box and a magnetic
stirrer ensured a homogeneous coating of the cover slides.
Fluorescently labelled polystyrene particles with diameters of either 2 µm or 4 µm were used to measure
the flow motion. The latter were synthesized at the MPIP (A.5.13) and have an excitation wavelength of
550 nm and an emission wavelength of 600 nm. The 2 µm particles were commercial particles (A.5.14) with
an excitation wavelength of 530 nm and an emission wavelength of 607 nm. The particles were dispersed
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in the surfactant solutions. The sedimentation of the particles was avoided by using a 1:1 mixture of
deuterium oxide (A.5.12) and ultra–pure water (A.4.1, A.4.2). The polystyrene particles are only slightly
denser than water (ρps = 1050 kgm−1). Due to this small density difference, the sedimentation time is
much larger than the time scales of the measured phenomena. Thus, even without a density match, it can
be safely assumed that the particles follow the fluid [149].

4.1.1. Characterisation of the surfactant solutions

Table 4.2 shows the properties of the used measurement solutions with concentrations of 5, 15 and
30%CMC. A fine balance (A.4.11) was used to create aqueous solutions with the mentioned concentrations.
Due to the difference of the CMC between both surfactants, the absolute concentration cabs of surfactant
molecules in parts per million (ppm) differs significantly. The equilibrium surface tension γ of the aque-
ous surfactant solutions was measured by using the Wilhelmy–method with a tensiometer (A.4.7). The
measured surface tension of pure water was 72.4mNm−1. The surface tension of the surfactant solutions
decreases with increasing surfactant concentration. The equilibrium surface excess Γ is calculated using
equation 2.13 and increases with increasing surfactant concentration.

The Capillary and Reynolds numbers were also calculated for the surfactant solutions. A characteris-
tic velocity of 200 µms−1 was used to calculate the dimensionless numbers. This value equals the contact
line velocity of the measurements. Furthermore, the dynamic viscosity of water (µ = 1mPa s) was used
to calculate the dimensionless numbers. Since the surfactant concentration is low and even temperature
effects have a higher influence on the viscosity than the small amounts of surfactant molecules, the viscosity
of water can be used to calculate the dimensionless numbers for the surfactant solutions. The Capillary
numbers Ca are calculated using equation 2.4 and are in the order of 10−6 for all solutions. This indicates
that surface forces are dominant compared to viscous forces. The Reynolds numbers Re were calculated
using equation 2.7. The size of the measurement volume (100 µm) was used as a characteristic length.
The Reynolds numbers are in the order of 10−2, indicating that viscous forces are dominant.

Table 4.2.: Properties of the surfactant solutions: absolute concentration cabs, equilibrium surface tension
γ and equilibrium surface excess Γ.

Surfactant [%CMC] cabs [ppm] γ [mNm−1] Γ [molm−2]
C12E5 5 0.06 58.21 0.9× 10−6

C12E5 15 0.19 47.45 2.6× 10−6

C12E5 30 0.38 40.18 5.1× 10−6

C8E3 5 6.78 53.16 0.9× 10−6

C8E3 15 20.32 43.36 2.8× 10−6

C8E3 30 40.65 35.38 5.6× 10−6
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4.2. Experimental setup

Figure 4.1 shows the experimental setup, which was already described in detail in section 2.5.4. In this
study measurements with a contact line velocity of 200 µms−1 are done and thus a 1mm thick PDMS
dampening layer is used to guarantee a smooth motion of the piezoelectric stage (see section 2.5.4 for
details about the linear motion of the stage).

Figure 4.1.: The setup enables measuring flow fields in the circled area close to moving contact lines that
are locally stable. Adapted from [170] (CC BY 4.0).

The prism must be hydrophobized like the used glass substrates to prevent spreading of the liquid on
the prism. In a first step, the prism is cleaned and afterwards hydrophobized with trichloro(1H, 1H, 2H,
2H-perfluorooctyl)silane in a closed box via the gas phase. The cleaning and hydrophobization process of
the prism is of crucial importance since the prism has direct contact with the liquid and can contaminate it.
Thus, after each measurement, the prism is at least rinsed with pure water.
The focus of the present work was on measurements close to the receding contact line as shown in Figure
4.1. The movement of the substrate is to the left and a receding contact line is created in the circled area of
the drop. Since the distance between the prism and the circled measurement area is larger than at least 30
times the measurement area, no influence of the prism on the flow close to the receding contact line is
expected. The calculation of flow profiles is presented in section 4.4.

4.3. Experimental procedure

In this work 5, 15 and 30%CMC surfactant solutions of C12E5 and C12E5 are used. The measurement
volume of the drop is always 2.5 µL. These volumes are measured with pipettes (A.5.2) and the drop is
placed on top of the hydrophobized glass substrates. Up to four measurements are done on the same
substrate. Each measurement is done at a different position and with a new drop of the measurement
liquid. Flow profiles are measured for the surfactant solutions and water at a constant contact line velocity
of 200 µms−1. The contact line velocity is controlled by the movement of the piezoelectric stage (A.3.1)
which is controlled by changing a frequency in the control software (A.6.4) of the motor. In this work
the frequency is set to 500Hz which yields a contact line velocity of 200 µms−1. The PDMS dampening
layer is used to guarantee a smooth motion of the contact line. Further details about the properties of the
piezoelectric stage can be found in section section 2.5.4 or [84]. For the APTV measurements a 40X times
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objective (A.4.16), a cylindrical lens (A.2.11) with a focal length of 150mm and 2 µm sized fluorescently
labelled polystyrene particles (A.5.14) are used. The excitation light is provided by the mercury lamp of the
microscope (A.2.7). The new internal filter cube (A.2.1) of the microscope is used to maximize the usable
fluorescent light. The high–speed camera (A.2.3) records images with a frame rate of 50Hz which yields a
good spatial and temporal resolution. The field of view in this configuration is around 400× 450× 60 µm3

and the uncertainty of the determination of the particle position is less than ±0.25 µm in lateral direction
and less than ±1 µm in axial direction. The measurement area is protected from ambient airflow and stray
light by a laser curtain.
The measurements of water, C12E5 and 5%CMC C8E3 were done by me with the above described setup.
Measurements of water and 15%CMC and 30%CMC C8E3 were done by F. Henrich and M. Rossi at the
Bundeswehr University Munich with a second setup. The setup in Munich consists of an inverted microscope
Axio Observer Z1 (Carl Zeiss AG) in combination with an Imager sCMOS camera (LaVision GmbH). It uses a
150 µm cylindrical lens and a 40X microscope objective (LD Plan—Neofluar, Carl Zeiss AG). A high–power
green light–emitting diode was used as illumination and 4 µm sized polystyrene particles (A.5.13) are
used to track the flow. The calibration of this setup can be found in [12]. The uncertainty of this setup is
±0.7 µm in the axial direction, and ±0.1 µm in the lateral direction with a measurement volume of around
380× 430× 70 µm3. All measurements were analysed by me.

4.3.1. Effects of contamination

The first series of velocity measurements showed an unexpected behaviour of the flow field. The flow field
of pure water close to a receding three–phase contact line should look like Figure 4.2 (a). Instead, the
measured flow field of water looked like the one shown in Figure 4.2 (b). The surface flow at the liquid/air
interface pointed towards the contact line and a so–called dividing [16] or split–ejection streamline [72]
was present in the liquid bulk. A similar observation was made on the advancing side of drops. There, the
surface flow pointed away from the contact line and a so–called split–injection streamline [72] was present.
After the addition of surfactants to the measurement solution, the dividing streamline was not present any
more. Although this behaviour was observed in other studies [16, 72], the here observed behaviour may be
due to contamination of the liquid or sample. Thus, possible sources of contamination were systematically
identified and eliminated.

Figure 4.2.: (a) Expected flow field of water with the contact line velocity U , the receding contact angle Θrec

and the bulk flow motion. (b) Measured flow field of water during the first measurement series
with a dividing streamline.

The three most likely ways to contaminate the measurement were the used pipette (A.5.2) and tips (A.5.3),
the tracer particles (A.5.14) and the silanization process of the solid substrate. The pipettes and the tips
are shared for all co–workers in a lab. Both pipettes and tips can be easily contaminated by minor mistakes,
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e.g. by leaving the container of the tips open or filling too much liquid into the pipette. Since these
mistakes often happen unnoticed, all subsequent work with the pipette and tips is affected. Thus, I ordered
a new set of pipettes and tips only for these experiments and stored them in a closed box to prevent any
contamination. Commercially bought polystyrene particles (A.5.14) were used to track the flow. These
particles were delivered in a storage liquid from the manufacturer. Upon request, the manufacturer assured
that the particles were washed several times and that no residues of the particles’ synthesis were left. To
be on the safe side, the particles were washed again several times. This was done by letting the particles
sediment to the bottom of the storage container, removing the excess liquid, adding new ultra–pure water
and mixing particles and water by use of an ultrasonic bath (A.4.10). This process was repeated several
times. Another way to distort the measurements is the substrate. Before and after the silanization process
the substrate was cleaned to prevent any contamination.
After taking care of the mentioned points, the flow fields of water showed the expected behaviour without
the dividing streamline. Thus, the here observed dividing streamline was due to some contamination. It
was not possible to measure or create the dividing streamline on purpose in a controllable manner. Hence,
no statement about the creation or physics behind dividing streamlines is possible. However, other studies
showed the streamline for pure water [72] as well as for surfactant solutions [16].

4.4. Data processing

The results of the APTV measurements are particle trajectories whose xy–positions are in the coordinate
system of the recorded images (Figure 4.3). In the shown system, the substrate motion is directed from
high to low yIm values. Several additional steps of data processing, next to the in section 3.2.2 presented
standard APTV processing steps, are required before the data can be analysed. The additional steps are the
correction of the inclination of the solid substrate, changing the coordinate system, and finally the creation
of flow fields. In the following, these data processing steps are presented.

Figure 4.3.: Detected particle trajectories. The trajectories are color coded depending on the xIm–position
of the data points.

4.4.1. Correction of inclination

In the first step, the inclination of the substrate must be corrected. To visualize the inclination, the
yIm–position of the particles has to be scaled since the motion of the piezoelectric stage is parallel to the
yIm–axis. Figure 4.4 shows the same data as Figure 4.3, but the yIm–axis position of each particle was
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scaled to show the inclination. The yIm–axis position of each particle i for every recorded frame Nf , i.e.
yIm (i,N), was scaled with the following equation

yPS (i,Nf ) = yIm (i,Nf ) +
Nf U

∆t
(4.1)

and the contact line velocity U and the time interval between two successive frames ∆t. Thus, the particle
position yPS (i,Nf ) is the absolute position of the particle in the coordinate system of the piezoelectric
stage which has a travel range up to 26mm. From the scaled trajectories of the particles, it is evident that
some sort of inclination exists. Therefore, a two–dimensional plane was fitted to the particles with the
lowest z–values, i.e. the particles that stick to the solid. This plane represents the glass substrate and
all axial particle positions are corrected regarding this plane (with z = 0 µm corresponding to the glass
substrate).

Figure 4.4.: Detected particle trajectories in the coordinate axis of the piezoelectric stage yPS . The inclina-
tion of the glass substrate is corrected by fitting a two–dimensional plane to the particles that
stick at the glass substrate.

In the case of the shown measurement, the inclination is around 30 µm over the travel range of 17mmwhich
equals an inclination angle of around 0.1°. Possible reasons for the inclination are the PDMS dampening
layer and small manufacturing inaccuracies of the substrate holder. It is not possible to correct these error
sources due to the lack of adjustment options. Also, the substrate itself is an error source. The used glass
substrates (A.5.1) are only (170± 5) µm thick. Although these substrates are of the best quality, they are
not perfectly flat and can be bent easily. The substrates are glued to the sample holder to guarantee the
best possible flatness of the substrate. However, a small error will remain and contribute to the observed
inclination.
The influence of the inclination on the measured dynamic is negligible. However, the inclination further
influences the usable axial volume during the measurement. It can be seen that for small yPS values the
axial volume is only around 30 µm. It increases during the measurement until it reaches around 60 µm
which is around the maximum usable axial volume of the used calibration.
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4.4.2. Change of coordinate system

In the next step, the coordinate system has to be changed. Until now, the data points are still represented
in the image coordinate system with corrected z–values. A presentation of the data in the co–moving frame
of the contact line is beneficial for further analysis. The origin of this coordinate system is placed on the
moving three–phase contact line. Thus, the contact line must be detected for each recorded frame. This
is done by using several segmentation and edge detection techniques. The detected data points of the
contact line are fitted with a second–order polynomial function. Since the contact line is tracked in the
distorted image system, the contact line position has to be transformed back to the real system by using
the transformation matrix (section 3.2.2). An image with a marked detected contact line can be seen in
Figure 4.5 (a). The particle coordinates are transformed using the contact line position. The representation
of the trajectories in the co–moving frame of the contact line can be seen in Figure 4.5 (b). The streamwise
variable x represents the distance between the data point and the contact line (with x = 0 corresponding
to the contact line).

Figure 4.5.: (a) Recorded image with different particle images and the fitted contact line. (b) Representation
of the detected particle trajectories in the co–moving frame of the contact line. The origin of
the system is placed on the moving three–phase contact line.

4.4.3. Calculation of velocity fields

The velocity components of the final particle coordinates (Figure 4.5 (b)) were calculated via equation 2.35.
Since the measured data showed that the flow in y–direction is negligible, all trajectories were projected
on the xz–plane. It is assumed that the shape of the liquid close to the three–phase contact line is a wedge
and thus, the liquid/air interface is a straight line. The receding contact angle is fitted by the use of the
trajectories that move parallel to the liquid/air interface. The pitch of the particle trajectories is used to
calculate the contact angle. The measurement uncertainty of this procedure is around ±5°. The correct
contact line velocity for each measurement is calculated by analysing the tracer particles that are stuck
at the substrate. The velocity of these particles is equal to the contact line velocity. Finally, all measured
particle velocities were averaged to equidistant grid points with a spacing of 5 µm. Each measurement
solution was measured at least three times. An average of 168 particles were tracked in each measurement
and analysed with the written software. The average number of sample points per equidistant grid point is
around 13. The velocity fields are discussed in section 4.6.
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4.5. Macroscopic contact angle measurements

As mentioned in the previous section, the receding contact angle was calculated by using the trajectories
that move parallel to the liquid/air interface. Since the contact angle was not measured directly during the
measurement, it must be controlled if the calculated values are reasonable. Therefore, additional contact
angle measurements were done.
Measurements of the static advancing and receding contact angles were made using the sessile drop
method on a goniometer (A.4.6). The measured static receding contact angles are around 20° larger than
the measured receding contact angles for a velocity of 200 µms−1.
Macroscopic measurements of the dynamic contact angles were done using the in section 4.2 presented
experimental setup. Figure 4.6 (a) shows an image of a 5% C12E5 drop while the substrate is moved with
200 µms−1. To record those images, the drop was illuminated from behind using a light–emitting diode
(A.4.8). The image was recorded from the front using a webcam (A.4.9) mounted on a three–axes table
(A.4.5). The imaging optics of the webcam were a 2X objective (A.4.4) and a tubus (A.4.3).

Figure 4.6.: (a) Macroscopic image of a 5% C12E5 drop while the substrate is moved with 200 µms−1. (b)
Detection of the contact angles.

The drop is pinned to the prism and a locally stable moving three–phase–contact line is created. The
detection of the contact angles is shown in Figure 4.6 (b). An edge detection algorithm is used to detect
the outline of the drop and its reflection on the substrate. The reversal points, i.e. the advancing and
receding contact lines, are calculated to define a baseline. The contact angles are measured between the
drop outline and the baseline. The measurement uncertainty of the contact angle detection is around ±3°.
Detection of the drop shape and calculation of the contact angle is based on an available software package
[129] with slight modifications.
The shown configuration of the measurement setup in Figure 4.6 is used to measure the receding contact
angle. It is also possible to calculate an advancing contact angle. However, since the distance between the
prism and the advancing side is rather small, the prism has a huge influence on the advancing contact
angle. Thus, the calculated values for the advancing side are not reliable.
The macroscopic measured receding contact angle for 5% C12E5 is around 76°. The receding contact
angle, calculated with the particle trajectories, is around 74°. The different methods show good agreement
in determining the receding contact angle. This is also true for other measured solutions. The maximum
error amplitude between the macroscopic measured contact angles and the calculated contact angles
with trajectories is around ±7°. The results show that the method of calculating the contact angle with
trajectories is valid.
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4.6. Velocity fields

In this section the measured velocity fields close to receding three–phase contact lines are presented. As
mentioned before, since the measured data showed that the flow in y–direction is negligible, all trajectories
were projected on the xz–plane. It is assumed that the shape of the liquid close to the three–phase contact
line is a wedge and thus, the liquid/air interface is a straight line. All measured particle velocities were
averaged to equidistant grid points with a spacing of 5 µm.

4.6.1. Water

A measured velocity field for pure water can be seen in Figure 4.7. The data is shown in the co–moving
frame of the contact line, in which the origin of the coordinate system corresponds to the moving three–
phase contact line. The flow direction is given by the angular orientation of the arrows and the velocity is
given by the color code. The black solid line marks the liquid/air interface and the contact angle for the
measurements of water is around 78°. The velocity field shows that fluid enters the measurement volume
from the right, moves in the direction of the contact line, is redirected to flow parallel to the liquid/air
interface, and leaves the measurement volume.

Figure 4.7.: Measured velocity field of water in the co–moving frame of the contact line. The straight black
line is the liquid/air interface. Adapted from [170] (CC BY 4.0).

4.6.2. Surfactant solutions

Two exemplary velocity fields for 30%CMC surfactant solutions of C12E5 and C8E3 are shown in Figure
4.8. The first observation is that the receding contact angle decreases from 78° (water) to 54° in the case of
C12E5 and 25° in the case of C8E3. The general fluid motion is similar for water and surfactant solutions.
Flow fields for all surfactant solutions can be found in Appendix A.3.1.
Further quantitative statements are not possible from the comparison of the flow profiles. The reason is
that the receding contact angles differ between the measurements. Thus, the measured flow magnitudes
of water and surfactant solutions cannot be compared quantitatively. For this reason, a different approach
is necessary to enable quantitative statements.

73



Figure 4.8.: (a) Velocity field of 30%CMC C12E5 solution with a receding contact angle of 54°. (b) Velocity
field of 30%CMC C8E3 solution with a receding contact angle of 25°. Adapted from [170] (CC BY
4.0).

4.7. Deviation fields

The idea behind deviation fields is to compare the measurements to available hydrodynamic theories. For
the simplified two–dimensional wedge geometry near the contact line, hydrodynamic theories for simple
liquids exist [46, 88, 127, 177]. These theories provide an analytical solution for the region directly at the
contact line on a nanometre scale (inner solution) and for the bulk flow (outer solution). Since the used
tracer particles are micrometre sized, the measurements are in the range of the outer solution. Because the
outer solution is basically the same for the mentioned theories, the measured velocity data is compared
only to the theory of Moffatt [127] for a stress–free liquid/air interface with a constant contact line velocity
which was presented in section 2.3.2. A deviation field shows the velocity difference between theory and
measurement and the velocity deviation is calculated via equations

ud = ue − ut, wd = we − wt, (4.2)

Md =
|v⃗d|
|v⃗t|

=

√︂
u2d + w2

d√︂
u2t + w2

t

. (4.3)

with the mean local velocity components u and w in x– and z–direction at a given (x, z)–position. The
indices indicate the type of data, e.g. deviation d, experiment e, and theory t. The relative magnitude of
the deviationMd is calculated by simple vector analysis.

4.7.1. Water

The calculation of a deviation field for water is shown in Figure 4.9. Figure 4.9 (a) shows a measured
velocity field with a contact angle of 78°. The contact angle and contact line velocity of the measurement
are used to calculate the theoretical velocity field using Moffatt’s solution (b). The information of (a) and
(b) is used to create the deviation field (c) using equations 4.2 and 4.3. As already mentioned, this deviation
field shows the deviation between the measurement and the theoretical prediction by Moffatt. The color
code and length of the arrows represent the relative magnitude of the deviationMd. The angular deviation
is given by the arrow direction. The relative magnitude of the deviation between the measurement of
water and the theory is between 5–30 %. The angular deviation is randomly distributed and no distinct

74



regions with the same angular deviation exist. This randomness and the small absolute deviation show
that measurement and theory agree well. The random noise shows that no bias error occurred. Close to
the free surface of the liquid, only a small deviation occurs. Thus, the liquid/air interface seems to be
stress–free since the theoretical solution was calculated for a stress–free liquid/air interface.

Figure 4.9.: (a) Measured velocity field of water. (b) Theoretical velocity field of water calculated with the
theory of Moffatt [127] (section 2.3.2). (c) Deviation field calculated with equations 4.2 and 4.3
and the information from (a) and (b). Adapted from [170] (CC BY 4.0).

4.7.2. Surfactant solutions

Since it was shown that the measurements of water and the theory of Moffatt match well, it is possi-
ble to compare the measurements of surfactant solutions to the theory of Moffatt for water. Since the
theoretical prediction can be calculated for any contact angle, a direct qualitative comparison using de-
viation fields is possible. The deviation fields for surfactant solution should show angular and absolute
deviations since a theoretical solution for pure water is compared to a measurement for a surfactant solution.

Deviation fields of 30%CMC C12E5 and C8E3 solutions are shown in Figure 4.10 (a) and (b). It can
be seen that the angular deviation is no longer randomly distributed. Large regions with the same angular
deviation exist close to the liquid/air interface (region A) and in the liquid bulk (region B).
In the region close to the liquid/air interface (region A) the arrows point towards the three–phase contact
line and thus, in opposite direction of the surface flow. The reduced surface velocity is explainable by a
Marangoni stress (section 2.4.4) at the liquid/air interface. This Marangoni stress opposes the surface
flow and thus the surface flow is reduced. The Marangoni stress is caused by a surface tension gradient
and corresponding gradient in surface surfactant concentration, i.e. gradient in surface excess, along the
liquid/air interface. Therefore, the flow near the liquid/air interface is reduced in the case of aqueous
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Figure 4.10.: (a) Deviation field of a 30%CMC C12E5 solution with an absolute surfactant concentration of
0.38 ppm. (b) Deviation field of a 30%CMC C8E3 solution with an absolute surfactant concen-
tration of 40 ppm. The red dashed line separates the deviation close the free surface (region A)
from the bulk deviation (region B). Deviation fields for all surfactant solutions can be found in
Appendix A.3.1. Adapted from [170] (CC BY 4.0).

surfactant solution compared to water. As a result, the liquid/air interface of aqueous surfactant solutions
is not stress–free. The surface tension gradients are quantified in section 4.8.
In the bulk region (B) the arrows point to the right, i.e. in opposite flow direction. This means that the
velocity in this region is also reduced compared to water. The reason for this second region can be explained
by the conservation of mass. The shown liquid volume is defined as a control volume and the conservation
of mass must be fulfilled. Since the outflow is reduced due to the Marangoni stress in region A, the inflow
in region B must be reduced as well to fulfil mass conservation. This is the reason why the bulk flow in
region B is reduced. It is remarkable that these pronounced deviations are created by an absolute surfactant
concentration of only cabs = 0.38 ppm and 40 ppm for C12E5 and C8E3 respectively.

4.8. Surface tension gradient

As shown in the previous section, the surface flow of aqueous surfactant solutions is reduced compared
to the expected flow behaviour of pure water. The reason for this is a surface tension gradient leading to
a Marangoni stress which opposes the surface flow. Thus, the liquid/air interface of aqueous surfactant
solutions is not stress–free. It is possible to quantify the surface tension gradient by calculating the shear
stress, i.e. Marangoni stress, at the liquid/air interface which is necessary to cause the measured flow
fields. Figure 4.11 (a) shows a sketch of the liquid wedge with the direction of the important parameters.
The shear stress τ at the liquid/air interface, i.e. the free surface of the liquid, can be calculated by using
the measured velocity data of the surfactant solutions

τ = µ∇⊥vp|Int (4.4)

with the dynamic viscosity of the liquid µ and the derivative of the velocity component parallel to the
free surface vp at the liquid/air interface, i.e. the surface velocity. In the present case, the surface tension
gradient ∇∥γ along the free surface can be equated to the shear stress

∇∥γ = τ = µ∇⊥vp|Int (4.5)
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because any stress occurring at a surface originates from a surface tension gradient [106].

To calculate the velocity derivative ∇⊥vp, the measured velocity is fitted by a cubic polynomial in the
direction normal to the liquid/air interface. The shear stress τ is calculated by differentiating the polynomial
and using the viscosity of water µ = 1mPa s. Since the absolute surfactant concentration is low and even
temperature effects have a higher influence on the viscosity than the small amounts of surfactant molecules,
the viscosity of water can be used to calculate the shear stress for the surfactant solutions. Even though the
polynomial fitting is done with a fair amount of data points, the uncertainty of the calculated shear stress
is around 20%. The area closer than xInt = 20 µm to the three-phase contact line is excluded from further
analysis due to large statistical errors. The reason for these errors is the size of the tracer particles. Close
to the three–phase contact line the liquid area is limited by the opening angle of the wedge. The tracer
particles interact with the fluid flow and thus do not correctly indicate the flow motion (see discussion in
the following paragraph). Therefore, a region closer than xInt = 20 µm is excluded from further analysis.
The change in surface tension ∆γ is calculated by integration of the shear stress τ in negative xInt–axis
direction along the free surface.

Figure 4.11 (b) to (d) show the calculated change in surface tension ∆γ for different solutions. The
change in surface tension ∆γ is plotted above the interface variable xInt. The curves are exponential fits to
the data and the dotted lines are the corresponding confidence intervals. For pure water, a change in surface
tension is not expected. Yet, the shown curve for pure water shows a slight increase when approaching the
contact line (Figure 4.11 (b)). It is assumed that the minimal increase is due to the interaction of the tracer
particles with the flow motion close to the contact line. In the vicinity of the sharp corner, the tracer particle
might not follow the fluid motion correctly but disturbs the fluid motion due to its size. Thus, it is assumed
that the small measured increase of the surface tension of water is a systematic error due to the interaction
of the tracer particles with the flow motion in the vicinity of the sharp corner. This assumption is supported
by several points. For distances larger than xInt = 30 µm the ∆γ values of pure water are around zero. The
calculated change in surface tension for the 5%CMC surfactant solutions are already a factor three larger
than values of pure water. The slopes of these solutions also start to increase further away from the contact
line. The curves of higher concentrated surfactant solutions show significant changes in surface tension
that are more than a factor 100 larger than the values of water and also start to increase substantially
further away from the contact line (Figure 4.11 (c) and (d)). Hence, the assumption that the slight increase
in the calculated surface tension gradient for water is a small systematic error is valid. Since the calculated
changes in surface tension for surfactant solutions are significantly higher and start to appear farther away
from the contact line, the systematic error has a negligible influence on the calculated values.

The calculated gradient in surface tension for all surfactant solutions occurs up to several tens of mi-
crometres from the contact line. At a certain distance each surfactant solution shows a vanishing change in
surface tension ∆γ (Figure 4.11 (c) and (d)). This indicates that the surface surfactant concentration, i.e.
the surface excess of surfactant, is in equilibrium with the bulk concentration at large distances from the
contact line. It can be seen that this distance is increased with increasing surfactant concentration. Thus,
the non–equilibrium region at the free surface, i.e. the region where a change in surface tension occurs, is
increased with increasing surfactant concentration for all solutions and both surfactants. Since the data
were fitted with an exponential function, the decay length Ldec, i.e. the inverse of the decay constant, is a
good characteristic length to compare the surfactant solutions. The decay length is the distance at which
the change in surface tension ∆γ has decreased to 1/e ≈ 0.37 times its initial value. The decay lengths
Ldec are shown by the coloured boxes in Figure 4.11 (c) and (d). For all surfactant solutions these lengths
are around 10–25 µm. Thus, independent of the surfactant concentrations, all surface tension gradients
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decay over a similar distance for both surfactants.

Figure 4.11.: (a) Sketch of the area close to the receding three–phase contact line to show the orientation of
the shear stress τ , the velocity component parallel to the free interface vp and xInt–axis. (b-d)
Calculated change in surface tension ∆γ of water and aqueous surfactant solutions along the
free surface. The origin of the plots is the moving contact line. Change in surface tension of
(b) 5%CMC solutions and water, (c) C12E5 solutions, and (d) C8E3 solutions. The data was fitted
with an exponential function and the dotted lines are the corresponding confidence intervals.
The decay lengths of the exponential functions are shown by the coloured boxes in (c) and (d).
Adapted from [170] (CC BY 4.0).

When approaching the contact line,∆γ increases showing that the local surface tension increases compared
to the equilibrium surface tension. This behaviour is observed for all measured surfactant solutions showing
the generic behaviour of this phenomena. Although the maximum increase in surface tension is only around
2 µNm−1 (30%CMC C12E5), the corresponding gradient in surface tension is around 130mNm−2. The
magnitude of the surface tension gradient is increased with increasing surfactant concentration for both
surfactants. The reason for the higher surface tension near the contact line is a decreasing surface excess of
surfactant molecules, i.e. decreasing surface surfactant concentration, close to the three–phase contact line.
The local surface excess of each surfactant solution, calculated with the maximum values of the surface
tension from Figure 4.11 (c) and (d), is only 0.01% lower than the equilibrium surface excess Γ (Γ is listed
in Table 4.2 for all solutions). Hence, although only small changes of the surface excess occur, the influence
on the receding contact angle and the flow fields is significant (see deviation fields in Figure 4.10). This
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means that even the smallest impurities in pure fluids have a huge impact on the dynamics at the free
surfaces and the bulk velocity field.

4.9. Test of hypothesis

In section 2.5.2 a hypothesis [69, 85] to explain the influence of surfactants on forced dewetting was
presented. In this section, the hypothesis and the corresponding scaling arguments are tested with the
measured data. Furthermore, a newmodel is proposed describing an additional surfactant transport process.

Figure 4.12.: Sketch showing the processes close to a receding three–phase contact line in the presence of
surfactant molecules. Adapted from [170] (CC BY 4.0).

In Figure 4.12 an adaptation of Figure 2.14 (section 2.5.2) is shown. In the following, the main arguments
of the hypothesis are briefly repeated by referring to Figure 4.12. The sketch shows the region at a receding
contact line with a wedge–shaped liquid volume and the possible surfactant transport mechanisms. The
bulk flow is represented by the black arrows and the surfactant molecules are represented by the small
circles with a tail. A new liquid/air interface is continuously created at the receding contact line. This new
interface is covered less with surfactants than the liquid interface in equilibrium further away from the
contact line. Surfactants adsorb to the new interface in two ways: (1) Some surfactant molecules are stuck
at the liquid/solid interface. These molecules are either transferred to the new interface or they stick to
the solid surface and move out of the liquid volume. (2) Diffusion transports surfactant molecules from
the bulk solution towards the new interface. This process is supported by advection due to the bulk flow.
Thus, a region underneath the new liquid/air interface is depleted of molecules (above the dashed line in
Figure 4.12). In the vicinity of the solid, advection transports the equilibrium surfactant concentration of
the bulk liquid towards the contact line (below the dashed line). The result of this equilibration process is a
difference in surfactant concentration along the liquid/air interface and therefore a concentration gradient.
The resulting surface tension gradient leads to a Marangoni stress (section 2.4.4) along the liquid/air
interface opposing the surface flow.

The main argument of the hypothesis [69] that a Marangoni effect opposes the bulk flow is verified
by the flow field measurements. The deviation fields, which indicate the velocity deviation between the
measured flow of aqueous surfactant solutions and the expected flow of water, show a huge velocity
deviation of the surfactant solutions underneath the free surface. Thus, the surface flow of surfactant
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solutions is lower compared to the expected surface flow of pure water. It was shown that the reason for
this reduced surface flow is a Marangoni stress which opposes the surface flow. The cause of the Marangoni
stress, the gradient in surface tension, was also quantified. In accordance with the hypothesis, it was found
that the strength of the Marangoni effect increases with increasing surfactant concentration.

4.9.1. Scaling arguments

Since it was possible to quantify the change in surface tension and surface excess (Figure 4.11), the scaling
arguments [85] of the hypothesis can be tested. These scaling arguments are based on the assumption that
diffusion perpendicular to the free surface is dominant while neglecting hydrodynamic flow effects. The
scaling arguments were presented in section 2.5.2 in detail. The scaling arguments were calculated using
the measured receding contact angles (Appendix A.3.1), equilibrium surface tensions (Table 4.2) and a
contact line velocity of 200 µms−1. In the following, the scaling arguments are compared to the measured
data.

Time scales

In this section, the time scale arguments are discussed. The diffusive time scale tD defines the time needed
to equilibrate the free surface by the diffusion component that is normal to the surface. The advective time
scale tA was defined as the time needed to create a new liquid/air interface which has the length of the
non–equilibrium region Lnon [85]. Lnon is the predicted size of the region close to the contact line where
the surface surfactant concentration is not in equilibrium with the concentration in the bulk. The calculated
advective tA and diffusive tD time scales differ up to several orders of magnitude for the surfactants due to
their different molecular properties (Table 4.3).
The ratio tR = tD/tA indicates whether diffusion is fast enough to equilibrate the newly created interface
over the length of the non–equilibrium region Lnon or not. In the case of tR > 1, diffusion is not fast enough
and the non–equilibrium region would expand along the interface. If tR < 1, diffusion is fast enough to
equilibrate the interface within the length Lnon. The here calculated ratios tR predict that diffusion is
not fast enough to equilibrate the surface within the length Lnon for all C12E5 surfactant solutions. This
indicates that the diffusive surfactant transport perpendicular to the liquid/air interface is not enough
to equilibrate the interface within the length Lnon. In the case of C8E3, diffusion can be fast enough to
equilibrate the the interface concentration.

Table 4.3.: Time scale arguments for the aqueous surfactant solutions: diffusive tD time scale, advective tA
time scale, time scale ratio tR and calculated Péclet numbers for the diffusion length α.

Surfactant [%CMC] tD [s] tA [s] tR Peα
C12E5 5 103 0.6 173.3 168.5
C12E5 15 103 2.3 44.1 168.5
C12E5 30 103 2.3 45.2 168.5
C8E3 5 6× 10−3 14× 10−3 0.5 1
C8E3 15 6× 10−3 22× 10−3 0.3 1
C8E3 30 6× 10−3 52× 10−3 0.1 1

It was earlier shown that the ratio tR (equation 2.22) is, apart from the prefactor, identical to the definition
of the Péclet number (equation 2.23). If the ratio tR is interpreted like a Péclet number, it indicates whether
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the advective or diffusive transport rate is dominant along the length α. The diffusion length α defines
a region that contains as many surfactant molecules as the surface, when the surface and the volume
concentrations are in equilibrium. In the case of C12E5 solutions, the message remains the same. The
ratio tR indicates that diffusion is not enough to equilibrate the interface over the length α with the bulk
concentration. For convenience, also the Péclet numbers Peα are calculated using the diffusion length α
and the contact line velocity U . These numbers only differ due to the above–mentioned prefactor from
the values of tR. These Péclet numbers indicate as well that diffusion is not enough to equilibrate surface
surfactant concentration of the new liquid/air interface since Peα > 1. In the case of C8E3 surfactant
solutions, the Péclet numbers are Peα = 1 which means that advective and diffusive transport are equally
important to equilibrate the interface concentration. This indicates that, next to diffusion, also advective
transport is important for C8E3 surfactant solutions.

These results imply that the diffusive surfactant transport perpendicular to the liquid/air interface is
not enough to equilibrate the surface surfactant concentration of the newly created liquid/air interface with
the bulk concentration. Especially, in the case of the surfactant C12E5, diffusion is inefficient. Hence, the
assumption of the scaling arguments, that diffusion is the dominant surfactant transport mechanism, might
be wrong. The scaling arguments are based on several assumptions and simplifications. The assumption that
diffusion is dominant is reasonable when the problem is simplified to the two–dimensional wedge–shaped
liquid as shown in Figure 4.12. In this case, only diffusion can transport sufficient surfactant molecules to
the liquid/air interface. No direct advective surfactant transport to the interface is possible since the flow is
parallel to the liquid/air interface. Since the above–mentioned results indicate that diffusion is not enough
to equilibrate the liquid/air interface, an additional transport mechanism is necessary. The only remaining
surfactant transport process is the transfer of molecules that were stuck at the solid surface to the newly
created interface at the contact line. However, in accordance with the hypothesis it can be assumed that
this surfactant transport is negligibly small. Thus, the simplification to two dimensions allows no further
significant surfactant transport processes. Hence, the simplification of the problem to two dimensions
might be wrong. Similar observations are made when the predicted length scales are discussed.

Length scales

The above–described time scales were calculated with the length scales α and Lnon (section 2.5.2). As
mentioned above, in equilibrium, the diffusion length α (equation 2.18) defines the thickness of a liquid
layer underneath the liquid/air interface that contains as many surfactant molecules as the liquid/air inter-
face. The non–equilibrium region Lnon (equation 2.19) defines a region that contains enough surfactant
molecules to refill the newly generated liquid/air interface at the contact line. In this region, close to the
receding contact line, the surfactant concentration at the liquid/air interface is not in equilibrium with the
bulk concentration. As already mentioned, the calculation of the length scales is based only on diffusive
arguments and neglects hydrodynamic effects.

In Table 4.4 the values of the length scales are shown. It can be seen that the diffusion length α and
the non–equilibrium region Lnon differ up to two orders of magnitude between the aqueous surfactant
solutions of C12E5 and C8E3.
In the case of C12E5, the non–equilibrium region Lnon predicts that the surfactant concentration of the
liquid/air interface is in equilibrium with the bulk concentration at distances higher than 100 µm from the
contact line. However, the calculated decay lengths Ldec of the surface tension gradients are around 15 µm.
Thus, equilibrium is reached for significantly shorter distances to the contact line than predicted by the
non–equilibrium region. Hence, next to diffusion, additional surfactant transport is needed to equilibrate
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Table 4.4.: Length scale arguments for the aqueous surfactant solutions: diffusion length α, non–
equilibrium region Lnon and decay length Ldec.
Surfactant [%CMC] α [µm] Lnon [µm] Ldec [µm]
C12E5 5 244.4 118.9 17.5± 3.9
C12E5 15 244.4 466.6 12.4± 1.6
C12E5 30 244.4 455.8 15.8± 2.1
C8E3 5 2.5 2.8 17.4± 4.8
C8E3 15 2.5 4.5 15.9± 5.5
C8E3 30 2.5 10.4 23.3± 6.0

the surface surfactant concentration. In the case of C8E3, the non–equilibrium region Lnon is smaller than
the decay length Ldec. Hence, diffusion might be fast enough to equilibrate the interface.
The above–mentioned points indicate that in the case of C12E5 diffusion is not enough to equilibrate the
surface while in the case of C8E3 diffusion might be enough. However, the decay lengths Ldec of the surface
tension gradients are similar for all solutions and both surfactants, although the diffusion lengths α and
therefore the availability of surfactant molecules in the measurement volume deviate considerably between
the surfactants. The similar decay lengths Ldec for all solutions and both surfactants can not be explained
by the diffusive scaling arguments.

In accordance with the results of the previous section, the above–described results indicate molecular
properties of the surfactants, e.g. size and diffusion coefficient, have a small influence on the dynamics
of dewetting surfactant solutions. A two–dimensional theory based on the assumption that diffusion is
the dominant surfactant transport process is not capable of describing the dewetting dynamics of aqueous
surfactant solutions correctly. As mentioned earlier, the simplification to two dimensions allows no further
surfactant transport processes besides diffusion. Therefore, the results indicate that an additional transport
process is needed to equilibrate the liquid/air interface. Thus, the problem analysis should be extended to
three dimensions.

4.9.2. Possible three–dimensional surfactant transport

Until now, the dewetting behaviour of surfactant solutions was only explained by the dynamics close to the
receding three–phase contact line in two dimensions. It was found that a Marangoni effect arises due to a
surface tension gradient. This Marangoni effect is responsible for the observed dynamics of the surfactant
solutions. However, the results indicate that a two–dimensional approach is not sufficient to describe the
whole dynamics.

Previous studies [70] (section 2.5.3) reported that the dynamic dewetting behaviour of aqueous surfactant
solutions also depends, next to the dynamics close to the contact line, on surfactant transport on large
length scales, i.e. the three–dimensional surfactant transport from the advancing to the receding side. The
same might be true for the present case of moving drops consisting of aqueous surfactant solutions.
Figure 4.13 shows a horizontal cut through a moving drop. At the receding side of the drop, a new liquid/air
interface is continuously created, and at the advancing side the molecules forming the liquid/air interface
return to the bulk liquid. At the sides of the moving drop, the liquid flow is parallel to the contact line
as shown by others [146]. It can be assumed that in this region the surface surfactant concentration is
in equilibrium with the bulk surface. Thus, the surface surfactant concentration at the sides of the drop
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is higher than at the receding side of the drop. This results in a surface tension gradient tangential to
the contact line since γrec > γ. This surface tension gradient would cause a Marangoni effect that drives
surfactant transport from the drop’s sides to the receding side of the moving drop. This effect occurs over
the entirety of the drop’s surface. This surfactant transport would contribute to the equilibration process of
the newly created interface at the receding contact line.

Further studies are needed to investigate the advection–diffusion dynamics of moving drops of aque-
ous surfactant solutions. Especially the above described possible three–dimensional surfactant transport
around the drop’s surface might play an important role in the complex dynamics of dewetting surfactant
solutions.

Figure 4.13.: Possible three–dimensional surfactant transport around the drop’s surface. Shown is a hori-
zontal plane through the drop with assumed internal flow of the drop. [170] (CC BY 4.0).

4.10. Conclusion of the influence of surfactant on forced dewetting

In this chapter, I investigated the dynamic dewetting behaviour of surfactant solutions. Three–dimensional
flow fields close to receding contact lines were measured using the in section 3.2 described APTV setup.
The measured data indicated that the flow in the direction parallel to the contact line is negligible in the
measurement area. Thus, the three–dimensional velocity data was projected onto a two–dimensional
plane. To compare the measured flow fields with theoretical calculations, I assume that the liquid has a
straight liquid/air interface and thus a wedge–shaped form. The measured flow fields are compared to the
theoretical solution of Moffatt [127] for the case of water and a stress–free liquid/air interface (page 12).
The measured flow fields of water match well with the theoretical solution indicating that the liquid/air
interface is indeed stress–free in the case of pure water.

Aqueous surfactant solutions of the nonionic surfactants dodecyl pentaglycole (C12E5) and octyl triglycole
(C8E3 ) with concentrations well below the critical micelle concentration were investigated. In accordance
with previous studies [69, 83], the receding contact angles decrease with increasing surfactant concentra-
tions. Since the shape of the liquid wedge differs between surfactant solutions and water, due to different
receding contact angles, a direct comparison of the measured flow fields between the water and surfactant
solutions is not possible. However, since the measurements of water agreed well with the theoretical
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solution of Moffatt [127], it is valid to compare the measured flow fields of the surfactant solutions with the
theoretical prediction for water. This comparison revealed pronounced deviations between the measured
flow fields of surfactant solutions and the theoretical solution for pure water (section 4.7.2). Especially
the flow at the liquid/air interface is reduced for surfactant solutions. The reduction of the surface flow is
explainable by a shear stress at the liquid/air interface opposing the surface flow. Hence, the assumption of
a stress–free liquid/air interface does not apply for aqueous surfactant solutions. This so–called Marangoni
stress (2.4.4) is caused by a surface tension gradient, i.e. a gradient in surface surfactant concentration,
along the liquid/air interface.

The surface tension gradient was quantified by calculating the shear stress, i.e. the Marangoni stress, at
the liquid/air interface which is necessary to cause the measured velocity fields (section 4.8). It was found
that the strength of the Marangoni stress increases with increasing surfactant concentration.
Despite the absolute concentrations of the solutions differing up to a factor of 100 and the typical diffusion
lengths up to a factor of 1000, it was found that the surface tension gradients for all solutions and both
surfactants decrease over approximately the same decay length. This indicates that molecular properties of
the surfactant molecules, i.e. size or structure, have a small influence on the dynamics. Thus, an additional
surfactant transport process, next to diffusion, is necessary to explain the equilibration of the surfactant
concentration at the liquid/air interface with the bulk concentration. A possible Marangoni stress driven
three–dimensional surfactant transport around the drop’s surface was proposed in section 4.9.2.
Although the maximum observed increase of surface tension close to the contact line is only around
2 µNm−1 higher than the equilibrium value, the corresponding surface tension gradient is 130mNm−2.
Even though the surface excess, i.e. the surface surfactant concentration, only varies by 0.01% from the
equilibrium value for all solutions, the measured influence on the flow fields is immense. This, together
with the fact that the measured effects occur even for absolute surfactant concentrations below 1ppm,
shows that even the smallest impurities in pure fluids, which are often unavoidable, have a huge influence
on the dynamic dewetting behaviour of liquids.

In section 4.9, the above–described observations were used to test the in section 2.5.2 presented hy-
pothesis [69]. The hypothesis proposed that a Marangoni stress opposes the surface flow close to the
receding contact line of dewetting surfactant solutions. This argument is verified by the measured flow
fields.
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5. Conclusion and outlook

In this work, I measured flow fields close to receding three–phase contact lines to study the dynamic
dewetting behaviour of aqueous surfactant solutions. Hereby, the dependence of the dynamic dewetting
behaviour on the surfactant concentration was investigated. Furthermore, an existing hypothesis [69],
which proposes that a Marangoni stress opposes the surface flow close to the receding three–phase contact
line of aqueous surfactant solutions, was tested. Thus, a major objective of my work was to build an
experimental setup with sufficient spatial and temporal resolution to measure the flow fields close to
receding three–phase contact lines.

For this purpose, I developed and successfully built two complementary experimental setups: a fast
re–scan laser scanning confocal microscope and an astigmatism particle tracking velocimetry (APTV) setup.
Both setups can be used to measure the required flow fields with sufficient spatial and temporal resolution.
However, each setup has its individual advantages and disadvantages.
The custom–built fast re–scan laser scanning confocal microscope enables measuring two–dimensional
flow fields with a frame rate up to 1 kHz in the horizontal and up to 200Hz in the vertical direction.
These high–speed capacities are superior to comparable commercial state–of–the–art microscopes. Next
to tracking the flow motion, the slope of the liquid/air interface, and the position of the contact line
can be measured directly. Furthermore, arbitrary planes through the sample can be scanned and high
concentrations of tracer particles can be used to track the flow motion. The major disadvantage of the
custom–built microscope is the necessity to repeatedly adjust and align the optomechanical components.
Otherwise, the image quality is greatly reduced. An additional drawback is the possible disturbance of the
sample due to mechanical vibrations.
Astigmatism particle tracking velocimetry enables direct measurements of three–dimensional flow fields
without the need for moving parts. However, the amount of tracer particles is, compared to the custom–built
confocal microscope, low, since every particle in the three–dimensional volume is detected simultaneously.
Thus, overlapping particle image shapes should be avoided leading to a reduced concentration of tracer
particles. As a result, APTV detects fewer particles per frame compared to the custom–built microscope.
However, a sufficient amount of particle trajectories is needed for a good spatial resolution. This was
achieved by increasing the measurement time. In contrast to the custom–built microscope, no adjustment
and alignment effort is needed to use APTV. Furthermore, no index matching of the measurement fluid with
the tracer particles is necessary. Moreover, no moving parts are needed and thus no mechanical disturbance
of the sample is possible. However, a calibration of the setup and the detection of the particle image shapes
are necessary. For the purpose of this work, this was considered a minor disadvantage compared to the
alignment effort and possible disturbance of the sample when using the confocal microscope. Therefore,
I used the APTV setup to directly measure three–dimensional flow fields close to receding three–phase
contact lines of aqueous surfactant solutions.

The conducted experiments showed that the measured flow fields for pure water agree well with the
hydrodynamic theory of Moffatt [127] which assumes a stress–free liquid/air interface. This indicates that
the liquid/air interface of pure water is indeed stress–free.
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Aqueous surfactant solutions of the nonionic surfactants dodecyl pentaglycole (C12E5) and octyl triglycole
(C8E3) with concentrations well below the critical micelle concentration were investigated. In accordance
with previous studies [69, 83], it was found that the receding contact angles decrease with increasing
surfactant concentrations. Moreover, the measurements showed that surfactants reduce the flow velocity
close to the free surface. Thus, the surface flow of the liquid was reduced. This is explainable by a shear
stress at the liquid surface opposing the surface flow. Hence, the assumption of a stress–free liquid air
interface does not apply for aqueous surfactant solutions. This so–called Marangoni stress is caused by a
surface tension gradient resulting from a gradient in surface surfactant concentration along the liquid/air
interface. Consequently, the hypothesis [69], which proposed the existence of a Marangoni stress opposing
the surface flow, was verified. By calculating the shear stress necessary to cause the measured flow fields, it
was possible to quantify the change in surface tension and corresponding surface tension gradient along
the liquid/air interface. Despite the calculated maximum increase in surface tension close to the contact
lines being only around 2 µNm−1 higher than the equilibrium surface tension, the corresponding surface
tension gradient is around 130mNm−2. Even though, the surfactant concentration at the surface, i.e. the
surface excess, only varies by 0.01% from the equilibrium value, the measured influence on the flow fields
is significant. The measured effects occur even for absolute surfactant concentrations below 1ppm. This
indicates that even the smallest amounts of impurities in fluids, which are often unavoidable, have a huge
influence on the dynamic dewetting behaviour of liquids.
Furthermore, it was found that the range and magnitude of the surface tension gradient increase with
increasing surfactant concentration. Although the absolute concentrations of the aqueous surfactant
solutions differ up to a factor of 100 and typical diffusion lengths up to a factor of 1000, the surface tension
gradients for all solutions and both surfactants decay over nearly the same decay length. This indicates that
the molecular properties of the surfactant molecules, i.e. structure and size, have only a small influence on
the dewetting dynamics. Thus, an additional surfactant transport mechanism besides diffusion seems to be
necessary to explain the equilibration of the surfactant concentration at the surface with the surfactant
concentration in the bulk.
For this reason, a possible three–dimensional surfactant transport around the drop’s surface was proposed.
It is assumed that the liquid flow at the sides of the drop is parallel to the contact line and thus the surface
surfactant concentration at the drop’s sides is in equilibrium with the bulk. This means that the surface
surfactant concentration on the sides of the drop is higher than in the receding part of the drop. As a
result, a surface tension gradient arises parallel to the contact line. This leads to a Marangoni effect driving
surfactant transport from the sides of the drop to the receding part of the drop. This effect occurs over the
entirety of the drop’s surface. This surfactant transport might contribute to the equilibration process of the
newly created liquid/air interface at the receding contact line.
In conclusion, flow fields of aqueous surfactant solutions close to receding three–phase contact lines were
measured and the hypothesis [69], which proposed the existence of a Marangoni stress, was verified.
Moreover, a significant influence of very low surfactant concentrations below 1ppm on the dynamic dewet-
ting behaviour of liquids was shown. The results indicate that, next to diffusion, an additional surfactant
transport process is necessary. A possible three–dimensional surfactant transport mechanism acting over
the entire surface of the drop was proposed.

In the course of this work, smooth substrates were used. However, dynamic wetting on rough or structured
substrates should be investigated as well since in practice the wetted surface is usually not perfectly smooth.
This could be done with the here developed confocal microscope. In addition, the wetting behaviour of
other one– or more–component liquids should be studied because in technical applications the liquids vary
greatly.
Furthermore, the observed dividing streamline necessitates further investigations. In this case, the surface
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flow along the liquid/air interface was reversed. This means that the surface flow pointed towards the
contact line. Other studies [16, 72] reported the dividing streamline as well. In this work, the reason for
the dividing streamline was some sort of unknown contamination. It was not possible to create the dividing
streamline on purpose. However, being able to create or suppress the dividing streamline in a controlled
manner would be of great scientific interest.
Moreover, further investigations of the possible three–dimensional surfactant transport on the drop’s surface
are needed. In accordance with a previous study [70], a large–scale surfactant transport mechanism is
likely and would significantly contribute to understanding the dynamics of dewetting surfactant solutions.
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A. Appendix

A.1. Fast re–scan confocal microscope

A.1.1. Graphical user interface

Figure A.1.: Graphical user interface of the control software of the confocal microscope.
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A.1.2. Wiring diagram

Figure A.2.: Wiring diagram of the confocal microscope.
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A.2. Astigmatism particle tracking velocimetry

A.2.1. Filter Cube

Figure A.3.: New filter cube of the microscope. Bought from AHF (A.7.1).
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A.2.2. Graphical user interface

Figure A.4.: Graphical user interface of the written control software. The inner tabular structure offers
different control options. The other data is, independent of the chosen tab, always visible.
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Figure A.5.: Different open tabs of the graphical user interface. (a) Control options of the motorized stages.
(b) Possible calibration routines. (c) Options to initialize the connection to the microscope and
the temperature sensor. (d) Option to start measurements.
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A.2.3. Data–sheet

Figure A.6.: Data–sheet.
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A.3. Influence of surfactants on forced wetting

A.3.1. Velocity and deviation fields

Figure A.7.: (a-c) Velocity and (g-i) deviation fields of 5, 15 and 30%CMC C12E5 solutions with receding
contact angles of 76°, 46° and 47°. (d-f) Velocity and (j-l) deviation fields of 5, 15 and 30%CMC
C8E3 solutions with receding contact angles of 61°, 47° and 25°. Partially adapted from [170]
(under review) ©2020 American Physical Society (CC BY 4.0).
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A.4. Table of components

A.4.1. Confocal microscope

Table A.1.: Confocal microscope: table of components
Number Type Manufacturer Information
A.1.1 Agilent 33512B Keysight (A.7.2) Two channel waveform generator,
A.1.2 Agilent DSO5014A Keysight (A.7.2) Oscilloscope, 4 channel, 100MHz
A.1.3 EL-10-30-C Optotune AG (A.7.3) Electrically focus tunable lens
A.1.4 CXYZ1/M Thorlabs (A.7.4) xyz–translation Mount
A.1.5 MBT402D/M, MBT501 Thorlabs (A.7.4) 5–Axis Stage Kit
A.1.6 C1515/M Thorlabs (A.7.4) Mounting Post Bracket
A.1.7 PSHA/M Thorlabs (A.7.4) Adjustable Height Collar
A.1.8 CLS–SL Thorlabs (A.7.4) Scan lens for telecentric system
A.1.9 ITL200 Thorlabs (A.7.4) Tube lens for telecentric system
A.1.10 TTL200–A Thorlabs (A.7.4) Tube lens
A.1.11 CRM1P/M Thorlabs (A.7.4) Precision rotation mount
A.1.12 60mm Cage System Thorlabs (A.7.4) Optomechanical components to

mount tube and scan lenses
A.1.13 S130C Thorlabs (A.7.4) Power meter
A.1.14 SH1/M Thorlabs (A.7.4) Optical beam shutter
A.1.15 DMSP550 Thorlabs (A.7.4) Dichroic mirror
A.1.16 NDC-100C-4 Thorlabs (A.7.4) Unmounted Round Variable ND Fil-

ters
A.1.17 ACXXX-XXX-A-ML Thorlabs (A.7.4) Achromatic corrected lenses with an-

tireflective coating
A.1.18 FELH0550 Thorlabs (A.7.4) Longpass filter
A.1.19 dynAXIS XS Scanlab (A.7.5) Galvanometer scanner
A.1.20 dynAXIS XS driver Scanlab (A.7.5) Driver card for galvanometer scanner

(A.1.19)
A.1.21 Linos Microbench Qioptiq (A.7.6) Optomechanical system
A.1.22 G040-XXX-000 Qioptiq (A.7.6) Pinholes, without reflection
A.1.23 G065-118-000 Qioptiq (A.7.6) Motorized rotation mount powered

by a step motor
A.1.24 N-BK7 Qioptiq (A.7.6) 50:50 Beam splitter with antireflex

coating
A.1.25 G340-523-000 Qioptiq (A.7.6) Silver mirrors
A.1.26 G063-730-000 Qioptiq (A.7.6) Kinematic mirror mount

Continued on next page
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Confocal microscope: table of components – continued from previous page
Number Type Manufacturer Information
A.1.27 G063-XXX-000 Qioptiq (A.7.6) Achromatic corrected lenses with an-

tireflective coating
A.1.28 NI BNC–2120 National Instruments

(A.7.7)
Shielded connector block BNC–2120

A.1.29 PCIe-6323 National Instruments
(A.7.7)

Multifunction I/O–module

A.1.30 xyz–unit Owis (A.7.8) Previous version of MVT 40C–XYZ
A.1.31 HTM 100 Owis (A.7.8) Elevator stage
A.1.32 HTM 100 controller Owis (A.7.8) controller box for HTM 100 (A.1.31)
A.1.33 PLD–2S–220 EOPC (A.7.9) Control unit for resonant scanners

A.1.34
A.1.34 SC 30 EOPC (A.7.9) Resonant scanners, 15.7 kHz, mirror

size 4× 5mm2

A.1.35 P–726 PIFOC Physik Instrumente
(A.7.10)

High–load objective scanner

A.1.36 E-754 Physik Instrumente
(A.7.10)

Digital motion controller for P–726
PIFOC (A.1.35)

A.1.37 U–751 Physik Instrumente
(A.7.10)

Piezoelectric xy–stage with and
25mm travel range

A.1.38 C-867.2U2 Physik Instrumente
(A.7.10)

Motion controller for xy–stage
(A.1.37)

A.1.39 PD72Z4CA0 Physik Instrumente
(A.7.10)

Objective scanning system 400 µm
travel range; includes E–709 motion
controller

A.1.40 Power supply MPIP (A.7.11) Power supply for galvanometer scan-
ner (A.1.19)

A.1.41 Remote control MPIP (A.7.11) Target value control for resonant
scanner (A.1.33)

A.1.42 Shutter controller MPIP (A.7.11) Controller box for shutter (A.1.14)
A.1.43 Filterwheel controller MPIP (A.7.11) Filter wheel controller box for mi-

crostep controller (A.1.50)
A.1.44 Temperature sensor

CLSM
MPIP (A.7.11) Temperature and humidity sensor

A.1.45 Housing box MPIP (A.7.11) Housing box
A.1.46 Cobolt Samba Cobolt (A.7.12) Laser, wavelength 532nm, max.

100mW
Continued on next page
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Confocal microscope: table of components – continued from previous page
Number Type Manufacturer Information
A.1.47 Guardian Al-6 Newport (A.7.13) Active isolation optical table
A.1.48 NX 4 IDT (A.7.14) High–speed camera
A.1.49 DG5102 Rigol (A.7.15) Waveform generator
A.1.50 SMC 11 Nanotec A.7.16 Compact microstep controller
A.1.51 S4LFT1254/121 Sill Optics (A.7.17) F–theta lens
A.1.52 KEL-SNAP 24 Icotek (A.7.23) Cable entry system
A.1.53 SH0011, SH0131 Schaumstoffe Helgers

(A.7.24)
Adsorption foam

Concluded

A.4.2. Astigmatism particle tracking velocimetry

Table A.2.: Astigmatism particle tracking velocimetry: Table of components
Number Type Manufacturer Information
A.2.1 RLA150/M, RC2/M Thorlabs (A.7.4) Dovetail optical rail
A.2.2 SM1A50 Thorlabs (A.7.4) Leica DMI Microscope Camera Port

Adapter
A.2.3 Photron Fastcam SA 1.1 Photron (A.7.27) High–speed camera
A.2.4 Active isolation table No information Active isolation table with pneumatic

self–levelling
A.2.5 Housing MPIP (A.7.11) Housing box
A.2.6 MB1515/M Thorlabs (A.7.4) Aluminium breadboard
A.2.7 Leica DMI 6000B Leica (A.7.25) Inverted research microscope
A.2.8 TV adapter Leica (A.7.25) High speed camera connector, 1X 1"
A.2.9 SM1 lens tubes Thorlabs (A.7.4) Optomechanical tube system compo-

nents and adapter rings
A.2.10 DLM1/M Thorlabs (A.7.4) Rotation mount for the cylindrical

lens (A.2.11)
A.2.11 ACY254-XXX-A Thorlabs (A.7.4) Achromatic cylindrical lenses with

antireflective coating
A.2.12 Temperature sensor MPIP (A.7.11) Temperature and humidity sensor
A.2.13 PCIe–6361 National Instruments

(A.7.7)
Multifunction I/O Device

Continued on next page

120



APTV: table of components – continued from previous page
Number Type Manufacturer Information
A.2.14 SCB-68A National Instruments

(A.7.7)
Shielded connector block

Concluded

A.4.3. Experimental setup

Table A.3.: Experimental setup: table of components
Number Type Manufacturer Information
A.3.1 LPS-45 Physik Instrumente

(A.7.10)
Piezoelectric stage

A.3.2 E-871.1A1 Physik Instrumente
(A.7.10)

Motion controller for piezoelectric
stage (A.3.1)

A.3.3 7VT174-5 Standa (A.7.26) Aluminium Ball Bearing Vertical
Stage

A.3.4 K 25-FGS Owis (A.7.8) Kinematic mirror mount
A.3.5 FGS 6-10 Owis (A.7.8) Finethread screw

Concluded

A.4.4. Miscellaneous devices and components

Table A.4.: Table of miscellaneous devices and components
Number Type Manufacturer Information
A.4.1 Arium®611 Sartorius (A.7.18) Ultra–pure water system, resistivity

of 18.2MΩ
A.4.2 Arium®pro VF/UF &

DI/UV
Sartorius (A.7.18) Ultra–pure water system, resistivity

of 18.2MΩ
A.4.3 6.5 X UltraZoom, 3 mm

FF, Coax
Navitar (A.7.29) Tubus with zoom option

A.4.4 M Plan APO 2X Mitutoyo (A.7.28) M Plan Apo 2X objective for Bright
Field Observation

Continued on next page
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Table of miscellaneous devices and components – continued from previous page
Number Type Manufacturer Information
A.4.5 MT 120S-50-D56-XYZ-

MS
Owis (A.7.8) Three–axes table

A.4.6 OCA35 DataPhysics (A.7.30) Contact angle measurement device
A.4.7 DCAT 11EC DataPhysics (A.7.30) Dynamic contact angle measuring de-

vices and tensiometer
A.4.8 IntraLED 5 FiberOptic (A.7.31) LED cold light source
A.4.9 CS2100M-USB Thorlabs (A.7.4) 2.1 MPMonochrome sCMOS Camera
A.4.10 USC200T VWR (A.7.32) Ultrasonic Cleaner
A.4.11 EX225D/AD OHAUS (A.7.33) Fine balance
A.4.12 PS20 Pyser optics (A.7.19) Calibration slide
A.4.13 Stage Micrometer 3 POG (A.7.34) Calibration slide
A.4.14 BNC cables RS Components (A.7.20) Electrical resistance 50Ω
A.4.15 Aluminum profiles Bosch Rexroth (A.7.21) Aluminium profiles
A.4.16 LUCPLFLN40X Olympus (A.7.35) Objective; NA=0.6; immersion

medium: air
A.4.17 LUCPLFLN20X Olympus (A.7.35) Objective; NA=0.45; immersion

medium: air
A.4.18 UMPLANFL20X Olympus (A.7.35) objective; NA=0.46; immersion

medium: air
A.4.19 UPLSAPO60XO Olympus (A.7.35) Objective; NA=1.35; immersion

medium: oil
A.4.20 MPLAPON50X Olympus (A.7.35) Objective; NA=0.95; immersion

medium: air
Concluded
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A.5. Table of consumable materials

Table A.5.: Table of consumable materials
Number Type Manufacturer Information
A.5.1 0107242 Marienfeld (A.7.39) Precision cover glasses thickness No.

1.5H
A.5.2 Eppendorf Re-

search®plus
Eppendorf (A.7.38) Pipettes with various volumes

A.5.3 epT.I.P.S.®Standard Eppendorf (A.7.38) Pipette tips
A.5.4 448931-10G Sigma–Aldrich (A.7.36) (trichloro(1H, 1H, 2H, 2H–

perfluorooctyl)silane
A.5.5 32221-2.5L-M Sigma–Aldrich (A.7.36) Ethanol puriss. p.a., absolute,

≥99.8% (GC)
A.5.6 A/0600/17 Fisher Scientific (A.7.37) Acetone, ≥99.8%
A.5.7 P/7500/17 Fisher Scientific (A.7.37) Propan-2-ol, ≥99.8%
A.5.8 76437-1G Sigma–Aldrich (A.7.36) Dodecyl pentaglycole, BioXtra,

≥99.8% (GC)
A.5.9 90455-5ML Sigma–Aldrich (A.7.36) Octyl triglycole, BioXtra, ≥99.8%

(GC)
A.5.10 JW14 MPIP (A.7.11) Silica particles labelled with rho-

damine B
A.5.11 S/7120/53 Fisher Scientific (A.7.37) Sodium thiocyanate anhydrous
A.5.12 450510-100ML Sigma–Aldrich (A.7.36) Deuterium oxide, purity 99%
A.5.13 Polystyrene particles MPIP (A.7.11) 4 µm sized monodisperse

polystyrene particles labelled
with rhodamine B

A.5.14 PS–FluoRot–X.X microParticles (A.7.22) Florescent labelled monodisperse
spherical polystyrene particles, vari-
ous diameters

A.5.15 Immersol 518 F Zeiss (A.7.41) immersion oil with refractive index
of 1.518

Concluded
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A.6. Table of software

Table A.6.: Table of used software.
Number Type Manufacturer Information
A.6.1 LabVIEW National Instruments (A.7.7) Used Versions: 2017-2020
A.6.2 Matlab Mathworks (A.7.40) Used Versions: 2017-2020
A.6.3 OWISoft Owis (A.7.8) Control software for the elevator

stage (A.1.31)
A.6.4 PIMikroMove Physik Instrumente (A.7.10) Control software for the used mo-

torized stages of the manufacturer
Physik Instrumente

A.6.5 Motion Studio x64 IDT (A.7.14) Control software for the high–speed
camera (A.1.48)

A.6.6 PFV Photron (A.7.27) Photron Fastcam Viewer, Version
3.6.7.0

A.6.7 LAS V3 Leica (A.7.25) Leica Application Suit V3
A.6.8 Thorcam Thorlabs (A.7.4) Control software for the webcam

(A.4.9)
A.6.9 Cobolt Monitor Cobolt (A.7.12) Control software for the laser

(A.1.46)
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A.7. Table of manufacturers

In the following, all manufacturers of used components are listed.

Table A.7.: Manufacturer information
Number Manufacturer Address
A.7.1 AHF analysentechnik AG Tübingen, Germany
A.7.2 Keysight Santa Rosa, California, USA
A.7.3 Optotune AG Dietikon, Switzerland
A.7.4 Thorlabs GmbH Munich, Germany
A.7.5 Scanlab GmbH Puchheim, Germany
A.7.6 Qioptiq Photonics GmbH & Co. KG Göttingen, Germany
A.7.7 National Instruments Austin, Texas
A.7.8 Owis GmbH Staufen i. Br., Germany
A.7.9 EOPC Ridgewood, NY, USA
A.7.10 Physik Instrumente Karlsruhe, Germany
A.7.11 Max Planck Institute for Polymer Research Mainz, Germany
A.7.12 Cobolt Solna, Sweden
A.7.13 Newport Irvine, California, USA
A.7.14 Integrated Design Tools, Inc. Pasedena, US
A.7.15 Rigol Beijing, China
A.7.16 Nanotec Electronic GmbH Feldkirchen, Germany
A.7.17 Sill Optics GmbH & Co. KG Wendelstein, Germany
A.7.18 Sartorius AG Göttingen, Germany
A.7.19 Pyser optics Kent, United Kingdom
A.7.20 RS Components GmbH Frankfurt a. M., Germany
A.7.21 Bosch Rexroth AG Lohr am Main, Germany
A.7.22 microParticles GmbH Berlin, Germany
A.7.23 Icotek GmbH Eschach, Germany
A.7.24 Schaumstoffe Helgers GmbH Eschweiler, Germany
A.7.25 Leica Mikrosysteme Vertrieb GmbH Mikroskopie

und Histologie
Wetzlar, Grmany

A.7.26 Standa Ltd Vilnius, Lithuania
A.7.27 Photron Deutschland Gmbh Reutlingen, Germany
A.7.28 Mitutoyo Europe GmbH Neuss, Germany
A.7.29 Navitar Rochester, New York 14623 USA
A.7.30 DataPhysics Instruments GmbH Filderstadt, Germany
A.7.31 FiberOptic P. + P. AG Spreitenbach, Germany

Continued on next page
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Manufacturer information – continued from previous page
Number Manufacturer Address
A.7.32 VWR International GmbH Darmstadt, Germany
A.7.33 OHAUS Europe GmbH Nänikon, Switzerland
A.7.34 POG Präzisionsoptik Gera GmbH Löbichau, Germany
A.7.35 Olympus Deutschland GmbH Hamburg, Germany
A.7.36 Sigma–Aldrich Chemie GmbH Taufkirchen, Germany
A.7.37 Fisher Scientific GmbH Schwerte, Germany
A.7.38 Eppendorf AG Hamburg, Germany
A.7.39 Paul Marienfeld GmbH & Co.KG Lauda-Königshofen, Germany
A.7.40 The MathWorks GmbH Aachen, Germany
A.7.41 Carl Zeiss AG Oberkochen, Germany

Concluded
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A.8. Technical drawings
1 1

2 2

3 3

4 4

5 5

6 6

A
A

B
B

C
C

D
D

1 A
3

B
au

gr
up

pe
_
V
3

S
ta

tu
s

Ä
nd

er
un

ge
n

D
at

um
N
am

e

G
ez

ei
ch

ne
t

K
on

tr
ol
lie

rt

N
or

m

D
at

um
N
am

e

18
.0
4
.2
01

8
st

ra
ub

B
od

en
pl
at

te
_
V
3

W
an

d_
vo

rn
e_

V
3

W
an

d_
re

ch
ts

_
V
3

D
ec

ke
l_

V
3

M
ou

nt
_
G
al
vo

_
V
3_

un
te

n

H
al
te

r_
Re

s_
S
ca

nn
er

_
V
3

G
al
va

no
m
et

er

Q
io
pt

iq
 H

al
te

r 
(v
or

ha
nd

en
)

M
at

er
ia
l: 

A
lu
m
in
iu
m

m
aß

st
ab

: 
1:1

Figure A.8.: Assembly group of scan cube B
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Figure A.9.: Scan cube B: Base plate; side 1
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Figure A.10.: Scan cube B: Base plate; side 2
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Figure A.11.: Scan cube B: Lid

130



A
-A

 (
 1
 :
1 
)

B
-B

 (
 1
 :
1 
)

D
-D

 (
 1
 :
1 
)

1 1

2 2

3 3

4 4

5 5

6 6

A
A

B
B

C
C

D
D

1 A
3

H
al
te

r_
Re

s_
S
ca

nn
er

_
V
3

S
ta

tu
s

Ä
nd

er
un

ge
n

D
at

um
N
am

e

G
ez

ei
ch

ne
t

K
on

tr
ol
lie

rt

N
or

m

D
at

um
N
am

e

18
.0
4
.2
01

8
st

ra
ub

A
A

B BDD

6,
00

31
,5
0

36
,5
0 4
8,
50

15,00

56,00

47,430

55,278

71,00

6,
00

27
,2
22

35
,0
70

5,00

9,00

10,00
15,00

56,00

17
,0
0

4
3,
50

4
3,
50

n8,00

n4,00

n8,00

n4,00

4,
00

n4,00 2X

4
,0
0

2,10 2Xn

B
oh

ru
ng

 f
ür

 U
N
C 

2-
56

 S
ch

ra
ub

e

M
aß

st
ab

: 
1:1

M
at

er
ia
l: 

A
lu
m
in
iu
m

12
,0
0

8,00 2X

2X
M
6

8,00 3X

3X
M
4

Figure A.12.: Scan cube B: Resonant scanner mount
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Figure A.13.: Scan cube B: Galvanometer scanner mount
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Figure A.14.: Scan cube B: Right wall
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Figure A.15.: Scan cube B: Front wall; side 1
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Figure A.17.: Assembly group of scan cube A
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Figure A.18.: Scan cube A: Base plate; side 1

137



D-D ( 1 : 1 )

E-E ( 1 : 1 )

2 
A4

Grundplatte_V4
Status Änderungen Datum Name

Gezeichnet

Kontrolliert

Norm

Datum Name

16.04.2018 straub

D D

E E

n6,00

M6M6

n6,00

n8,00n8,00

n4,00n4,00

n6,00n6,00

n12,00 n12,00

5,
00 9,
00

10
,0
0

5,
00 9,
00

Figure A.19.: Scan cube A: Base plate; side 2

138



A-A ( 1 : 1 )

B-B ( 1 : 1 )

1 
A4

Deckel_F_Theta_alt_V4
Status Änderungen Datum Name

Gezeichnet

Kontrolliert

Norm

Datum Name

18.04.2018 straub

A

A
BB

3,00

6,00

25,55

45,00

51,00

57,00

5,
00 16

,2
0

16
,9
0

4
8,
00

53
,0
0

5,
00

4
1,
00

1,
00 3,
00

n
16
,0
0

4
,0
0

5X

Material: Aluminium
Maßstab: 1:1

Figure A.20.: Scan cube A: Lid

139



A-A ( 1 : 1 )

B-B ( 1 : 1 )

C-C ( 1 : 1 )

D-D ( 1 : 1 )

1 
A4

Mount_Galvo_F_Theta_altV4-1
Status Änderungen Datum Name

Gezeichnet

Kontrolliert

Norm

Datum Name

18.04.2018 straub

A A

B

B

C
C

D D

53,00

50
,6
5 65
,0
0

10,50

12,00

n
18
,0
0

n
15
,0
0

5,00
36,80

48,00

14
,3
5

25
,0
0

50
,0
0

36,80

5,00 48,00 8,
00

2X
2xM6

8,004X

4
X
M
4

M4

M4

6,
00

Material: Aluminium
Maßstab: 1:1

Figure A.21.: Scan cube A: Galvanometer scanner mount

140



A-A ( 1 : 1 )

1 
A4

Wand_links_V4
Status Änderungen Datum Name

Gezeichnet

Kontrolliert

Norm

Datum Name

18.04.2018 straub

AA

3,00

6,00

28,50

33,50

45,00

51,00

57,00

1,
00

15
,0
0

4
0,
00 50
,6
5 64
,0
0

67
,0
0

1,
00 3,
00

Material: Aluminium
Maßstab: 1:1
 

15
,0
0

50
,0
0

n4,005X

Figure A.22.: Scan cube A: Left wall

141



A-A ( 1 : 1 )

1 
A4

Wand_rechts_V4
Status Änderungen Datum Name

Gezeichnet

Kontrolliert

Norm

Datum Name

18.04.2018 straub

A A

3,00

6,00

45,00

51,00

57,00

3,
00 17

,0
0

52
,0
0 67

,0
0

66
,0
0

17
,0
0

52
,0
0

1,
00 3,
00
n4,004X

Material: Aluminium
Maßstab: 1:1

Figure A.23.: Scan cube A: Right wall

142



Figure A.24.: Scan cube A: Front wall
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