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The electric field waveform of a light field can be used to unlock a detailed recording of its interaction with matter, but
accessing it requires a measurement with subfemtosecond temporal resolution. We demonstrate nonlinear photocon-
ductive sampling of light fields at optical frequencies in ambient air. The resulting detection method provides broadband
electric field measurement in an inexpensive setup using a self-healing medium. A direct comparison is made between
detection in air and in quartz, validating the technique up to 0.7 PHz. This provides both a simple route toward field
metrology and a new platform for future studies in attosecond physics without the need for complex vacuum setups
or sophisticated sample preparation. © 2021 Optical Society of America under the terms of the OSA Open Access Publishing
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1. INTRODUCTION

The electric field waveform of light carries with it a detailed
description of the internal dynamics of the atoms, molecules, or
solids it encountered on its way to the detector. To fully unlock
this information, strict prerequisites in measurement bandwidth
and sensitivity must be met. An attempt to directly measure a
time-varying field, using a state-of-the-art oscilloscope with
70 GHz analog bandwidth, constitutes the bandwidth limit of
conventional electronic metrology—on the order of 0.1 THz
[1]. The detection of field transients at frequencies beyond this
limit was demonstrated by Auston et al . in 1980 [2], in which
the researchers leveraged picosecond laser pulses to generate a
temporal gate, thus marking the beginning of terahertz-frequency
optoelectronics. This measurement capability led to the develop-
ment of time domain spectroscopy at terhertz frequencies [3–6], a
spectral range within which materials present rotational and vibra-
tion signatures. To measure fields that oscillate near petaheretz
frequencies, within the optical spectral region, a faster–—ideally
subfemtosecond–—temporal gate is needed. During the quest
for subfemtosecond pulses, there were many advances in laser
technology before a paradigm shift ultimately led to the generation
of the first isolated attosecond pulses in 2001 [7–10], obtained
through high-harmonic generation. The use of attosecond pulses
to provide a subfemtosecond temporal gate has for nearly two
decades routinely allowed time-varying fields to be measured
at optical frequencies [7,11,12]. This measurement bandwidth
has, within a vacuum environment, enabled a myriad of new pos-
sibilities for triggering and measuring subfemtosecond dynamics

within materials. For example, attosecond polarization spectroscopy
[13] translates the modifications of the structure of the waveform
into a high-resolution recording of light–material interaction at
petahertz frequencies. Because materials absorb light over a spectral
bandwidth from gigahertz/terahertz (rotational and vibrational
resonances) to petahertz (electronic resonances), field sampling
that leverages multioctave detection bandwidth while also pro-
viding high sensitivity and dynamic range has great potential for
future attosecond and femtosecond experiments.

The same advances in laser technology that contributed to the
birth of attosecond physics have been crucial for the advancement
of other field sampling techniques toward petahertz frequencies
that do not rely on attosecond pulses from high-harmonic genera-
tion. The extension of electro-optic sampling (EOS) has benefited
from the capability of compressing broad spectral bandwidths and
has been demonstrated for the detection of pulses at frequencies
up to 0.25 PHz in 2016 [14] and field transients at frequencies up
to 0.4 PHz in 2017 [15]. Although the sensitivity and dynamic
range of EOS are appealing [16], the direct extension of this tech-
nique towards multipetahertz frequencies would require a probe
pulse with twice the frequency of field to be sampled and its near-
dispersion-free propagation through an extended, macroscopic
medium—a major challenge.

For field measurements in air, an alternative was demonstrated
in 2018 up to 0.6 PHz, the tunneling ionization with a perturba-
tion for the time-domain observation of an electric field (TIPTOE)
method [17]. It uses the perturbation of strong-field ionization by
a superimposed weak field, both polarized in the same direction, in
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order to resolve the electric field of the perturbing pulse, albeit with
an ambiguity in the sign of the field unless the carrier-envelope
phase of the strong field is known. The resulting charges are col-
lected with a pair of electrodes with applied bias. An alternative
approach, nonlinear photoconductive sampling (NPS) exploits
the sudden change in electron mobility upon highly nonlinear
photoionization, thus providing a subfemtosecond temporal gate
for measuring the time-dependent electric field of a driving pulse,
which accelerates the charges. In contrast to TIPTOE, the depend-
ence of the ionization probability on the delay between the ionizing
and driving pulses is insubstantial for NPS. This technique was
demonstrated for field detection at frequencies exceeding 1 PHz,
first using a quartz sample [18]. In a parallel but independent
effort, an implementation of field sampling in air was reported for
frequencies of 0.13 PHz [19]. In this work, we show that a near-
petahertz detection bandwidth is also achievable with nonlinear
photoconductive sampling in air. By benchmarking against NPS
in solids, we show that NPS in air constitutes a viable alternative to
NPS in solids throughout the visible spectrum.

2. EXPERIMENTAL

The experiments were performed with a femtosecond laser that is
reported in detail elsewhere [18]. In brief, a Ti:Sapphire chirped
pulse amplifier at a repetition rate of 3 kHz provided 21-fs pulses
with 2.5-W average power. The pulses were spectrally broad-
ened in a hollow-core fiber (HCF) and compressed using chirped
mirrors to 2.6 fs (full width at half-maximum), characterized in
previous experiments via NPS [18]. For field sampling, the pulses
were separated into two arms in a Mach–Zehnder interferometer
configuration (see Supplement 1). These two pulses, dubbed
“injection” and “drive,” were given orthogonal polarizations with
a variable time delay with respect to each other [Fig. 1(a)]. The
stronger injection pulse, which was vertically polarized, ionized
ambient air, creating free electrons. Because the injection pulse
was polarized along the direction of the electrodes, it did not by
itself generate a signal. The weak drive pulse was polarized across

the electrodes and was responsible for signal generation by dis-
placing electrons toward one of the electrodes. As the drive pulse
separates electrons from positively charged ions, the emerging
dipole induces image charges in the electrodes, inducing/driving
a measurable current in a simple external circuit [Fig. 1(a)]. A
transimpedance amplifier was used to provide a voltage in response
to an input current. For the case of NPS in solids, this current
was found to be proportional to the vector potential of the drive
field [18].

In the case of a gap, the induced current can be interpreted as an
imbalance in the angle-resolved photoemission of electrons in the
half-planes defined by the electrodes. This asymmetry is the result
of the combined action of the laser fields and the Coulomb poten-
tial of the ion on the electron, which can be simulated through
solution of the time-dependent Schrödinger equation (TDSE), as
shown in Figs. 1(b) and 1(c) for the example of a hydrogen atom. In
the absence of a driving field, the asymmetry is only in the direction
of the injection field, which produces a photoemission pattern that
is identical in the planes of the two electrodes. In the presence of
a driving field, the photoemission is modified such that an asym-
metry appears, resulting in a measurable potential between the
electrodes, as can be seen in Fig. 1(c).

By scanning the time delay between the nonlinear injection of
carriers (the time gate) and the field to be traced/sampled (drive
pulse), the electric field could be retrieved [Fig. 2(a)]. Here, this was
done for NPS in fused silica [Fig. 2(a), red curve] for comparison to
NPS in air [Fig. 2(a), blue curve].

From the retrieved electric field, the spectral amplitude
[Fig. 2(b), blue and red] and phase [Fig. 2(b), green and orange]
of the pulse were calculated for NPS in air and SiO2, respectively.
The standard deviation of five measurements in both air and fused
silica is represented by the shaded areas in Fig. 2(b). A typical mea-
surement time for a complete trace is several minutes. An extensive
benchmarking of the spectral behavior was performed for NPS for
the case of solids in Ref. [18] in various spectral ranges.

Fig. 1. NPS in air. (a) A vertically polarized injection pulse with sufficient intensity to generate free carriers is collinearly superposed with a horizon-
tally polarized weak drive pulse. The panels on the right show the (b) unperturbed and (c) perturbed angle-resolved energy distributions of the free elec-
trons released by a vertically polarized, 15-GV/m, 2.2-fs pulse in hydrogen, obtained by solving the TDSE. The horizontally polarized optical field (3 GV/m
amplitude) causes an imbalance in the direction of the electrodes (a), which is maximal at τ = 0.4 fs for the pulse pair employed. The electrodes screen the
resulting dipole, inducing a current in the measurement circuit.

https://doi.org/10.6084/m9.figshare.14141741
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Fig. 2. (a) Comparison of the NPS measurements in air (blue trace)
and in SiO2 (red trace); (b) spectral amplitudes and phases obtained by
taking the Fourier transform of the electric fields shown in (a).

3. SIMULATIONS

The mechanism for the generation of a discernible signal from
NPS in air at ambient pressure is analogous to the application of
NPS in solids: the separation of charges leading to the formation
of a dipole [19], whose field is screened by the metal electrodes,
ultimately forming a current in the external circuit. Based on the
number density of air at atmospheric pressure, and the corre-
sponding mean-free-path of the ionized electrons (<1 µm), it is
unlikely that a significant number of photoelectrons can reach the
electrodes, which are separated by an ∼80 µm gap. Nevertheless,
the electron mean-free-path in gases is significantly higher than
that in solids, leading to a larger displacement of the electrons,
which could explain why similar signal strengths (measured field
amplitudes within a factor of 2) are observed in both media, despite
the strongly differing carrier densities.

For any electric-field measurement, it is vital to understand
the relationship between the measured waveform and the true
electric field. In photoionization of atoms and molecules, a possible
confounding factor is the Coulombic potential surrounding the
parent ion, which will cause the free-electron motion to deviate
from the predictions of the strong-field approximation (SFA),
according to which a signal is proportional to the vector potential
of the drive field convolved with the gate function produced by
the photoionization event. In order to investigate the influence
of the Coulomb field of the parent ion on the measured signal,
we numerically solved the TDSE in three spatial dimensions (see
Supplement 1), using hydrogen as a model atom. This is justified
since, although differences in short-range potential are certainly
to be expected for different gas species, the long-range interaction
rapidly converges to Coulombic over the majority of the space
occupied by the electron wave packet as it interacts with the field.

(a)

(b)

(c)

Fig. 3. Intensity scaling and time-domain response of the measure-
ment process, as simulated by solving the TDSE for a hydrogen atom in
the range from 10 to 15 GV/cm (1.3− 3.0× 1013 W/cm2 intensity).
(a) Measured intensity scaling of the signal compared with the ionization
probability for several peak strengths of the injection field; (b) the mea-
surement process is simulated as the appearance of a delay-dependent
asymmetry in the angle-resolved photoelectron momentum distribution.
In the presence of the atomic potential, the measurement reproduces the
vector potential of the applied electric field, with a delay and phase shift
caused by Coulomb–laser coupling. As expected, this delay is intensity-
dependent, as higher intensities yield higher energy photoelectrons, which
are less sensitive to the potential. Performing the same simulation in an
isolated spherical quantum well (QW)—a short-range potential with a
single bound state of 13.6 eV binding energy—yields a similar trace, but
with vanishing phase shift. Positive values of τ signify that the drive field
comes before the injection pulse. (c) Simulated amplitude response and
group delay of the measurement for the optimal carrier-envelope phase
(CEP) and the optimal CEP plusπ/2, which exhibits a distinct minimum
near the carrier frequency of the injection pulse. This provides a numerical
correction that can be applied to the measurement results to link them to
the true electric field.

Figure 3 shows a comparison of the ionization probability obtained
from the TDSE and the measured signal, which shows qualitative
agreement until the presence of a denser gas plasma perturbs the
intensity scaling.

Our signal is dominated by low-energy electrons, whose
dynamics and interaction with the laser is influenced by the
presence of the atomic/ionic potential. As in attosecond streak-
ing experiments, where electrons are created through linear
photoemission using a weak XUV pulse, the two main effects
that influence the relative timing of the streaking signal are the
atom-specific Wigner delay and Coulomb-laser-coupling (CLC).

https://doi.org/10.6084/m9.figshare.14141741
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For low-energy electrons (below 10 eV), the magnitude of these
effects on the timing is expected to be several 100 as [20–23].
The electrons undergo ponderomotive motion in the relatively
strong injection field direction while they are being accelerated
by the drive field, leading to a more complicated CLC in our case.
Nevertheless, similar delays as in attosecond streaking are to be
expected.

Using the TDSE to calculate the measured signal, assumed to
be proportional to the momentum asymmetry of the resulting
angle-dependent photoelectron spectrum in the direction of the
drive field, we see that the signal as a function of time delay approx-
imates the vector potential of the drive field, but with a significant
delay. We attribute this delay to CLC, and it agrees in magnitude
with analytical theories developed for attosecond streaking [21].
To further verify this, the potential of the hydrogen ion in the
simulation was replaced with a short-range spherical quantum
well with a single 13.6 eV bound state. The short-range potential
results in a signal that is in very good agreement with the SFA and
with no appreciable delay. The effect of CLC varies in strength with
the intensity of the injection field, due primarily to the injection
of higher-energy electrons at higher intensities, which are less
sensitive to the field of the parent ion.

The feasibility of first-principle simulations of the microscopic
interaction allows for the microscopic response function to be fully
characterized. This results in the spectral amplitude and group
delay variations, with frequency shown in Fig. 3(c). Appropriate
phase and amplitude adjustments should be made to the measured
signal if one wishes to accurately characterize the temporal evolu-
tion of the drive field in attosecond experiments. At high pressures
and higher ionization rates, macroscopic effects may also affect
the measurement, in terms of propagation of both the pulses being
measured (plasma dispersion and the Kerr effect), and the motion
of the free electrons (collisions, collective plasma oscillations, and
space charge) in the medium [24].

4. DISCUSSION

Although NPS in solids benefits from a bandgap energy that is less
than the ionization potential of most gases, NPS in gases offers
several potential advantages over NPS in solids. The fabrication of
the sample is simplified, since deposition of electrodes on the solid
sample is not required, making the technique even more accessible.
Additionally, the injection intensity is not limited by the damage
threshold of the solid, and the medium is self-healing. Finally, the
well-established theory and existing models for strong-field ioniza-
tion dynamics in atoms and molecules, such as numerical solution
of the TDSE or Coulomb-corrected SFA, make the interpretation
of the signal more straightforward.

Experimentally, the optimum conditions, in which the required
spectral amplitude and phase corrections are minimal, should be
obtained by finding the value of the CEP, which maximizes the
measured signal [see Fig. 3(c)]. This corresponds to the condition
where the photoemission gate is maximally confined to a single
half-cycle of the injection field. Calculation of the Coulomb-
induced phase correction is best performed using a measured
injection pulse. If CEP optimization is performed experimentally,
this can be obtained through standard techniques that yield the
complex envelope function, such as frequency-resolved optical
gating (FROG). As with other field measurement techniques, the
obtained waveform is the convolution of the actual field with a
gate function corresponding to the physical response of the system,

(a) (b)

Second harmonic

Third harmonic

Fig. 4. (a) Linearity of the detection and noise level indicated by the
spectral components of the waveform at 300–344 THz (fundamental),
688–733 THz (second harmonic) and 957–1000 THz (third harmonic)
obtained by Fourier transformation of the measured signals at varying
drive field strengths, with an injection field strength of 1.1 V/A

◦

; (b) loga-
rithmically scaled spectrum and spectral noise floor in the visible spectral
range measured with an injection field strength of 1.1 V/A

◦

and drive field
of 0.26 V/A

◦

.

whose influence must be corrected if one wishes to obtain the true
electric field. In the case of NPS in gases, especially in the case of
simpler noble gases, doing this in an ab initio manner is feasible.

To examine the signal-to-noise ratio (SNR) and linearity of
the signal with the measured field, we show the dependence of the
signal at the fundamental frequency of the drive field, as well as
two harmonic multiples of that frequency, as a function of drive
field strength. This set of data allows for two important aspects
of the measurement to be observed simultaneously. In the case in
which there is no component of the drive field at the harmonic
frequencies, this allows for sensitive detection of harmonic dis-
tortions that would result from nonlinearity in the detection. In
the range of intensities applicable in the experiment, distortions
from, e.g., the drive field significantly altering the ionization prob-
ability in the experiment, were absent. Such harmonics would be
expected to grow with a nonlinear dependence on field strength.
In the case of detection of the fundamental pulse [Fig. 4(b)], the
signal at the second harmonic grows linearly, indicative of linear
field detection of the weak∼400 nm signal reflected outside of the
working spectral range of the chirped mirrors. A similar trend was
observed when characterizing NPS in solids [18]. The amplitude
at the third harmonic does not contain any measurable signal and
is indicative of the noise floor of the experiment. The SNR in the
range of linear detection is above 100 in terms of intensity. This
can also be seen intuitively in the logarithmically scaled spectrum
[Fig. 4(b)] obtained via Fourier transformation of the experi-
mentally retrieved waveform [Fig. 2(a), blue curve], where the
amplitude falls abruptly outside of the working spectral range of
the chirped mirror compressor (Ultrafast Innovations PC1491,
500–1050 nm).

5. CONCLUSION AND OUTLOOK

We have presented a simple and versatile technique for sam-
pling light fields at frequencies in the petahertz range: nonlinear
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photoconductive sampling in air. While NPS in solids has poten-
tial for future implementation within optoelectronic devices and
is suitable for lower-energy injection pulses, the implementation
of NPS in gas, complementary to attosecond measurements using
XUV pulses, permits a physical interpretation based on first princi-
ples. Our simulations show that NPS in gases could also provide an
interesting route to attosecond field-resolved spectroscopy involv-
ing low-energy electrons, e.g., for time-resolving photoionization
processes where the Coulomb interaction between an electron and
its parent ion plays the dominant role.
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