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Abstract

Ample evidence shows that the human brain carefully tracks acoustic tempo-
ral regularities in the input, perhaps by entraining cortical neural oscillations
to the rate of the stimulation. To what extent the entrained oscillatory activity
influences processing of upcoming auditory events remains debated. Here, we
revisit a critical finding from Hickok et al. (2015) that demonstrated a clear
impact of auditory entrainment on subsequent auditory detection. Participants
were asked to detect tones embedded in stationary noise, following a noise that
was amplitude modulated at 3 Hz. Tonal targets occurred at various phases
relative to the preceding noise modulation. The original study (N = 5) showed
that the detectability of the tones (presented at near-threshold intensity)
fluctuated cyclically at the same rate as the preceding noise modulation. We
conducted an exact replication of the original paradigm (N = 23) and a con-
ceptual replication using a shorter experimental procedure (N = 24). Neither
experiment revealed significant entrainment effects at the group level. A
restricted analysis on the subset of participants (36%) who did show the
entrainment effect revealed no consistent phase alignment between detection
facilitation and the preceding rhythmic modulation. Interestingly, both experi-
ments showed group-wide presence of a non-cyclic behavioural pattern,
wherein participants’ detection of the tonal targets was lower at early and late
time points of the target period. The two experiments highlight both the sensi-
tivity of the task to elicit oscillatory entrainment and the striking individual

variability in performance.
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1 | INTRODUCTION

There is ample empirical evidence showing that the
brain tracks temporal regularities in the acoustic input,
perhaps by synchronizing slow rhythmic brain activity to
the temporal regularities in stimuli (Ahissar et al., 2001;
Arnal et al., 2015; Doelling et al., 2014; Howard &
Poeppel, 2010; Peelle, 2012; Peelle et al., 2013). It has been
proposed that neural oscillations, which reflect rhythmic
fluctuations of local neuronal excitability (Buzsiki &
Draguhn, 2004; Lakatos et al., 2005), play an instrumental
role in capturing rhythmic structures in the acoustic input
(Schroeder & Lakatos, 2009; Zion Golumbic et al., 2013).
Such synchronization, otherwise referred to as ‘entrain-
ment’, involves the temporal adjustment of the period
and/or the phase of neural oscillations to dominant
rhythms in the acoustic input (Poeppel & Teng, 2020;
Thut et al., 2011), such that the high-excitability phase of
the oscillations is temporally aligned with critical acoustic
events in the input signal (Giraud & Poeppel, 2012;
Kayser et al., 2009; Lakatos et al., 2005, 2008; Schroeder &
Lakatos, 2009). Furthermore, it has been demonstrated
that entrained oscillatory activity can be sustained for a
brief time after the termination of the rhythmic stimula-
tion (Lakatos et al., 2013). Cumulatively, the findings
suggest a mechanism through which rhythmicity in the
preceding acoustic input is internalized by the human
brain to optimize auditory processing of upcoming signals
(Lakatos et al., 2019).

Recent behavioural and neural studies have provided
evidence for the impact of oscillatory entrainment after
rhythmic stimulation (e.g., Hickok et al., 2015; Késem
et al., 2018). For instance, several studies show that
the rate of a preceding acoustic rhythm regulates the
‘sampling rate’ of the auditory system and thereby alters
participants’ perception of upcoming ambiguous stimuli
(Bosker & Ghitza, 2018; Dilley & Pitt, 2010; Kosem
et al.,, 2018). Other studies have tested whether the
phase of entrained oscillations influences the processing
of upcoming signals (e.g., Hickok et al., 2015; Jones
et al., 2002). These studies typically used a paradigm in
which they presented an acoustic target with equal
probabilities across a range of time points after the offset
of a rhythmic stimulus. If oscillatory entrainment to an
acoustic rhythm outlasts the stimulation period and
influences the perception of a following target, one
should expect to observe the same type of rhythmicity in
the temporal fluctuation of participants’ performance on
the target. For instance, in a series of studies, Jones et al.
showed that exposure to a sequence of periodically
presented pure tones facilitated participants’ processing
of an upcoming target tone that occurred at the time
predicted by the rhythm of the preceding sequence

(Barnes & Jones, 2000; Jones et al., 2002, 2006). These
findings demonstrated a specific form of the entrainment
effect wherein the rhythmic carrier provides a direct pre-
diction for the timing of an upcoming auditory event and
thereby facilitates processing of target stimuli that occur
at the predicted timing (in phase) as opposed to those out
of phase. Other forms of the entrainment effect have
been revealed by studies that did not use the approach of
direct temporal probing (Farahbod et al., 2020; Hickok
et al., 2015). For instance, Hickok et al. (2015) exposed
participants to a broadband noise stimulus whose ampli-
tude was sinusoidally modulated at 3 Hz. This exposure
period was followed by a target period during which a
brief 1-kHz tone target was presented with equal proba-
bility across nine temporal positions covering two cycles
of the preceding amplitude modulation. They showed
that participants’ detection of the tonal target at different
temporal positions fluctuated cyclically at the same rate
as the noise modulation. Interestingly, the cyclic pattern
of target detectability showed an anti-phase relation with
the noise modulation, with detection accuracy reaching
local maxima when the noise signal would have
approached the minimum amplitude if the modulation
had continued. The authors argued that the observed
entrainment effect cannot be explained by a direct
temporal prediction mechanism but reflects the impact
of specific phase of the slow neural oscillations on
perception of the upcoming stimuli.!

These studies provide evidence for the impact of
oscillatory entrainment to a preceding rhythmic signal
on upcoming perceptual processes, but the robustness
of these effects remains an active topic of debate
(see Haegens & Zion Golumbic, 2018, for a review; Lin
et al., 2021, for an empirical challenge). One critical issue
concerns the degree of variability of entrainment effects
across participants and studies. For instance, in revisiting
the paradigm used in Jones et al. (2002), Bauer
et al. (2015) failed to replicate the entrainment effect at
the group level that was observed in the original study.
Crucially, after assessing individual data, the authors
found that only 40 of 140 tested participants exhibited
the original effect. The authors suggested that the specific
pitch comparison task used in the original paradigm
may contribute to this variability, as the task can induce
mixed listening strategies among participants regarding
their treatment of the entraining signal. Behavioural
differences also exist among participants who have
exhibited a positive entrainment effect. These differences
concern the temporal alignment between the phase of the
entraining signal and the effect of perceptual facilitation

'Note that Farahbod et al. (2020) argued for an alternative attentional
mechanism to account for the effect.
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on acoustic targets, which has been mostly demonstrated
in studies using rhythmic carriers that undergo continu-
ous acoustic modulations (Farahbod et al., 2020; Forseth
et al., 2020; Henry et al., 2014; Henry & Obleser, 2012;
Hickok et al., 2015). For instance, Henry et al. (2014) and
Henry and Obleser (2012) observed that while an ongoing
frequency modulation of a background noise impacted
most participants’ detection of a short acoustic gap
embedded at different locations of the noise, there was
little convergence across participants regarding the exact
phase of the modulation that induced facilitation of target
detection. In the case of perceptual facilitations from post
stimulation entrainment, Hickok et al. (2015) found an
anti-phase effect that was consistent across the tested
participants. However, in a subsequent study using the
same paradigm (Forseth et al., 2020), the authors observed
that the perceptual facilitation for target detection
seemed to occur in-phase with the preceding modulation,
with an increase of target detectability during the rising
portion of the amplitude modulation.> The conflicting
findings from the two studies cast doubt on the robustness
with which perceptual facilitation is mechanistically asso-
ciated with entrainment to a specific phase of amplitude
modulation in the acoustic signal.

Here, we aim to address the issue of individual
variability in the effect of neural entrainment on the
processing of post-stimulation targets. Specifically, we
revisit the study of Hickok et al. (2015), as it provides an
opportunity to examine both aspects of the variability
mentioned above. One particular aspect of that study that
is of significance is the small sample size (N = 5), which
by itself is not necessarily problematic (the authors argue
that the small sample size is justified by the large number
of trials each participant performed for each experimental
condition). Moreover, the individual results showed sub-
stantial convergence across the participants in terms of
both the existence and the phase alignment of the entrain-
ment effect. However, several studies incorporating
entrainment phenomena indeed reveal population-level
differences in the existence of effects at the individual level
(Assaneo et al., 2019; Assaneo, Rimmele et al., 2021; Bauer
et al., 2015). The findings from these studies motivate a
reassessment of the nature of the entrainment effect from
Hickok et al. (2015) across a larger number of participants.
A second unique feature of Hickok et al. (2015) is the way
the authors presented target stimuli during the experiment
and the way in which they selected trials for analysis. In
fact, one common design across previous studies is to

*Note that the experimental design in Forseth et al. (2020) was not
suitable to reveal a bi-cyclic pattern in target detectability as in Hickok
et al. (2015). However, results of Forseth et al. (2020) did not conform to
the prediction that would have been generated from an anti-phase
relation between amplitude modulation and target detectability.

present the task-related property of the target stimuli at a
near-threshold level, which decreases the likelihood of
ceiling performance and enhances the sensitivity of the
paradigm to reveal the effect of the experimental manipu-
lation. In order to achieve this goal, a common practice
has been to measure the level of the acoustic property that
corresponds to threshold-level performance for each
participant and to present the target stimuli at this level
during the main experiment (Henry et al., 2014; Henry &
Obleser, 2012; Ng et al., 2012). In contrast, Hickok
et al. (2015) used a different approach: they presented the
tone target at five levels of intensity during the main
experiment, orthogonal to the manipulation of the target’s
temporal position. They observed that targets at a specific
intensity level yielded—across all the five participants—a
response accuracy that was closest to their detection
threshold and thus included trials only from this level in
the analysis on the impact of temporal position on target
detectability. One downside of this design choice is the
substantial number of unanalyzed trials, corresponding to
~80% of the total trials. The authors argue, building on
findings from a later study, that the inclusion of intensity
variation during the experiment is crucial for the observa-
tion of the entrainment effect (Farahbod et al., 2020).
In the current study, we will also examine whether the
original entrainment effect can be reproduced with a
shortened experimental procedure. Altogether, the current
study assesses the robustness of the entrainment effect
from Hickok et al. (2015) using both a larger sample size
and a procedural modification, on the basis of two
experiments: one is a shortened experimental procedure
(i.e., conceptual replication) and the other is the same
procedure as the original study (i.e., exact replication).

2 | MATERIALS AND METHODS

2.1 | Participants

A total of 47 participants (28 females; average age: 22.04,
range 18 to 27) provided written informed consent to take
part in the study and received monetary compensation for
their participation. Twenty-four took part in Experiment
1 (conceptual replication) and 23 in Experiment 2 (exact
replication). All participants reported normal hearing.
The experimental procedure was approved by the Ethics
Council of the Max-Planck Society (no. 2017_12).

2.2 | Stimuli

In both experiments, we used the same stimulus design
as Hickok et al. (2015). Each trial consisted of a
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FIGURE 1 Stimulus design for the two experiments (adapted
from Hickok et al., 2015). The Gaussian noise (blue) was amplitude
modulated at 3 Hz for the first 3.167 s, then flat for 0.833 s. The
grey dashed line marks the end of amplitude modulation. The
black dashed curve represents the expected amplitude envelope of
the noise had the modulation carried on. The yellow solid vertical
lines indicate the nine temporal positions at which a tonal target
could occur

broadband Gaussian noise that lasted for 4 s (Figure 1).
The amplitude of the first 3.167 s of noise was sinusoi-
dally modulated at 3 Hz with 80% modulation depth.
This portion of the noise corresponds to 9.5 cycles of
modulation, starting with the lowest amplitude and end-
ing at maximum amplitude. The final 0.833 s of the noise
were unmodulated, with the amplitude remaining at the
maximum level. In half of the trials, a 50-ms duration
1-kHz pure tone target (with 5-ms rise-and-decay time)
was presented at one of nine temporal positions. These
positions started at the offset of the amplitude modula-
tion (3.167 s from the onset of the noise) and were suc-
cessively spaced 83.3 ms apart. The interval between two
successive target positions corresponded to one-quarter
of a modulation cycle, such that the nine temporal posi-
tions covered the time period equivalent to two full cycles
of the amplitude modulation if the modulation had con-
tinued. In Hickok et al. (2015), the authors presented the
tonal targets at five different levels of signal-to-noise ratio
(SNR) with respect to the unmodulated part of the broad-
band noise. The two experiments in the current study dif-
fer in this feature of the stimulus design.

2.2.1 | Experiment 1

In Experiment 1, we presented the tonal target at two
SNR levels only. The two levels corresponded to (a) the
near-threshold level, which was determined for each
participant using a staircase procedure prior to the

experiment and (b) the above-threshold level, which was
fixed at 6 dB above the threshold level for each partici-
pant. Note that this design preserves the presence of
intensity uncertainty in auditory targets, which was
argued to be critical for the entrainment effect to take
place (Farahbod et al., 2020).

2.2.2 | Experiment 2

In Experiment 2, we adopted the same design as the orig-
inal Hickok et al. (2015) study, which presented the tonal
targets at five SNR levels covering a range of 12 dB.
Specifically, the five levels were composed of one
below-threshold level (Level 1), one near-threshold level
(Level 2) and three above-threshold levels (Levels 3-5).
Note that the same SNR levels were used for all partici-
pants, such that the near-threshold level (Level 2) in the
original study was not determined for each participant.
In the current experiment, we aimed to recreate the same
correspondence between SNR levels and overall detection
accuracy as in the original study. The key was to assure
that targets at Level 2 resulted in near-threshold perfor-
mance at the group level. In order to achieve this goal,
we estimated the group level detection threshold by aver-
aging individual threshold SNRs across all participants
from Experiment 1 and used this level as SNR Level 2 in
Experiment 2. Finally, the SNR of the other four levels
were spaced such that the five levels covered 12 dB with
equal distance.

2.3 | Procedure
For both experiments, participants were seated in a
sound-proof booth in front of a LCD monitor to receive
instructions and feedback during the experiment.
Auditory stimuli were generated using MATLAB
(The MathWorks, Natick, MA, USA) at 44.1 kHz/16 bits,
output by a high-quality interface (RME Fireface UCX)
and presented to participants binaurally via electrody-
namic headphones (Beyerdynamic DT770 PRO). The
output intensity of the stimuli was calibrated at 70 dB
(A-weighted) for the unmodulated part of the noise.
Participants’ responses were collected with a Cedrus
response box (RB-844, Cedrus Corporation, San Pedro,
CA, USA). The experiment was run using MATLAB
Psychophysics Toolbox extensions (Brainard, 1997) on
a Fujitsu Celsius M730 computer running Windows
7 (64 bit).

On a given trial, participants were instructed to listen
to the auditory stimulus and to respond whether a tone
signal was present during the unmodulated portion of
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the broadband noise by pressing one of the two buttons
assigned to ‘present’ and ‘absent’ responses. For each
trial, participants were given a response time window of
1.5 s, measured from the offset of the noise stimulus. If
no button press was registered before the elapse of the
response time window, a message would be displayed on
the monitor reminding the participant to provide a
response. After participants’ responses, an inter-trial
interval randomly distributed between 1 and 2 s occurred
before the beginning of the next trial.

2.3.1 | Experiment 1

We first determined the SNR level of near-threshold tar-
gets for each participant, using a staircase procedure.
During this procedure, each trial was composed of the
same elements as those from the main experiment,
including 3.167 s of amplitude-modulated noise followed
by 0.833 s of target time period with flat amplitude noise.
The tonal target, when it was presented, occurred with
equal probabilities at each of the nine temporal positions
used in the main experiment. Note that we used the exact
same trial structure as in the main experiment in order to
assure that the near-threshold SNR level determined by
the staircase procedure would result in a near-threshold
detection rate of the tonal target in the main experiment.
Put differently, the goal of this procedure is not to find
each participant’s ‘real’ detection threshold of a 1-kHz
tone embedded in a broadband noise. Instead, our goal
was to determine the SNR level at which the average
detection rate of the near-threshold tonal target in the
main experiment would reach a level that is comparable
with that observed in the original study.’ The staircase
procedure was conducted in two runs, each of which con-
tained 54 trials (27 target trials and 27 non-target trials).
During each run, participants were asked to perform the
same target detection task as in the main experiment.
The first run started with a high SNR value for the tonal
target, which progressively decreased upon successful
detection of the target by the participant. Specifically,
we used the Psi method (Kontsevich & Tyler, 1999)

*In a pilot study, we conducted the staircase procedure with simpler
trial structures (e.g., without the preceding amplitude modulated noise
or temporal uncertainty for the occurrence of the tonal target). We
noticed that the near-threshold SNR level determined by these
procedures would consistently result in below-threshold detection rate
in following main experiment, in which the trial design was more
complex (preceding amplitude modulated noise, uncertainty in the
temporal position of the tonal target). These observations led us to use
the same trial structure as in the main experiment during the staircase
procedure. The SNR level determined by this procedure resulted in
near-threshold detection rate in the main experiment across
participants.

implemented in the Palamedes toolbox for MATLAB
(Prins & Kingdom, 2009). This method provides an esti-
mation of the threshold and slope of a psychometric
function of the participant’s target detection performance
after each trial and uses the estimated parameters to
determine the SNR level of the tonal target that will be
associated with the following trial. After the first run, we
averaged the estimated threshold level SNR over the last
10 trials and used this level as the initial SNR value of the
second run. After the second run, we averaged the esti-
mated threshold level SNR over the last 10 trials and used
it as the SNR level for the near-threshold targets in the
main experiment. A stabilization of the threshold level
SNR towards the end of the second run of the staircase
procedure was observed for all participants (see Figure S7
for the evolution of SNR values in the two runs of the
staircase procedure for all participants).

The main experiment was composed of 720 trials
presented across 10 experimental blocks. Each block
contained 72 pseudo-randomly ordered trials, with half
of them containing a tonal target (i.e., target trials) while
the other half not (i.e., non-target trials). When a tonal
target was presented, its timing was randomly selected
from one of nine temporal positions and its intensity was
randomly selected from one of the two SNR levels. Note
that the tonal target for each unique combination of tem-
poral position and SNR-level occurred twice in a given
block, such that participants’ exposure to the two differ-
ent SNR levels was kept balanced as the experiment prog-
ressed. This measure was particularly crucial to prevent
participants from developing response biases for certain
temporal positions due to overexposure or underexposure
during a certain phase of the experiment. Overall, target
trials from each combination between temporal positions
and SNR levels were repeated 20 times over the 10 experi-
mental blocks. The amount of trial repetitions per condi-
tion is comparable to the one from the original study
(i.e., 22 on average). Each block lasted about 6 min, and
participants were given a short break after each block.
The experiment started with a practice phase composed
of nine target trials and nine non-target trials. The tone
signal in target trials were presented once in each of the
nine temporal positions at the above-threshold SNR level.
Trials from this phase were excluded from the analysis.
Altogether, the experiment lasted for about 1.5 h.

2.3.2 | Experiment 2

Experiment 2 was composed of two sessions of 1.5 h that
took place on two consecutive days. Each session had
10 blocks of 90 trials, including 45 targets trials and
45 non-target trials presented in random order. When the
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tonal target was presented, its temporal position was
selected from one of the nine positions, and its intensity
was randomly selected from one of the five SNR levels.
The tonal target with each unique combination between
temporal position and SNR level occurred once in a given
block, such that participants received balanced exposure
to different experimental conditions. Each block lasted
around 7.5 min, and participants were given a short
break after each block. In total, every participant com-
pleted 20 blocks (1800 trials) across the two sessions,
which resulted in 20 repetitions of target trials for each
combination of temporal position and SNR level, simi-
larly to Experiment 1. This experiment also started with a
practice session composed of nine target trials and nine
non-target trials. The tone signal in the practice target tri-
als was presented at the highest SNR level and its tempo-
ral position was uniformly distributed across the target
trials (i.e., each position was presented once). Results
from this phase were excluded from the analysis.

2.4 | Data analyses

Similar to the original study, we focused on the impact of
temporal position on participants’ detection of near-
threshold targets, corresponding to targets at near-
threshold SNR in Experiment 1 and those at SNR Level
2 in Experiment 2. In order to examine the entrainment
phenomenon, we introduced three analytic modifications
compared to the original study.

24.1 | Trial selection
The first modification consisted of the exclusion of non-
target trials from the analysis. In Hickok et al. (2015), the
authors measured the average response accuracy at each
temporal position for all trials associated with the posi-
tion, including both target and non-target trials. We
argue that the inclusion of non-target trials is problem-
atic. Although each target trial can be objectively associ-
ated with a specific experimental condition based on the
physical properties of the tonal signal that was presented
during the trial, the association between non-target trials
and experimental conditions can only be made arbi-
trarily, due to the absence of tonal targets in these trials.
Consequently, only participants’ performance on target
trials (i.e., hits and misses) can be attributed to manipula-
tions of the tonal target, while their performance on non-
target trials (i.e., false alarms and correct rejections)
cannot.

To further motivate our rationale regarding non-
target trials, consider a scenario wherein a participant

gives a false alarm response to a non-target trial that was
labelled, for example, as ‘Position 4’. The association
between the participant’s false alarm response and
‘Position 4’ is solely due to the fact that this non-target
trial happened to be labelled as ‘Position 4’ during the
random assignment of temporal positions to non-target
trials. Thus, there is no basis to link any perceptual
processes that drove the participant’s false alarm
response in this trial to the temporal Position 4. This is
due to the randomness in the association between this
non-target trial and the label of Position 4 in the first
place. Given that there is no objective way to attribute
participants’ performance on non-target trials to any spe-
cific temporal positions, we therefore excluded non-target
trials from our analysis; in other words, we examined the
variation of hit rate as a function of temporal position of
the tone target.

One might argue that only considering hit rates can-
not rule out the impact of potential response biases in
performance. We agree with this assumption, but we sub-
mit that the inclusion of non-target trials in the analysis
would actually not solve the issue of response biases. This
is, again, due to the fact that the association between
false alarm rates and temporal positions arises solely
from the random labelling of non-target trials with
temporal positions. Thus, there is no basis to assume that
the false alarm rate that ends up being associated with a
given temporal position reflects the participant’s bias to
respond ‘present’ at that temporal position when the
target was not presented.

We did, however, test whether participants in our
experiments on average presented similar levels of
response biases (reflected in the overall false alarm rate
across all non-target trials) as participants from the
Hickok et al. (2015) study. We also conducted a restricted
analysis, which excluded participants whose overall false
alarm rate exceeded a cutoff level that was defined by the
distribution of overall false alarm rates across the partici-
pants from Hickok et al. (2015). These measures assured
strong comparability in terms of participants’ overall
response biases between our experiments and the original
study.

24.2 | Quantification of the strength of 3-Hz
modulation for each participant

The second methodological change consisted of a differ-
ent quantification of the strength of modulation of target
detectability by temporal position for each individual par-
ticipant. In Hickok et al. (2015), the authors calculated
the Fourier transforms of the detection curve from each
participant, in order to examine the presence of cyclic
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pattern in participants’ target detection as a function of
temporal position. They observed the peak of the power
spectrum for all five (equal to the total number of partici-
pants) curves at 3 Hz, which in turn corresponded to the
frequency of the amplitude modulation of the preceding
noise carrier. However, they did not provide quantifica-
tions for the observed 3-Hz power. We argue that such
quantifications are important not only for the assessment
of cross-participant variabilities in the size of the entrain-
ment effect but also for the estimation of the overall
effect size of the entrainment phenomenon at the group
level, which can be referred to by follow-up studies to
examine the robustness of the entrainment effect against
variations in experimental procedure and/or investigated
populations.

Here, we quantified the strength of the entrainment
phenomenon using the following methodology. First, we
performed the spectral decomposition of the curves of
target detectability (hit rates) using the standard Fast
Fourier Transform (FFT) algorithm, as implemented in
MATLAB function fft(). Given that each curve contained
N = 9 data points with a sampling frequency Fs = 12
Hz, the FFT provided a frequency resolution of Fs/N =
1.33 Hz and four frequency bins centered at 1.33, 2.67, 4
and 5.33 Hz. Among these four frequencies, we selected
2.67 Hz—which is closest to the modulation rate (3 Hz)
in the experiment—to be the frequency of interest and
measured its power for each participant. Although
power at 2.67 Hz in the power spectrum of participants’
hit rate curves is indicative of the presence of a cyclic
phenomenon near the entrainment frequency (3 Hz) in
participants’ detection performance, it is necessary to
assess whether and to what extent the observed 2.67-Hz
power could be attributed to the effect of entrainment to
rhythmicity presented in the preceding stimulus. This
requires normalization of the observed 2.67-Hz power in
each participant’s hit rate curve by a baseline level,
which indicates the level 2.67-Hz power that arises from
random fluctuations of the hit rate of the tonal target
across the nine temporal positions that is unrelated to
the entrainment to the preceding stimulus.

In order to establish this baseline level, we created,
for each participant, a distribution of 2.67-Hz power using
a permutation approach. Specifically, in each round of
permutation, we shuffled the label of temporal position of
all trials that were included in the analysis. We then cal-
culated the performance curve of the shuffled data and
computed the power at 2.67 Hz. For each participant, we
repeated this permutation procedure 1000 times, thereby
generating a baseline distribution of 2.67-Hz power aris-
ing from a random association between the participant’s
target detection performance and temporal position of
the target. We then calculated the mean of the 2.67-Hz

power of the baseline distribution, which indicates the
average level of 2.67-Hz power that could arise from ran-
dom fluctuations of participants’ detection performance
across the nine temporal positions. Finally, we computed,
for each participant, the normalized 2.67-Hz power by
subtracting the mean of the baseline distribution from
the 2.67-Hz power observed in the real performance
curve of the participant. We used the normalized 2.67-Hz
power as the dependent variable in statistical analyses at
the group level. Our hypothesis was that if participants’
detection of the near-threshold targets is influenced by
the entrainment to the preceding rhythmic stimulus, then
the 2.67-Hz power observed from participants’ real per-
formance curves should be significantly higher than the
one computed from baseline distribution. That is, the
normalized 2.67-Hz power should be significantly higher
than 0 at the group level.

2.4.3 | Extraction of common behavioural
pattern across participants

In addition to assessing the strength of a bi-cyclic pattern
that is present in each participant’s detection curve, we
also examined whether and to what extent a certain
behavioural pattern is shared across all participants. For
this purpose, we conducted a principal component analy-
sis (PCA) across all participants’ performance curves.
Given that temporal variations of hit rate manifest across
nine positions, PCA provides a better description of
potentially complex patterns (such as a bi-cyclic pattern)
within time series data than a mean-based analysis
(e.g., analysis of variance used in the original study).
Moreover, PCA provides for each extracted component
the amount of variance it can account for across partici-
pants’ data. We specifically focused on the first principal
component, which explains the most variance, to high-
light the dominant behavioural pattern shared across
participants. Accordingly, the amount of variance that
can explain by the first principal component indicates
the stability of the most common behavioural pattern
induced by the experimental manipulation across
participants.

We conducted the PCA analysis using the native
function ‘pca.m’ from the Statistics and Machine Learn-
ing Toolbox of MATLAB (The MathWorks, Natick, MA,
USA). The dataset fed to the function consisted of a two-
dimensional matrix, for which the first dimension
consisted of the number of observations in each hit rate
curve and the second dimension consisted of the number
of participants. The data and the script used to conduct
the analysis can be found in an online repository
(https://doi.org/10.17617/3.5c).


https://doi.org/10.17617/3.5c

CIwiLey T

SUN ET AL.

3 | RESULTS

3.1 | Reanalysis of data from the original
study: Hickok et al. (2015)

We first analysed the data from the original study of
Hickok et al. (2015), using the modified analysis pipeline.
The objective of this reanalysis was twofold. First, we
sought to provide a more fine-grained quantitative
description of the strength of 3-Hz modulation observed
in the accuracy curves of the original study. Second, we
wanted to compare the strength of 3-Hz modulation
between accuracy curves and hit rate curves in order to
test to what extent the entrainment effect presented in
the original study persisted after the removal of random
response noise from non-target trials. Recall that, due to
the arbitrary assignment of experimental conditions
to non-target trials, participants’ performance on these
trials cannot be objectively associated with any temporal
position (see Section 2.4.1 for a detailed explanation).
Modulation strength from hit rate curves then serves as a
reference to which results of the current study will be
compared. We used the preprocessed data from the origi-
nal study, which were made public by the authors (Saberi
et al., 2020).

We first computed mean hit rates for targets at five
SNR levels across different participants (Table 1). Our
results confirmed that the detectability of targets at SNR
Level 2 is closest to participants’ detection threshold
(Mean = 0.61; standard deviation [SD] = 0.07). We then
examined the impact of temporal position on target
detectability at SNR Level 2. Accuracy and hit rate curves
from the five participants are presented in Figure 2. For
accuracy curves, both PCA and the analysis of normal-
ized 2.67-Hz power confirmed strong evidence for near-
3-Hz modulation in all five participants’ performance.
Results from the PCA revealed a dominant bi-cyclic,
M-shape, pattern that accounted for 80.97% of the vari-
ance across the five participants’ performance curves
(Figure 3a). Moreover, analysis of the normalized 2.67-Hz
power in accuracy curves showed positive modulation
strength in all the five participants (Mean = 1.14;
SD = 0.39). For hit rate curves, our results also showed
evidence for near-3-Hz modulation, although the

TABLE 1 Average hit rate for target tones at the five SNR
levels across the five participants in Hickok et al. (2015)

1 2 3 4 5
Mean 0.22 0.61 0.95 0.99 0.99
SD 0.04 0.07 0.01 0.02 0.01

Abbreviations: SD, standard deviation; SNR, signal-to-noise ratio.

strength of the effect manifested at a lower level than in
the case of accuracy. Specifically, PCA analysis showed
that the dominant pattern, which had a similar bi-cyclic
shape as the one for accuracy curves, provided less
explanatory power for the variance cross participants’
performance (70.55%; Figure 3b). In a similar vein, analy-
sis of the normalized 2.67-Hz power showed a decreased
average modulation strength (Mean = 0.75; SD = 0.56).
In fact, decreases in the modulation strength were
observed in four out of five participants (Figure 3c),
which is in line with the less apparent cyclic pattern in
hit rate curves of these participants compared to accuracy
curves (For instance, Figure 2c and 2e).

In summary, reanalysis of the data from the original
study using our quantitative methods confirmed the
observation of a positive entrainment effect (normalized
2.67-Hz power) in all participants’ hit rate curves. Mean-
while, our results also showed that the strength of the
effect decreased in most participants, after the removal of
their performance in non-target trials, which cannot
be objectively associated with any temporal position
(see Section 2.4.1 for a detailed explanation).

3.2 | Modulation of target detectability
by position: Current study

Having established a new quantitative description of the
entrainment effect observed in Hickok et al. (2015), we
applied the same analyses to hit rate results from the two
experiments of the current study. We first assessed
the average hit rate for near-threshold targets in
both new experiments. Our results showed comparable
hit rates between our experiments (Experiment 1:
N = 24, Mean = 0.61, SD = 0.14; Experiment 2: N = 23,
Mean = 0.59, SD = 0.16) and the original study (N = 5;
Mean = 0.61; SD = 0.07). In addition to the average hit
rate for near-threshold targets, we also checked whether
participants from our experiments exhibited similar per-
formance in non-target trials as those from the original
study. This assessment showed similar false alarm rate
across all non-target trials between our experiments
(Experiment 1: N =24; Mean = 0.047; SD = 0.055;
Experiment 2: N = 23; Mean = 0.048; SD = 0.042) and
the original study (N = 5; Mean = 0.050; SD = 0.011).4
We then examined the impact of temporal position
on detectability of the near-threshold targets. Interest-
ingly, visual inspection revealed no sign of a bi-cyclic

“Due to the fact that one cannot objectively label non-target trials with
SNR levels, we could not calculate the average false alarm rate that is
specific to the condition of near-threshold SNR. Instead, we reported
participants’ overall false alarm rate across all non-target trials.
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pattern in the average hit rate curves across participants
for either experiment (Figure 4a; see Figures S1 and S2
for an inspection of individual hit rate curves of each
experiment). Results from our analyses quantitatively
confirmed this observation. For Experiment 1, the domi-
nant PCA component presented a non-cyclic pattern
across the nine temporal positions (Figure 4b). This com-
ponent accounted for 41.62% of the variance in hit rate

curves across participants and indicated best target
detectability at the Positions 5 and 6. Analysis of the nor-
malized 2.67-Hz power revealed that the average modula-
tion strength across participants was not significantly
different from 0 (Mean = —0.15; SD = 0.78; t[23]
= —0.96; p>.1). Assessment of individual results
showed that only 9 out of 24 participants had a positive
modulation strength (Figure 5a). For Experiment 2, the
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dominant PCA component did not show the bi-cyclic,
M-shape, pattern either (Figure 4b). Instead, it also rev-
ealed a non-cyclic pattern, where target detectability was
low at initial and final positions and peaked around Posi-
tions 6-8. In addition, analysis of the normalized 2.67-Hz
power revealed that the average modulation strength was
not significantly different from zero (Mean = —0.20,
SD = 0.72, t[22] = —1.32, p > .1). Assessment of individ-
ual results showed 8 out of 23 participants with a positive
modulation strength (Figure 5a). Finally, the comparison
between the two experiments (Experiment 1 vs.
Experiment 2) revealed no significant difference in aver-
age modulation strength (t[45] = .21, p > .1).

It is noteworthy that both of our experiments showed
larger cross-participant variability in overall hit rate for
near-threshold targets than the original study does. We
next examined whether the absence of the entrainment
effect at the group level in our experiments was due to
this larger variability. One might argue that when partici-
pants’ overall hit rate is too high (clearly above threshold)
or too low (clearly below threshold), it reduces the likeli-
hood of observing fluctuations across different temporal
positions and hence decreases the sensitivity of the mea-
surement in revealing potential modulation effects from
the entraining signal. If there was any truth in this

conjecture, one would expect to observe a clearer pres-
ence of the entrainment effect across participants whose
overall hit rate is confined within a narrower range, simi-
lar to the one reported in the original study. In order to
test this hypothesis, we computed a range of interest,
using the mean and SD of overall hit rates for near-
threshold targets across participants of Hickok
et al. (2015). Specifically, this range of interest cor-
responded to the 95% confidence interval of a normal dis-
tribution defined with that mean and SD ([0.47, 0.75]).
We then selected, for each of our experiments, partici-
pants whose overall hit rate for near-threshold targets
was enclosed in this range (Experiment 1: 15 out of
24 participants; Experiment 2: 16 out of 23 participants).
In order to further increase the level of comparability in
terms of overall performance between our experiments
and the original study, we also excluded participants
whose overall false alarm rate is higher than 95th percen-
tile of the distribution estimated from the false alarm rate
of the five participants of the original study (0.069). This
procedure additionally excluded six participants from
Experiment 1 and three participants from Experiment
2. We then compared the average modulation strength
across the selected participants of each experiment
against 0 using ¢ tests. Results from this more restricted
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analysis showed that the average modulation strength of
selected data is not significantly above 0 (Experiment 1:
Mean = —0.29; SD = 0.52; #8) = —1.70, p > .1; Experi-
ment 2: Mean = —0.21; SD = 0.72; 1(12) = —1.04, p > .1;
Figure 6).

Another important finding from Hickok et al. (2015)
was the anti-phase relation between target detectability
and the pattern of the preceding amplitude modulation
of the background noise. Specifically, detection accuracy
often reached a local maximum at temporal positions
where the phase of preceding amplitude modulation
would have approached the minimum. In the original
study, this observation was confirmed by a narrow
distribution of starting phase of 3 Hz power near —x/2
(—90° or 270°), which is the opposite phase of noise
modulation (90°) at the same time instant (see fig. 4 from
Hickok et al.,, 2015, for details). Here, we first re-
examined this phenomenon using the hit rate data from
Hickok et al. (2015). For each participant, we computed
the phase of 2.67 Hz from the FFT of the hit rate curve.
Mean and SD of the 2.67-Hz phase were calculated using
the CircStat toolbox in MATLAB (Berens, 2009). Our
results confirmed the original observation, with the
starting phase of 2.67-Hz modulation being around 270°

Hickok et al., (2015)
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FIGURE 6 Strength of near-3-Hz modulation in hit rate
curves of selected participants from the two experiments of the
current study. Filled circles show individual subjects’ modulation
strength. Blue areas indicate the distribution density of individual
data. Open circles indicate average across participants. Error bars:
standard deviation

in all five participants (Mean = 261.80°; SD = 21.88°;
Figure 5b). Although our own experiments did not pro-
vide any evidence for near-3-Hz modulation in target



= IwiLey

SUN ET AL.

detectability at the group level, some participants did
exhibit positive modulation strength in their results.
Thus, we examined the distribution of 2.67-Hz phase in
hit rate curves across these participants (Experiment 1:
n = 9; Experiment 2: n = 8). Overall, our results did not
show an anti-phase relation between target detectability
and noise modulation in either experiment (Experiment
1: Mean = 101.71°; SD = 51.23°; Experiment 2: Mean-
= 219.80°; SD = 65.50°; Figure 5b). In terms of individ-
ual results, for Experiment 1, no participant showed a
starting phase within a range of +30° from 270°. For
Experiment 2, only three participants showed a starting
phase within that range.

3.3 | Additional analysis of participants’
accuracy and d-prime data

Due to the arbitrary pairing of non-target trials with
experimental conditions, participants’ performances in
these trials cannot be objectively assigned to any specific
temporal position (see Section 2.4.1 for a detailed expla-
nation). We thus did not include non-target trials in our
previous analyses. Meanwhile, we deem it necessary to
address potential criticism related to the exclusion of
non-target trials. We therefore conducted the same
analyses on the normalized 2.67-Hz power using two
measurements that take into account participants’
performance in non-target trials, namely, accuracy and
d-prime.® If the labelling of non-target trials with tempo-
ral position is indeed fully arbitrary, then the distribution
of participants’ correction rejection and false alarm
responses across the nine temporal positions should be
random. Thus, the inclusion of participants’ performance
from the non-target trials in the analysis, although would
introduce random noise in participants’ performance
across different temporal positions, should not affect the
statistical outcome of the entrainment effect observed in
participants’ hit rate curves at the group level.

Results from these analyses are presented in Figure 7.
For both accuracy (Figure 7a) and d-prime (Figure 7b),
the average modulation strength across participants
was not significantly different from zero in Experiment 1
(accuracy data: Mean = —0.17, SD = 0.77, #(23) = —1.07,
p > .1; d-prime data: Mean = —0.04, SD = 0.78, #(23)
= —0.26, p > .1) or Experiment 2 (accuracy data: Mean-
= —0.19, SD = 0.85, #(22) = —1.06, p > .1; d-prime data:

5 D-prime, also referred to as sensitivity index, is a measure defined in
signal detection theory (Stanislaw & Todorov, 1999). It reflects a
participant’s ability to distinguish between true presence and absence of
a signal (or target) in a collection of trials. It is calculated as the
difference between the Z score of hit rate and that of false alarm rate:
d-prime = Z(hit rate) — Z(false alarm rate).

Mean = —0.23, SD = 0.60, #(22) = —1.80, p = .09). This
finding supports the non-significance of the entrainment
effect at the group level in both of our experiments, even
when participants’ performances in non-target trials were
taken into account (see Figures S3-S6 for visual inspec-
tions of accuracy and d-prime curves of individual partic-
ipants from the two experiments).

3.4 | Non-cyclic modulation of
detectability across temporal positions

Although the main objective of the current study was to
examine the presence of bi-cyclic modulation patterns in
target detectability across temporal positions, results from
our PCA analyses revealed the existence of a non-cyclic
pattern in participants’ performance from both experi-
ments of the current study (Figure 4b). This pattern
resembles an inverted U-shape, where target detectability
is low at initial and final temporal positions and reaches
the maximum around the positions in the middle. These
observations invited an examination of the presence of a
non-cyclic pattern in the individual data of our partici-
pants. For this purpose, we conducted an analysis similar
to the one used to investigate the strength of bi-cyclic
modulation. Specifically, we calculated the goodness of
fit (i.e., R?) of the hit rate curve of each participant to an
inverted U-shape curve that was generated using a
generic polynomial function.® This goodness of fit indi-
cates the degree of presence of an inverted U-shape pat-
tern in the hit rate curve of each participant. We then
normalized the observed goodness of fit with a baseline
level, which was computed from a permutated dataset
created using the same permutation approach as for the
analysis of 2.67-Hz power. Specifically, the baseline good-
ness of fit consisted of the averaged goodness of fit to the
inverted U-shape function across hit rate curves from
the permutated dataset, which indicates the average
degree of presence of an inverted U-shape pattern that
could arise from random fluctuations of participants’
detection performance across the nine temporal posi-
tions. Finally, we computed the normalized goodness of
fit by subtracting the baseline goodness of fit from the
one observed in the real hit rate curve of each participant.
Our hypothesis was that if participants’ target detection
across the nine temporal positions was resembling an
inverted U-shape and this was not due to chance, then
participants’ real hit rate curves should show significantly
stronger goodness of fit than the baseline level.

®The data and the script used to conduct the analysis can be found in an
online repository (https://doi.org/10.17617/3.5c).
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an inverted U-shape pattern from the two experiments. Filled
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distribution density of individual data. Open circles indicate
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Accordingly, the normalized goodness of fit should be
significantly higher than 0 at the group level.

Results of our analysis showed a consistent presence
of this non-cyclic pattern in participants’ hit rate curves
in both experiments (Figure 8). In Experiment 1, our
results revealed that the normalized goodness of fit is sig-
nificantly higher than 0 at the group level (Mean = 1.30;
SD = 0.55; t(23) = 11.51; p < .001). Specifically, the nor-
malized goodness of fit in every participant is higher than
0. In Experiment 2, our results showed that the normal-
ized goodness of fit was also significantly higher than 0 at
the group level (Mean = 0.66, SD = 0.80, t(22) = 3.97,
p < .001). Assessment of individual results revealed

that the normalized goodness of fit in 19 of the
23 participants is positive. Meanwhile, comparison
between the two experiments revealed that normalized
goodness of fit in Experiment 2 is significantly lower than
those in Experiment 1 ({{45] = 3.22; p < .01).

4 | DISCUSSION

The study was designed to replicate and extend the find-
ings of Hickok et al. (2015) in order to understand the
robustness of the paradigm and investigate the impact of
oscillatory entrainment to a rhythmic signal on subse-
quent auditory processing. Specifically, we examined to
what extent the entrainment effect observed in the origi-
nal study can be reproduced with an increased sample
size and with simplifications in the experimental proce-
dure. The results from two new experiments reveal that
only a subset of participants (~36%) exhibited the
entrainment effect in behavioural performance. Conse-
quently, neither of our experiments showed a significant
entrainment effect at the group level.” Importantly, for
both experiments, the failure to observe a significant
entrainment effect at the group level was revealed with

"In addition to the strength of 2.67-Hz modulation, we also examined
the existence of a potential modulation at 5.33 Hz, which the first
harmonic frequency of 2.67 Hz. Analysis of the normalized 5.33-Hz
power showed that the modulation strength at 5.33 Hz is not
significantly above 0 in either of our experiments (Experiment 1:

Mean = —0.15, SD = 0.79, t(23) = —0.95, p > .1; Experiment 2:

Mean = —0.20, SD = 0.72, #(23) = —1.32, p > .1) (Figure S8). Inspection
of individual results showed positive modulation strength at 5.33 Hz in
only a small subset of participants (7 of 23 in Experiments 1 and 4 of

24 in Experiment 2).
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three different measures quantifying participants’ perfor-
mance across the nine temporal positions: hit rate, accu-
racy and d-prime. Second, further analysis focusing on
subset of participants who did show the entrainment
effect provided little evidence for a systematic anti-phase
alignment between temporal fluctuations of target detect-
ability and the pattern of the preceding entraining modu-
lation. The current study does not demonstrate a
consistent impact of a preceding rhythmically modulated
background noise on the detection of upcoming near-
threshold tone targets. It highlights substantial variability
across subjects. The variable or absent entrainment effect
held true in results from both the conceptual replication
(Experiment 1) and the exact replication (Experiment 2).

In trying to understand the factors that underlie why
our effects differ from Hickok et al. (2015), we first
address methodological differences between the studies
(which mostly concern modifications introduced in
Experiment 1). First, in Experiment 1, we used individu-
ally measured detection thresholds to determine the SNR
level of near-threshold tone targets for each participant,
which contrasts with the use of a common near-threshold
SNR level for all the participants in the original study.
Despite this methodological difference, the average hit
rate for near-threshold targets from Experiment 1 was at
the same level as (i) that from the original study and
(ii) our own exact replication (Experiment 2). Partici-
pants from both of our experiments also exhibited false
alarm rates similar to the original study, which further
confirmed a good level of comparability in terms of par-
ticipants’ overall performance between our experiments
and the original study. Although the overall hit rates and
false alarm rates from both of our experiments exhibited
larger variability across participants than in the original
study, our restricted analysis showed that this enlarged
variability in participants’ overall performance cannot
account for the absence of the entrainment effect at the
group level.

Second, in Experiment 1, we presented tone targets at
two SNR levels instead of five in the original study. This
modification not only shortened the duration of the experi-
ment but also reduced the degree of uncertainty regarding
the intensity of the targets. One might argue that this
design difference potentially contributes to the disappear-
ance of the entrainment effect in the experiment.
However, that speculation is not supported empirically, as
the results from Experiment 1 on modulation strength did
not differ from those from Experiment 2, with the latter
being an exact replication of the original study. In sum-
mary, the robust similarity between the results across our
two experiments makes it unlikely that the methodological
modifications in Experiment 1 played a major role to the
absence of the entrainment effect at the group level.

Third, arguably the biggest difference between the
current study and Hickok et al. (2015) concerns the sam-
ple size, with each of our experiments having data from
four times more participants than the original study.
Results from both of our experiments showed substantial
cross-participant variability in the strength of near-3-Hz
modulation compared to the level observed in the origi-
nal study. Importantly, unlike the original study that
showed a ubiquitous presence of positive modulation for
all five participants, both of our experiments revealed a
large proportion of participants who exhibited negative
modulation strengths, which indicates the absence of a
bi-cyclic pattern in hit rates. Consequently, our results
reveal a decrease of average modulation strength from
the level observed the original study to near 0. Although
larger cross-participant variability could be expected
with an increased sample size, the disappearance of the
entrainment effect at the group level in both our experi-
ments is surprising and could have multiple explana-
tions. On the one hand, the overall higher modulation
strength from Hickok et al. (2015) could result from cer-
tain contingent details of the experimental environment
of the original study that implicitly facilitated the obser-
vation of entrainment effect across the tested partici-
pants. On this interpretation, one might expect stability
of average modulation strength at a positive level, if
more participants are tested in the same experimental
environment despite a potential overall increase of cross-
participant variability. On the other hand, it is also pos-
sible that the overall positive modulation strength
observed in the study is due to an accidental underrepre-
sentation of participants within the pool of tested partici-
pants who do not exhibit the entrainment effect.
According to this interpretation, one should expect a
decrease of the overall modulation strength at the group
level, if more participants are tested in the same experi-
mental environment.

Next, one characteristic of the original study is the
consistent anti-phase alignment between the fluctuation
of target detectability and the amplitude modulation in
the preceding noise across participants. Our results did
not reveal an anti-phase relation between participants’
performance and noise modulation. In all participants
who exhibited a positive entrainment effect, we observed
sizeable variations in phase alignment within each exper-
iment as well as between the two experiments.

Variable phase alignment between the rhythmic sig-
nal and perceptual facilitation could be due to multiple
mechanisms. One possibility is that, given the continu-
ous nature of acoustic modulation, the auditory system
of different participants could phase lock to different
parts of the entraining signal, which consequently
induces perceptual facilitation at variable temporal
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positions. Although this explanation may account for
the widely distributed phase alignment between rhyth-
mic stimulation and performance facilitation when par-
ticipants were entrained to frequency-modulated noise
(Henry et al., 2014; Henry & Obleser, 2012), it is most
likely not the case for the entrainment to amplitude
modulation. Indeed, existing neurobiological findings
have demonstrated converging phase alignment of slow
cortical oscillations across participants in response to
the amplitude envelope of auditory input (Doelling
et al, 2019; Forseth et al, 2020; Simon &
Wallace, 2017). Moreover, in a recent study using ele-
ctrocorticography (ECoG) (Oganian & Chang, 2019),
the authors found that auditory neuronal populations
in the superior temporal gyrus (STG) exhibit maximum
firing rate during the rising portion of the amplitude
envelope of the acoustic input.

As suggested by the above-mentioned neurobiological
studies, consistent neural responses to specific amplitude
changes in the acoustic input should reduce the chance
for jittered phase alignment. However, it is not straight-
forward to assume that a converging phase correspon-
dence between the input signal and auditory neural
activity should definitely induce better target detection at
the same temporal position for every participant. A cru-
cial question, which these previous investigations did not
address, is to what extent the temporally aligned
neural excitability would specifically facilitate sensory
processing of the target stimulus. For instance, Bauer
et al. (2015) addressed this question in explaining the
lack of consistent perceptual facilitation for in-phase tar-
gets in their study. Note that, in that study, participants
were asked to perform a task on the pitch of a target tone
that was preceded by a sequence regularly paced dis-
tractor tones with a different pitch. They argued that,
although attending to the preceding rhythmic signal
should induce stronger temporal expectation for target
tones that occurred in-phase with the preceding rhythm,
it could be the case that a strong association could be
instantiated between in-phase positions and the pitch
value of the distractor tones and consequently hinder the
perception of target tones that occur at these positions.
Therefore, the conflicting benefits of temporal and spec-
tral information carried by the entraining signal could
contribute to the lack of consistent observation of behav-
ioural facilitation of in-phase targets. As for the current
paradigm, note that there is no direct correspondence
between the spectral content of the entraining signal
(broadband noise) and the target stimulus (1-kHz pure
tone). Therefore, it is not clear to what extent a specific
part of amplitude envelope of a broadband noise would
trigger neural responses that specifically facilitate the
detection of a 1-kHz tone. Recent neurobiological studies

demonstrated that neurons in primary auditory cortex
phase lock to rhythmic acoustic stimulation in a fre-
quency specific manner (Lakatos et al., 2013; O’Connell
et al, 2011). That is, when being stimulated with a
sequence of pure tones, Al neurons align their high
excitability phase to the input signal only if the fre-
quency of pure tones correspond to the preferred
frequency of these neurons. These findings suggest that
one could increase the sensitivity of the paradigm used
in Hickok et al. (2015) in order to observe an entrain-
ment effect by applying a stronger spectral correspon-
dence between the entrainment signal and the target
stimulus.

Finally, despite the failure to find a consistent bi-
cyclic pattern in participants’ performance, our results
based on the PCA analysis reveal a non-cyclic pattern
that is present in both of our experiments. This pattern is
characterized by an increase of target detectability from
the initial temporal positions towards the ones in the
middle, which is followed by a decrease of target detect-
ability towards the final temporal positions. Although the
extracted pattern of the two experiments differ with
regard to the exact location where detectability reaches
the maximum, both patterns exhibit lower detectability
at positions near the borders of the target window. Our
analysis of the normalized goodness of fit to an inverted
U-shape function shows more consistent presence of this
non-cyclic pattern across our participants than of a bi-
cyclic pattern. Interestingly, the hit rate curves of two
participants from Hickok et al. (2015) also resemble the
form of this non-cyclic pattern. The presence of this pat-
tern in all three datasets invites speculations regarding
an alternative behavioural phenomenon induced by the
paradigm. In fact, a previous study, in which target
stimuli were uniformly distributed within a time range,
also found better target detection towards the middle
of the time range than that towards the borders
(Ng et al., 2012).

One possible explanation for this phenomenon could
be that participants, after noticing that the target
could occur across a certain time range, preferentially
focused their attention on the centre of the time range.
This performance pattern could result from a form of sta-
tistical learning of the temporal distribution of the target
stimulus based on local temporal cues, sometimes known
as a foreperiod effect (see Hoehl et al., 2021, for a review).
A foreperiod is referred to as the time interval between
the target stimulus and the final stimulus of a preceding
entraining sequence. In the current study, one could con-
sider the beginning of the unmodulated noise as a
reference stimulus. Then, each temporal position for the
target stimulus presents a specific foreperiod with respect
to the reference stimulus, with the shortest foreperiod for
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the first position and the longest for the last position. Pre-
vious investigations have shown that when various fore-
periods were mixed within an experimental block, target
stimuli with different foreperiods would be processed
with different efficiency (e.g., Ellis & Jones, 2010;
Schirmer et al., 2021). In particular, it has been shown
that participants were better at perceiving stimuli pres-
ented with the middle range foreperiod compared to
those presented with foreperiods at the shortest and the
longest ends (Ellis & Jones, 2010). Our finding is in line
with these observations.

Given that the observed non-cyclic pattern manifests
across the full time range for target occurrence, it should
arise independently from the rhythmicity presented in
the preceding stimulation. Meanwhile, studies have also
shown that the shape of the performance pattern due to
the foreperiod effect can be modulated by the presence of
rhythmicity in a preceding entraining sequence (Ellis &
Jones, 2010; Schirmer et al., 2021). Although it is
uncontroversial to assume that the human brain
integrates temporal information from different sources
when predicting the timing of upcoming sensory stimuli
(Hoehl et al., 2021), our findings suggests that the current
paradigm allows more robust inferences about the impact
of the foreperiod effect than that of the entrainment
effect on the detection of tonal targets.

5 | CONCLUSION

The primary goal of the current study was to replicate the
entrainment effect observed in Hickok et al. (2015). Our
findings raise questions about the robustness of the
paradigm used in the original study, in revealing the
impact of oscillatory entrainment on subsequent auditory
processing. Specifically, based on findings from two
experiments with increased sample sizes, no significant
bicyclic modulation in target detection was observed at
the group level. We suggest that the real effect size is
substantially lower than originally estimated. Interestingly,
while existing neurobiological studies have provided
converging evidence for brain’s ability to entrain to
external rhythmicity (e.g., Lakatos et al., 2013), the lack of
consistency in the demonstration of an entrainment effect
at the behavioural level raises an issue of generalizability
of the entrainment phenomenon across different cognitive
levels. Therefore, designing and testing behavioural para-
digms that allow for robust evidence of the entrainment
effect at the behavioural level would be an essential
requirement for understanding the complicated pathway
from regulated fluctuations of local neural activities to
potential modulations of efficiency in perceiving auditory
events.
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