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#### Abstract

In the absence of dissipation a non-rotating magnetic nanoparticle can be stably levitated in a static magnetic field as a consequence of the spin origin of its magnetization. Here, we study the effects of dissipation on the stability of the system, considering the interaction with the background gas and the intrinsic Gilbert damping of magnetization dynamics. We find that dissipation limits the time over which a particle can be stably levitated. At large applied magnetic fields we identify magnetization switching induced by Gilbert damping as the key limiting factor for stable levitation. At low applied magnetic fields and for small particle dimensions magnetization switching is prevented due to the strong coupling of rotation and magnetization dynamics, and the stability is mainly limited by the gas-induced dissipation. In this latter case, high vacuum should be sufficient to extend stable levitation over experimentally relevant timescales. Our results demonstrate the possibility to experimentally observe the phenomenon of quantum spin stabilized magnetic levitation.


The Einstein-de Haas [1, 2] and Barnett effects [3] are macroscopic manifestations of the internal angular momentum origin of magnetization: a change in the magnetization causes a change in the mechanical rotation and conversely. Because of the reduced moment of inertia of levitated nano- to microscale particles, these effects play a dominant role in the dynamics of such systems [4-10]. This offers the possibility to harness these effects for a variety of applications such as precise magnetometry [1116], inertial sensing [17, 18], coherent spin-mechanical control [19, 20], and spin-mechanical cooling [21, 22] among others. Notable in this context is the possibility to stably levitate a ferromagnetic particle in a static magnetic field [23, 24]. Stable levitation is enabled by the internal angular momentum origin of the magnetization which, even in the absence of mechanical rotation, provides the required angular momentum to gyroscopically stabilize the system. Such a phenomenon, which we refer to as quantum spin stabilized levitation to distinguish it from the rotational stabilization of magnetic tops [2527], relies on the conservative interchange between internal and mechanical angular momentum. Omnipresent dissipation, however, exerts additional non-conservative torques on the system which might alter the delicate gyroscopic stability [26, 28]. It thus remains to be determined if stable levitation can be observed under realistic conditions, where dissipative effects cannot be neglected.

In this letter, we address this question. Specifically, we consider the dynamics of a levitated magnetic nanoparticle (nanomagnet hereafter) in a static magnetic field in the presence of dissipation originating

[^0]both from the collisions with the background gas and from the intrinsic damping of magnetization dynamics (Gilbert damping) [29, 30], which are expected to be the dominant sources of dissipation for levitated nanomagnets $[8,13,31-33]$. We find that the system can be levitated for a finite time before losing stability, as generally expected for gyroscopically stabilized systems [28]. Confined dynamics can be observed only when the time over which the nanomagnet is levitated is longer than the period of center-of-mass oscillations in the magnetic trap. When this is the case, we define the system to be metastable. The levitation time and the mechanism behind the instability depend on the parameter regime of the system. We identify two relevant regimes, which correspond to the two cases in which a non-rotating nanomagnet can be stably levitated in the absence of dissipation [23, 24]. First, at large applied magnetic fields the intrinsic Gilbert damping induces magnetization switching, which leads to instability on a timescale shorter than the period of center-of-mass oscillations. Second, at weak applied magnetic fields and for small particle dimensions, the system loses stability through the interaction with the background gas on a much longer timescale than the period of center-of-mass oscillations. In this latter case, the levitation time can be extended in high vacuum, thus allowing, in principle, the unambiguous experimental observation of quantum spin stabilized magnetic levitation.

We consider a single domain nanomagnet levitated in a static magnetic field $\mathbf{B}(\mathbf{r})$ as shown schematically in Fig. 1(a). The nanomagnet is modelled as a spheroidal rigid body of mass density $\rho_{M}$ and semi-axes lengths $a, b$ $(a>b)$, having uniaxial magnetocrystalline anisotropy, with the anisotropy axis assumed to be along the major semi-axis $a$ [34]. We assume that the magnetic response of the nanomagnet is approximated by a point


Figure 1. (a) Illustration of a spheroidal nanomagnet levitated in an external field $\mathbf{B}(\mathbf{r})$ and surrounded by a gas at the temperature $T$ and the pressure $P$ (orange). (b) Linear stability diagram of a non-rotating nanomagnet in the absence of dissipation. Blue (red) region denotes the stable atom (Einstein-de Haas) phase; hatched area is the unstable region. The following values are used: $a / b=2$, $\rho_{M}=10^{4} \mathrm{~kg} / \mathrm{m}^{3}, k_{a}=10^{4} \mathrm{~J} / \mathrm{m}^{3}, \gamma_{0}=1.76 \times 10^{11} \mathrm{rad} /(\mathrm{sT})$, $B^{\prime}=10^{4} \mathrm{~T} / \mathrm{m}$, and $B^{\prime \prime}=10^{6} \mathrm{~T} / \mathrm{m}^{2}$. We calculate the magnitude of the magnetic moment as $\mu=\rho_{\mu} V$, where $\rho_{\mu}=\left[\rho_{M} \mu_{B} /(50 \mathrm{amu})\right] \mathrm{J} /\left(\mathrm{Tm}^{3}\right)$, with $\mu_{B}$ the Bohr magneton and amu the atomic mass unit.
dipole with magnetic moment $\boldsymbol{\mu}$ of constant magnitude $\mu \equiv|\boldsymbol{\mu}|$, as it is often justified for single domain particles $[34,35]$. The magnetic moment $\boldsymbol{\mu}$ is related to the internal angular momentum $\mathbf{F}$ by the gyromagnetic relation $\boldsymbol{\mu}=\gamma_{0} \mathbf{F}$, where $\gamma_{0}$ is the gyromagnetic ratio of the material [36]. The orientation of the nanomagnet is described by the body-fixed reference frame $O \mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$, which is obtained from the laboratory frame $O \mathbf{e}_{x} \mathbf{e}_{y} \mathbf{e}_{z}$ according to $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)^{T}=R(\boldsymbol{\Omega})\left(\mathbf{e}_{x}, \mathbf{e}_{y}, \mathbf{e}_{z}\right)^{T}$, where $\boldsymbol{\Omega}=(\alpha, \beta, \gamma)^{T}$ are the Euler angles and $R(\boldsymbol{\Omega})$ is the rotational matrix (see Appendix A). The body-fixed reference frame is chosen such that $\mathbf{e}_{3}$ coincides with the anisotropy axis. The relevant degrees of freedom of the system are the center-of-mass position $\mathbf{r}$ and momentum $\mathbf{p}$, the mechanical angular momentum $L$, the orientation of the nanomagnet $O \mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$, and the magnetic moment $\boldsymbol{\mu}$. We hereafter consider a Ioffe-Pritchard magnetic trap [37], given by $\mathbf{B}(\mathbf{r})=\mathbf{e}_{x}\left[B_{0}+B^{\prime \prime} x^{2} / 2-B^{\prime \prime}\left(y^{2}+z^{2}\right) / 4\right]-$ $\mathbf{e}_{y}\left(B^{\prime} y+B^{\prime \prime} x y / 2\right)+\mathbf{e}_{z}\left(B^{\prime} z-B^{\prime \prime} x z / 2\right)$, where $B_{0}, B^{\prime}$ and $B^{\prime \prime}$ are, respectively, the field bias, gradient and curvature [38]. In the following it is convenient to define dimensionless variables: the center-of-mass variables $\tilde{\mathbf{r}} \equiv \mathbf{r} / a, \tilde{\mathbf{p}} \equiv \gamma_{0} a \mathbf{p} / \mu$, the mechanical angular momentum $\boldsymbol{\ell} \equiv \gamma_{0} \boldsymbol{L} / \mu$, the magnetic moment $\mathbf{m} \equiv \boldsymbol{\mu} / \mu$, and the magnetic field $\mathbf{b}(\tilde{\mathbf{r}}) \equiv \mathbf{B}(a \tilde{\mathbf{r}}) / B_{0}$.

The dynamics of the nanomagnet in the laboratory frame are given by the equations of motion

$$
\begin{align*}
\dot{\tilde{\mathbf{r}}} & =\omega_{\mathrm{I}} \tilde{\mathbf{p}}  \tag{1}\\
\dot{\tilde{\mathbf{p}}} & =\omega_{\mathrm{L}} \nabla_{\tilde{\mathbf{r}}}[\mathbf{m} \cdot \mathbf{b}(\tilde{\mathbf{r}})]-\Gamma_{\mathrm{cm}} \tilde{\mathbf{p}}  \tag{2}\\
\dot{\boldsymbol{\ell}} & =\omega_{\mathrm{L}} \mathbf{m} \times \mathbf{b}(\tilde{\mathbf{r}})-\dot{\mathbf{m}}-\Gamma_{\mathrm{rot}} \ell  \tag{3}\\
\dot{\mathbf{e}}_{3} & =\boldsymbol{\omega} \times \mathbf{e}_{3}  \tag{4}\\
\dot{\mathbf{m}} & =\frac{\mathbf{m}}{1+\eta_{G}^{2}} \times\left[\boldsymbol{\omega}_{\mathrm{eff}}-\eta_{G} \mathbf{m} \times\left(\boldsymbol{\omega}+\boldsymbol{\omega}_{\mathrm{eff}}+\eta_{G} \boldsymbol{\omega} \times \mathbf{m}\right)\right] . \tag{5}
\end{align*}
$$

Here $\omega_{\mathrm{I}} \equiv \mu /\left(\gamma_{0} M a^{2}\right)$ is the Einstein-de Haas frequency,
with $M$ the mass of the nanomagnet, $\omega_{\mathrm{L}} \equiv \gamma_{0} B_{0}$ is the Larmor frequency, $\boldsymbol{\omega} \equiv I^{-1} \boldsymbol{L}$ is the angular velocity, with $I$ the tensor of inertia, and $\boldsymbol{\omega}_{\text {eff }} \equiv 2 \omega_{\mathrm{A}}\left(\mathbf{m} \cdot \mathbf{e}_{3}\right) \mathbf{e}_{3}+\omega_{\mathrm{L}} \mathbf{b}(\tilde{\mathbf{r}})$, with the anisotropy frequency $\omega_{\mathrm{A}} \equiv k_{a} V \gamma_{0} / \mu$, where $V$ is the volume of the nanomagnet and $k_{a}$ denotes the material dependent anisotropy constant [35]. Eqs. (1-4) describe the center-of-mass and rotational dynamics of a rigid body in the presence of dissipation induced by the background gas, described by the center-of-mass (rotational) friction tensor $\Gamma_{\mathrm{cm}}\left(\Gamma_{\mathrm{rot}}\right)$ [32]. The expressions for $\Gamma_{\mathrm{cm}, \mathrm{rot}}$ depend on the particle shape. Here we take the expressions derived in [32] for a cylindrical particle [39]. The tensors $\Gamma_{\mathrm{cm} \text {, rot }}$ depend on the gas properties, namely the pressure $P$, the temperature $T$ and the molar mass $\mathcal{M}$, and on the ratio of the surface and the bulk temperature of the particle, which we assume to be equal to the gas temperature, namely $T_{\text {surface }}=T_{\text {bulk }}=T$. Furthermore, they account for two different scattering processes, namely the specular and the diffusive reflection of the gas from the particle, which is described by a phenomenological interpolation coefficient $\alpha_{c}$ [32]. The magnetization dynamics Eq. (5) is the Landau-LifshitzGilbert equation in the laboratory frame [8, 40], with the effective magnetic field $\boldsymbol{\omega}_{\text {eff }} / \gamma_{0}$ and the Gilbert damping parameter $\eta_{G}[29,41]$. Eqs. (1-5) describe the classical dynamics of a levitated nanomagnet where the effect of the spin origin of magnetization, namely the gyromagnetic relation, is taken into account phenomenologically by Eq. (5) [24] (see Appendix B). Here we neglect the effects of stochastic noise which, for sufficiently low temperatures, are expected not to alter the deterministic effects captured by Eqs. (1-5) (see below). An equilibrium solution of Eqs. (1-5) is given by $\tilde{\mathbf{r}}=\tilde{\mathbf{p}}=\ell=0$ and $\mathbf{e}_{3}=\mathbf{m}=-\mathbf{e}_{x}$. This corresponds to the configuration in which the nanomagnet is fixed at the trap center, with the magnetic moment along the anisotropy axis and antialigned to the bias field $B_{0}$. This equilibrium point is linearly stable in the absence of dissipation [23, 24], with an example of a stability diagram shown in Fig. 1(b).

The initial conditions for the dynamics in Eqs. (1-5), namely at the time $t=0$, depend on the initial state of the particle, which is determined by the loading scheme and the preparation of a nanomagnet in the magnetic trap. We assume that the nanomagnet is prepared in the thermal state of a Hamiltonian $\mathcal{H}_{\text {aux }}$ at the temperature $T$, where we consider an auxiliary loading potential described by $\mathcal{H}_{\mathrm{aux}}=\mathcal{H}_{\mathrm{cm}}+\mathcal{H}_{\text {rot }}+\mathcal{H}_{\mu}$. We assume harmonic trapping of the center of mass according to $\mathcal{H}_{\mathrm{cm}} \equiv \mathbf{p}^{2} /(2 M)+M\left[\omega_{\mathrm{X}}^{2} r_{x}^{2}+\omega_{\mathrm{T}}^{2}\left(r_{y}^{2}+r_{z}^{2}\right)\right] / 2$, where we take $\omega_{\mathrm{X}}^{2}=\mu B^{\prime \prime} / M$ and $\omega_{\mathrm{T}}^{2}=\mu\left(B^{2}-B_{0} B^{\prime \prime} / 2\right) /\left(M B_{0}\right)$ in agreement with the typical trapping frequencies in a IoffePritchard field [38]. The rotational dynamics is given by $\mathcal{H}_{\text {rot }} \equiv \boldsymbol{L} I^{-1} \boldsymbol{L} / 2-k_{a} V e_{3, x}^{2}$, where the confining potential is supplied by the anisotropy. The magnetic moment is polarized along an external applied field according to $\mathcal{H}_{\mu} \equiv-\mu_{x} B_{0}$. For each degree of freedom we take the corresponding standard deviation as the initial displacement from the equilibrium (see Appendix C). The initial
conditions are parametrized by the temperature $T$, with the loading potential $\mathcal{H}_{\text {aux }}$ that models general trapping schemes used to trap magnetic particles (see below).

Linear stability analysis of Eqs. (1-5) shows that the system is unstable. When the nanomagnet is metastable, however, it is still possible for it to levitate for an extended time before being eventually lost from the trap, as is the case for the classical magnetic top [25-27]. In the following we investigate this possibility by solving numerically Eqs. (1-5) in the two stable regions derived in the absence of dissipation [Fig. 1(b)]: (i) the atom phase at large magnetic fields, and (ii) the Einstein-de Haas phase at small particle dimensions and weak magnetic fields.

Atom phase denotes the regime where $\omega_{\mathrm{L}} \gg \omega_{\mathrm{A}}, \omega_{\mathrm{I}}$, which can be achieved for sufficiently large values of the bias field $B_{0}$. In this regime the coupling of the magnetic moment $\boldsymbol{\mu}$ and the anisotropy axis $\mathbf{e}_{3}$ is negligible, and the nanomagnet undergoes a free Larmor precession about the local magnetic field [23, 24]. In the absence of dissipation, this stabilizes the system in full analogy to magnetic trapping of neutral atoms [42, 43]. In Fig. 2 we show the numerical solution of Eqs. (1-5) for nanomagnet dimensions $a=2 b=20 \mathrm{~nm}$ and the bias field $B_{0}=100 \mathrm{mT}$. As evidenced by Fig. 2(a), the magnetization $m_{x}$ of the particle changes direction. During this change, the mechanical angular momentum $l_{x}$ changes accordingly in the manifestation of the Einstein-de Haas effect, such that the total angular momentum is conserved. The dynamics observed in Fig. 2(a) is indicative of Gilbert-damping-induced magnetization switching, a process in which the projection of the magnetic moment along the effective magnetic field $\boldsymbol{\omega}_{\text {eff }} / \gamma_{0}$ changes sign [30]. The timescale of magnetization switching is much shorter than the period of center-of-mass oscillations, here given by $1 / \omega_{\mathrm{T}} \sim 10 \mu \mathrm{~s}$ [24], thus the nanomagnet shows no signature of confinement [see Fig. 2(b)].

The timescale of levitation in the atom phase is given by the timescale of magnetization switching, and it can be estimated from a simple model as follows. As evidenced by Fig. 2(a-b), the dynamics of the center of mass and the anisotropy axis are approximately constant during switching, such that $\boldsymbol{\omega}_{\text {eff }} \approx \boldsymbol{\omega}_{\text {eff }}(t=0)$. Under this approximation and taking into account that $\eta_{G} \ll 1$, the magnetic moment projection $m_{\|} \equiv \boldsymbol{\omega}_{\text {eff }} \cdot \mathbf{m} /\left|\boldsymbol{\omega}_{\text {eff }}\right|$ evolves as

$$
\begin{equation*}
\dot{m}_{\|} \approx \eta_{G}\left[\omega_{\mathrm{L}}+2 \omega_{\mathrm{A}} m_{\|}\right]\left(1-m_{\|}^{2}\right) \tag{6}
\end{equation*}
$$

According to Eq. (6) the component $m_{\|}$exhibits switching if $m_{\|}(t=0) \gtrsim-1$ and $\omega_{\mathrm{L}} / 2 \omega_{\mathrm{A}}>1$ [30], both of which are fulfilled in the atom phase. Integrating Eq. (6) we obtain the switching time $\tau$ [implicitly defined by $m_{\|}(\tau)=0$ ], which can be well approximated by

$$
\begin{equation*}
\tau \approx \frac{\ln \left(1+\left|m_{\|}(t=0)\right|\right)}{2 \eta_{G}\left(\omega_{\mathrm{L}}+2 \omega_{\mathrm{A}}\right)}-\frac{\ln \left(1-\left|m_{\|}(t=0)\right|\right)}{2 \eta_{G}\left(\omega_{\mathrm{L}}-2 \omega_{\mathrm{A}}\right)} \tag{7}
\end{equation*}
$$

The estimation Eq. (7) is in excellent agreement with


Figure 2. Dynamics in the atom phase for nanomagnet dimensions $a=2 b=20 \mathrm{~nm}$ and the bias field $B_{0}=100$ mT . Unless otherwise stated, the following values are used: $\eta_{G}=10^{-2}, T=10^{-1} \mathrm{~K}, P=10^{-2} \mathrm{mbar}, \mathcal{M}=29 \mathrm{~g} / \mathrm{mol}$, and $\alpha_{c}=1$. For the remaining parameters the numerical values are given in the caption of Fig. 1(b). (a) Dynamics of the magnetic moment component $m_{x}$ (blue line), the mechanical angular momentum component $l_{x}$ (red line), the anisotropy axis component $e_{3, x}$ (purple line) and the total angular momentum (yellow line). (b) Center-of-mass dynamics. (c) Dependence of the magnetization switching on external parameters. Blue line corresponds to the same set of parameters as in (a). Each remaining line differs from the case in (a) by a single parameter, as denoted by the legend. Dotted vertical lines denote the switching time given by Eq. (7). (d) Switching time Eq. (7) as a function of the bias field and the major semi-axis.
the numerical results for several different values of the parameters [see dotted lines in Fig. 2(c)]. In Fig. 2(d) we show the dependence of Eq. (7) on the bias field $B_{0}$ and the major semi-axis $a$. The switching time is always shorter than the center-of-mass oscillation period given by $\omega_{\mathrm{T}}$, and thus no metastability can be observed in the atom phase. In passing, we note that the dissipation due to the background gas has negligible effects, as for the values assumed in Fig. 2(a-c) it occurs on a timescale $\sim 230-350 \mu \mathrm{~s}$.

Einstein-de Haas phase denotes the regime where $\omega_{\mathrm{A}}, \omega_{\mathrm{I}} \gg \omega_{\mathrm{L}}$, which can be achieved when the dimensions of the nanomagnet are sufficiently small, and the applied bias field is weak. This hierarchy or energy scales manifests in two ways [23, 24]: (i) the anisotropy is strong enough to effectively "lock" the direction of the magnetic moment $\boldsymbol{\mu}$ along the anisotropy axis $\mathbf{e}_{3}$, and (ii) according to the Einstein-de Haas effect, the frequency at which the nanomagnet would rotate if $\boldsymbol{\mu}$ switched direc-
tion is significantly increased at small dimensions, such that switching can be prevented due to energy conservation [4]. In the absence of dissipation, the combination of these two effects stabilizes the system. In Fig. 3 we show the numerical solution of Eqs. (1-5) for nanomagnet dimensions $a=2 b=2 \mathrm{~nm}$ and the bias field $B_{0}=0.5 \mathrm{mT}$. The nanomagnet in the Einstein-de Haas phase is metastable, as evidenced by the confined center-of-mass motion shown in Fig. 3(a). In Fig. 3(b) we show the dynamics of the magnetic moment component $m_{\|}$ on the same timescale, which indicates that no magnetization switching occurs in this regime. The absence of switching cannot be simply understood from Eq. (6), because rotation and magnetization dynamics occur on a comparable timescale [see the anisotropy axis oscillations in Fig. 2(c)]. Instead, even in the presence of an anti-aligned magnetic field, Gilbert damping aligns the magnetic moment along the anisotropy axis [see grey arrow in Fig. 3(b)]. This can be explained as follows. We set $\mathbf{m} \equiv \mathbf{e}_{3}+\delta \mathbf{m}$ and substitute in Eqs. (1-5). Assuming $|\delta \mathbf{m}| \ll\left|\mathbf{e}_{3}\right|$, we eliminate the magnetic moment degree of freedom to the leading order and obtain the following equation for the correction $\delta \mathbf{m}$,

$$
\begin{equation*}
\delta \dot{\mathbf{m}} \approx \boldsymbol{\omega}_{\mathrm{eff}} \times \delta \mathbf{m}-\eta_{G}\left[2 \omega_{\mathrm{A}}+\omega_{0} \mathbf{e}_{3} \cdot(\mathbf{m}+\boldsymbol{\ell})\right] \delta \mathbf{m} \tag{8}
\end{equation*}
$$

where $\omega_{0} \equiv \mu /\left(\gamma_{0} I_{0}\right)$, with $I_{0}$ the principal moment of inertia along the axis $\mathbf{e}_{3}$. According to Eq. (8), the effect of Gilbert damping is to align $\mathbf{m}$ and $\mathbf{e}_{3}$ on a timescale given by $1 /\left(\eta_{G} \omega_{\mathrm{A}}\right)$. After this alignment is achieved, the system is stabilized by the magneto-mechanical effects characteristic of the Einstein-de Haas phase.

The main mechanism behind the instability in the Einstein-de Haas phase is thus gas-induced dissipation. In Fig. 3(d-e) we plot the dynamics of the center-of-mass coordinate $y$ and the magnetic moment component $m_{x}$ on a longer timescale, for two different values of the pressure $P$. The effect of gas-induced dissipation is to dampen the center-of-mass motion to the equilibrium point, while the magnetic moment moves away from the equilibrium. Both processes happen on a timescale inversely proportional to the pressure $P$. When $e_{x}=m_{x} \approx 0$, the system becomes unstable and ultimately leaves the trap [see grey arrow in Fig. 3(d)]. The metastability of the nanomagnet in the Einstein-de Haas phase is therefore limited by the gas-induced dissipation given by $\Gamma_{\text {rot }}$, which can be significantly reduced in high vacuum.

We conclude our discussion with several remarks. First, we emphasize that Eqs. (1-5) are deterministic, i.e. they do not account for stochastic terms due to the thermal noise, and are thus appropriate to model the dynamics at sufficiently low temperatures as considered here [8, 44, 45]. In particular, thermal fluctuations of magnetization can be neglected when the magnetic energy exceeds thermal energy, namely when $\mu B_{0} \gg k_{B} T$, with $k_{B}$ the Boltzmann constant. Similarly, magnetocrystalline thermal fluctuations are suppressed when $k_{a} V \gg k_{B} T$. On the other hand, the effect of thermal noise on the center of mass is not negligible in this


Figure 3. Dynamics in the Einstein-de Haas phase for nanomagnet dimensions $a=2 b=2 \mathrm{~nm}$ and the bias field $B_{0}=0.5$ mT. Unless otherwise stated, the numerical values of the parameters are the same as in the caption of Fig. 1(b) and Fig. 2. (a) Motion of the system in the $y-z$ plane until time $t_{\max }=5$ $\mu$ s. (b) Dynamics of the projection $m_{\|}$. (c) Dynamics of the anisotropy axis component $e_{3, x}$. (d) Center-of-mass dynamics for $P=10^{-2}$ mbar (dark green) and $P=10^{-3}$ mbar (light green). (e) Magnetic moment dynamics for $P=10^{-2} \mathrm{mbar}$ (dark blue) and $P=10^{-3}$ mbar (light blue).
regime [46, 47]. However, at cryogenic conditions and in high vacuum these noises are weak enough not to destroy the deterministic effects captured by Eqs. (1-5) [44]. Second, the initial conditions considered here describe a trapped particle prepared in a thermal equilibrium in the presence of an external loading potential where the center of mass is decoupled from the magnetization and the rotational dynamics. This type of initial conditions can be obtained, for example, by trapping the nanomagnet using Paul traps as in recent experiments [19, 21, 48-56], before releasing it in a Ioffe-Pritchard trap. Third, let us discuss the values of the particle parameters considered in the captions of Fig. 1 and Fig. 2. The material parameters, such as $\rho_{M}, \rho_{\mu}, k_{a}$ and $\eta_{G}$, are consistent with Nickel and Cobalt based materials [57-59]. The Gilbert damping parameter $\eta_{G}$ could be reduced by considering other materials, for example yttrium iron garnet [60], which could delay magnetization switching and result in metastability in the atom phase. The values of the gas pressure $P$ and the temperature $T$ are experimentally achievable, with numerous recent experiments reaching pressure values as low as $P=10^{-6}$ mbar [54, 56, 61-64]. Finally, the analysis presented here has been carried out for the case of a non-rotating nanomagnet [65]. The same qualitative behaviour is obtained even in the presence of mechanical
rotation (namely, considering a more general equilibrium configuration with $\ell \neq 0$ ) (see Appendix D). In particular, the dynamics in the Einstein-de Haas phase remains largely unaffected, provided that the total angular momentum of the system is not zero. In the atom phase, mechanical rotation leads to differences in the switching time $\tau$, as generally expected in the presence of magnetomechanical coupling [66, 67].

In conclusion, we analyzed how the stability of a nanomagnet levitated in a static magnetic field is affected by the most relevant sources of dissipation. We find that at large applied magnetic fields (atom phase) the system is unstable due to the Gilbert-damping-induced magnetization switching, which occurs on a much faster timescale than the center-of-mass oscillations, thereby preventing the observation of levitation. On the other hand, the system is metastable at weak applied magnetic fields and for small particle dimensions (Einstein-de Haas phase). In this regime, the confinement of the nanomagnet in the magnetic trap is limited only by the gas-induced dissi-
pation, and our results suggest that in high vacuum the timescale of stable levitation can reach and even exceed several hundreds of periods of center-of-mass oscillations. These findings indicate the possibility of observing the phenomenon of quantum spin stabilized magnetic levitation, which we hope will encourage further experimental research. If observed, such phenomenon would not only represent a manifestation of the strong modification that the internal atomic angular momentum has on the mechanical motion of a nanomagnet, but it would also be a step towards controlling and using the rich physics of magnetically levitated nanomagnets.
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## Appendix A: Rotation to the body frame

In this section we define the transformation matrix between the body-fixed and the laboratory reference frames according to the ZYZ Euler angle convention, with the Euler angles denoted as $\boldsymbol{\Omega}=(\alpha, \beta, \gamma)^{T}$. We define the transformation between the laboratory frame $O \mathbf{e}_{x} \mathbf{e}_{y} \mathbf{e}_{z}$ and the body frame $O \mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$ as follows,

$$
\left(\begin{array}{l}
\mathbf{e}_{1}  \tag{A1}\\
\mathbf{e}_{2} \\
\mathbf{e}_{3}
\end{array}\right)=R(\boldsymbol{\Omega})\left(\begin{array}{l}
\mathbf{e}_{x} \\
\mathbf{e}_{y} \\
\mathbf{e}_{z}
\end{array}\right)
$$

where

$$
\begin{align*}
R(\boldsymbol{\Omega}) \equiv & R_{z}(\alpha) R_{y}(\beta) R_{z}(\gamma)=\left(\begin{array}{ccc}
\cos \gamma & \sin \gamma & 0 \\
-\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{array}\right) \\
& \left(\begin{array}{ccc}
\cos \beta & 0 & -\sin \beta \\
0 & 1 & 0 \\
-\sin \beta & 0 & \cos \beta
\end{array}\right)\left(\begin{array}{ccc}
\cos \alpha & \sin \alpha & 0 \\
-\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right) \tag{A2}
\end{align*}
$$

Accordingly, the components $v_{j}(j=1,2,3)$ of a vector $\boldsymbol{v}$ in the body frame $O \mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$ and the components $v_{\nu}$ ( $\nu=x, y, z$ ) of the same vector in the laboratory frame $O \mathbf{e}_{x} \mathbf{e}_{y} \mathbf{e}_{z}$ are related as

$$
\left(\begin{array}{l}
v_{1}  \tag{A3}\\
v_{2} \\
v_{3}
\end{array}\right)=R^{T}(\boldsymbol{\Omega})\left(\begin{array}{l}
v_{x} \\
v_{y} \\
v_{z}
\end{array}\right) .
$$

The angular velocity of a rotating particle $\boldsymbol{\omega}$ can be written in terms of the Euler angles as $\boldsymbol{\omega}=\dot{\alpha} \mathbf{e}_{z}+\dot{\beta} \mathbf{e}_{y}^{\prime}+$ $\dot{\gamma} \mathbf{e}_{3}$, where $\left(\mathbf{e}_{x}^{\prime}, \mathbf{e}_{y}^{\prime}, \mathbf{e}_{z}^{\prime}\right)^{T}=R(\alpha)\left(\mathbf{e}_{x}, \mathbf{e}_{y}, \mathbf{e}_{z}\right)^{T}$ denotes the frame $O \mathbf{e}_{x}^{\prime} \mathbf{e}_{y}^{\prime} \mathbf{e}_{z}^{\prime}$ obtained after the first rotation of the laboratory frame $O \mathbf{e}_{x} \mathbf{e}_{y} \mathbf{e}_{z}$ in the ZYZ convention. By using (A1) and (A2), we can rewrite angular velocity in terms of the body frame coordinates,
$\boldsymbol{\omega}=\dot{\alpha}\left[R(\boldsymbol{\Omega})^{-1}\left(\begin{array}{l}\mathbf{e}_{1} \\ \mathbf{e}_{2} \\ \mathbf{e}_{3}\end{array}\right)\right]_{3}+\dot{\beta}\left[R(\gamma)^{-1}\left(\begin{array}{l}\mathbf{e}_{1} \\ \mathbf{e}_{2} \\ \mathbf{e}_{3}\end{array}\right)\right]_{2}+\dot{\gamma} \mathbf{e}_{3}$,
which is compactly written as $\left(\omega_{1}, \omega_{2}, \omega_{3}\right)^{T}=A(\boldsymbol{\Omega}) \dot{\boldsymbol{\Omega}}$, with

$$
A(\boldsymbol{\Omega})=\left(\begin{array}{ccc}
-\cos \gamma \sin \beta & \sin \gamma & 0  \tag{A5}\\
\sin \beta \sin \gamma & \cos \gamma & 0 \\
\cos \beta & 0 & 1
\end{array}\right)
$$

## Appendix B: Hamiltonian of a levitated nanomagnet

In this section we summarize the description of the dynamics of a levitated nanomagnet in the Lagrangian formalism, and we derive the classical Hamiltonian function.

The mechanical motion of the nanomagnet is described by the center-of-mass position $\mathbf{r}$ and the velocity $\dot{\mathbf{r}}$, as well as its angular orientation $\boldsymbol{\Omega}$ and angular velocity $\dot{\boldsymbol{\Omega}}=(\dot{\alpha}, \dot{\beta}, \dot{\gamma})^{T}$. The orientation of the nanomagnet is described by the body-fixed reference frame $O \mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$ which is obtained from the laboratory frame $O \mathbf{e}_{x} \mathbf{e}_{y} \mathbf{e}_{z}$ according to Eq. (A1). The body-fixed frame is chosen such that $\mathbf{e}_{3}$ coincides with the magnetocrystalline anisotropy axis, which we assume to be along the major semi-axis $a$ [34]. We assume that the magnetic response of the nanomagnet is approximated by a point dipole with the magnetic moment $\boldsymbol{\mu}$ of a constant magnitude, such that its components in the laboratory frame
are $\boldsymbol{\mu}=\mu(\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta)^{T}$, with $\phi, \theta$ the polar and azimuthal angles.

The conservative dynamics of a nanomagnet levitated in a static magnetic field $\mathbf{B}(\mathbf{r})$ is modelled by a Lagrangian [24]

$$
\begin{array}{r}
\mathcal{L}=\frac{1}{2} M \dot{\mathbf{r}}^{2}+\frac{I_{0}}{2}\left(\dot{\gamma}^{2}+\dot{\alpha}^{2} \cos ^{2} \beta+2 \dot{\alpha} \dot{\gamma} \cos \beta\right) \\
+\frac{I_{1}}{2}\left(\dot{\beta}^{2}+\dot{\alpha}^{2} \sin ^{2} \beta\right)+\boldsymbol{\mu} \cdot \mathbf{B}(\mathbf{r})+k_{a} V\left[\frac{\boldsymbol{\mu}}{\mu} \cdot \mathbf{e}_{3}(\boldsymbol{\Omega})\right]^{2} \\
-\frac{\mu}{\gamma_{0}} \dot{\phi} \cos \theta \tag{B1}
\end{array}
$$

Here $M$ is the mass of the nanomagnet, $I_{0} \equiv 2 M b^{2} / 5$ and $I_{1} \equiv M\left(a^{2}+b^{2}\right) / 5$ are principal moments of inertia, $k_{a}$ is the anisotropy energy density of the material [35], $V$ is the volume of the nanomagnet, and $\gamma_{0}$ is the gyromagnetic ratio of the material. The first term in Eq. (B1) describes the kinetic energy of the center of mass, while the second and the third term describe the rotational kinetic energy. The last two terms in the second line of Eq. (B1) denote, respectively, the magnetic dipole interaction and the uniaxial anisotropy interaction. The last term in Eq. (B1) accounts for the kinetic energy associated to the motion of the magnetic moment [41], and it leads to the phenomenological Landau-Lifshitz-Gilbert equations describing the magnetization dynamics [31, 41].

The Hamiltonian can be obtained from Eq. (B1) by a Legendre transformation, $\mathcal{H}=\sum_{i} P_{i} Q_{i}-\mathcal{L}$, where $\boldsymbol{Q} \equiv\{\mathbf{r}, \boldsymbol{\Omega}, \phi\}$, and $\boldsymbol{P} \equiv\left\{\mathbf{p}, \mathbf{p}_{\Omega}, p_{\phi}\right\}$ are the conjugate momenta given by $P_{i}=\partial \mathcal{L} / \partial \dot{Q}_{i}$, namely $\mathbf{p}=M \dot{\mathbf{r}}, p_{\phi}=$ $-\mu \cos \theta / \gamma_{0}$, and $\mathbf{p}_{\Omega}=G(\boldsymbol{\Omega}) \dot{\boldsymbol{\Omega}}$, with

$$
G(\boldsymbol{\Omega})=\left(\begin{array}{ccc}
I_{0} \cos ^{2} \beta+I_{1} \sin ^{2} \beta & 0 & I_{0} \cos \beta  \tag{B2}\\
0 & I_{1} & 0 \\
I_{0} \cos \beta & 0 & I_{0}
\end{array}\right)
$$

It is convenient to express the Hamiltonian in terms of the mechanical angular momentum components in the body frame, $\boldsymbol{L}=\left(L_{1}, L_{2}, L_{3}\right)^{T}$, as follows. The angular velocity of the nanomagnet is given by $\boldsymbol{\omega} \equiv I^{-1} \boldsymbol{L}$, with $I$ the tensor of inertia, which in the body frame reads $I=$ $\operatorname{diag}\left(I_{1}, I_{1}, I_{0}\right)$. On the other hand, the body-frame components of the angular velocity $\boldsymbol{\omega}$ are related to the Euler angles using Eq. (A5). Consequently, the rotational conjugate momenta $\mathbf{p}_{\Omega}$ can be written in terms of the bodyframe components of $\boldsymbol{L}$ as $\mathbf{p}_{\Omega}=\left[I A(\boldsymbol{\Omega}) G^{-1}(\boldsymbol{\Omega})\right]^{-1} \boldsymbol{L}$. The Hamiltonian of a levitated nanomagnet can thus be written as

$$
\begin{equation*}
\mathcal{H}=\frac{\mathbf{p}^{2}}{2 M}+\frac{1}{2} \boldsymbol{L} I^{-1} \boldsymbol{L}-\boldsymbol{\mu} \cdot \mathbf{B}(\mathbf{r})-k_{a} V\left[\frac{\boldsymbol{\mu}}{\mu} \cdot \mathbf{e}_{3}(\boldsymbol{\Omega})\right]^{2} \tag{B3}
\end{equation*}
$$

From Eq. (B3) we can obtain equations of motion for any function $f\left(Q_{i}, P_{i}\right)$ using Poisson brackets, as $\dot{f}=\{f, H\}$,
where

$$
\begin{array}{r}
\{f, g\}=\sum_{i=1}^{6}\left(\frac{\partial f}{\partial Q_{i}} \frac{\partial g}{\partial P_{i}}-\frac{\partial g}{\partial P_{i}} \frac{\partial f}{\partial Q_{i}}\right)+  \tag{B4}\\
\\
\frac{\gamma_{0} / \mu}{\sin \theta}\left(\frac{\partial f}{\partial \phi} \frac{\partial g}{\partial \theta}-\frac{\partial g}{\partial \theta} \frac{\partial f}{\partial \phi}\right)
\end{array}
$$

Using Poisson brackets we derive equations of motion given by the Hamiltonian Eq. (B3),

$$
\begin{align*}
\dot{\mathbf{r}} & =\mathbf{p} / M, \quad \dot{\mathbf{p}}=\nabla_{\mathbf{r}}[\boldsymbol{\mu} \cdot \mathbf{B}(\mathbf{r})] \\
\dot{\mathbf{e}}_{3} & =\boldsymbol{\omega} \times \mathbf{e}_{3}, \quad \dot{\mathbf{L}}=\left[\gamma_{0} \mathbf{B}(\mathbf{r})+\boldsymbol{\omega}_{\mathrm{eff}}\right] \times \boldsymbol{\mu}  \tag{B5}\\
\dot{\boldsymbol{\mu}} & =-\boldsymbol{\omega}_{\text {eff }} \times \boldsymbol{\mu},
\end{align*}
$$

with $\boldsymbol{\omega}_{\text {eff }} \equiv 2\left(k_{a} V \gamma_{0} / \mu^{2}\right)\left(\boldsymbol{\mu} \cdot \mathbf{e}_{3}\right) \mathbf{e}_{3}+\gamma_{0} \mathbf{B}(\mathbf{r})$.

## Appendix C: Thermal initial conditions

In this section we obtain the initial conditions for the dynamics of the nanomagnet. We assume that the nanomagnet is prepared in the thermal state of $\mathcal{H}_{\mathrm{aux}}$ at the temperature $T$, with an auxiliary loading potential given by the Hamiltonian $\mathcal{H}_{\mathrm{aux}}=\mathcal{H}_{\mathrm{cm}}+\mathcal{H}_{\mathrm{rot}}+\mathcal{H}_{\mu}$. Here $\mathcal{H}_{\mathrm{cm}} \equiv \mathbf{p}^{2} /(2 M)+M\left[\omega_{\mathrm{X}}^{2} r_{x}^{2}+\omega_{\mathrm{T}}^{2}\left(r_{y}^{2}+r_{z}^{2}\right)\right] / 2$, where we take $\omega_{\mathrm{X}}^{2}=\mu B^{\prime \prime} / M$ and $\omega_{\mathrm{T}}^{2}=\mu\left(B^{\prime 2}-B_{0} B^{\prime \prime} / 2\right) /\left(M B_{0}\right)$ in agreement with the typical trapping frequencies in a Ioffe-Pritchard field [38], $\mathcal{H}_{\text {rot }} \equiv \boldsymbol{L} I^{-1} \boldsymbol{L} / 2-k_{a} V e_{3, x}^{2}$ and $\mathcal{H}_{\mu} \equiv-\mu_{x} B_{0}=-\mu B_{0} \cos \theta$. For the degrees of freedom $\boldsymbol{x} \equiv\left(\mathbf{r}, \mathbf{p}, \mathbf{p}_{\Omega}, \mu_{x}\right)^{T}$ we take as the initial displacement from the equilibrium the corresponding standard deviation, given by $\Delta x_{i}=\left(\left\langle x_{i}^{2}\right\rangle-\left\langle x_{i}\right\rangle^{2}\right)^{1 / 2}$, where $\left\langle x_{i}^{k}\right\rangle=Z^{-1} \int \mathrm{~d} \boldsymbol{x} x_{i}^{k} \exp \left[-\mathcal{H}_{\mathrm{aux}} /\left(k_{B} T\right)\right]$, with $k=1,2$ and the partition function $Z$, which can be written as $Z \equiv Z_{\mathrm{cm}} Z_{\mathrm{rot}} Z_{\mu}$. For the Euler angles $\boldsymbol{\Omega}$ we use a modified definition for the initial displacements, as shown below. The corresponding values for the anisotropy axis $\mathbf{e}_{3}$ and the mechanical angular momentum $L$ are obtained from $\boldsymbol{\Omega}$ and $\mathbf{p}_{\Omega}$ using Eq. (A1) and Eq. (B2), respectively.

The partition function $Z_{\mu}$ is given by the Hamiltonian $\mathcal{H}_{\mu}$ and it reads $Z_{\mu}=4 \pi(\sinh \xi) / \xi$, where $\xi \equiv$ $\mu B_{0} /\left(k_{B} T\right)$ and $k_{B}$ is the Boltzmann constant. Defining a dimensionless variable $\mathbf{m} \equiv \boldsymbol{\mu} / \mu$, the mean values are given by $\left\langle m_{x}\right\rangle=\partial \ln Z_{\mu} / \partial \xi$ and $\left\langle m_{x}^{2}\right\rangle=\left(\partial^{2} Z_{\mu} / \partial \xi^{2}\right) / Z_{\mu}$, such that the variance reads $\Delta^{2} m_{x}=1 / \xi^{2}-\left(\sinh ^{-1} \xi\right)^{2}$. For the remaining components of the magnetic moment we set as the initial displacements $\Delta^{2} m_{y}=\left(1-\Delta^{2} m_{x}\right)^{1 / 2}$ and $\Delta m_{z}=0$, such that the norm is preserved, namely $|\mathbf{m}(t=0)|=1$. In Fig. 4(a) we plot the value of $\Delta m_{x}$ as a function of the temperature $T$, for two different regimes of parameters: Einstein-de Haas phase with $a=2 b=2$ nm and $B_{0}=0.5 \mathrm{mT}$ (red line) and atom phase with $a=2 b=20 \mathrm{~nm}$ and $B_{0}=100 \mathrm{mT}$ (blue line).

The partition function $Z_{\mathrm{cm}}$ is given by the Hamiltonian $\mathcal{H}_{\mathrm{cm}}$ and it reads $Z_{\mathrm{cm}}=\left(2 \pi k_{B} T\right)^{3} /\left(\omega_{\mathrm{X}} \omega_{\mathrm{T}}^{2}\right)$. The variances follow as $\Delta^{2} r_{i}=k_{B} T / M \omega_{i}^{2}$ and $\Delta^{2} p_{i}=M k_{B} T$, with $i=x, y, z$ and $\omega_{y}=\omega_{z}=\omega_{\mathrm{T}}$. In Fig. 4(b) we


Figure 4. (a) Temperature dependence of the magnetic moment standard deviation in the thermal state, for the nanomagnet in the Einstein-de Haas phase with $a=2 b=2$ $\mathrm{nm}, B_{0}=0.5 \mathrm{mT}$ (red line), and in the atom phase with $a=2 b=20 \mathrm{~nm}$ and $B_{0}=100 \mathrm{mT}$ (blue line). For the remaining parameters the numerical values are given in the caption of Fig. 1(b). (b) Temperature dependence of the center-of-mass standard deviations in the thermal state, for the same parameters as in (a). (c) Temperature dependence of the Euler angles $\alpha_{\mathrm{th}}$ and $\beta_{\mathrm{th}}$ for different values of the major semi-axis $a$, and $b=a / 2$. For the remaining parameters the numerical values are as in (a-b).
plot the values of $\Delta r_{i}$ as a function of the temperature $T$, for the same regimes of parameters as in panel (a). At cryogenic temperatures the displacements of the center of mass given by the thermal state are small enough such that the Ioffe-Pritchard approximation of the static magnetic field is valid $[5,38]$.

The partition function $Z_{\text {rot }}$ is given by the Hamiltonian $\mathcal{H}_{\text {rot }}$, which can be written in terms of the canonical coordinates $\boldsymbol{\Omega}, \mathbf{p}_{\Omega}$ as

$$
\begin{align*}
& \mathcal{H}_{\text {rot }}= \\
& \qquad \frac{p_{\beta}^{2}}{2 I_{1}}+\frac{p_{\gamma}^{2}}{2 I_{0}}+\frac{\left(p_{\alpha}-p_{\gamma} \cos \beta\right)^{2}}{2 I_{1} \sin ^{2} \beta}-k_{a} V(\cos \alpha \sin \beta)^{2} . \tag{C1}
\end{align*}
$$

The partition function reads $Z_{\text {rot }}=$ $2 \pi\left(2 \pi k_{B} T\right)^{3 / 2}\left(I_{1}^{2} I_{0}\right)^{1 / 2} \mathcal{I}[1]$, where we define a functional

$$
\begin{align*}
& f(\alpha, \beta) \mapsto \mathcal{I}[f(\alpha, \beta)]= \\
& \int_{0}^{2 \pi} \mathrm{~d} \alpha \int_{0}^{\pi} \mathrm{d} \beta f(\alpha, \beta) \sin \beta e^{\frac{k_{a} V}{k_{B} T}(\cos \alpha \sin \beta)^{2}}, \tag{C2}
\end{align*}
$$

with $f(\alpha, \beta)$ an arbitrary function. Note that the mean value of $f(\alpha, \beta)$ can be written as $\langle f(\alpha, \beta)\rangle=$ $\mathcal{I}[f(\alpha, \beta)] / \mathcal{I}[1]$. The variances follow as

$$
\begin{align*}
& \Delta^{2} p_{\alpha}=I_{1} k_{B} T\left[1-\frac{I_{1}-I_{0}}{I_{1}}\left\langle\cos ^{2} \beta\right\rangle\right]  \tag{C3}\\
& \Delta^{2} p_{\beta}=I_{1} k_{B} T, \quad \Delta^{2} p_{\gamma}=I_{0} k_{B} T
\end{align*}
$$

Finally, for the angles $\boldsymbol{\Omega}$ we use a modified definition of their mean values in the thermal state, which we denote as $\boldsymbol{\Omega}_{\mathrm{th}}$ and obtain as $\alpha_{\mathrm{th}} \equiv \cos ^{-1}\left[-\sqrt{\left\langle\cos ^{2} \alpha\right\rangle}\right], \beta_{\mathrm{th}} \equiv$ $\cos ^{-1}\left[\sqrt{\left\langle\cos ^{2} \beta\right\rangle}\right]$ and $\gamma_{\mathrm{th}}=\cos ^{-1}\left[\sqrt{\left\langle\cos ^{2} \gamma\right\rangle}\right]=\pi / 4$. In Fig. 4(c) we plot the angles $\alpha_{\mathrm{th}}$ and $\beta_{\mathrm{th}}$ as a function of the temperature $T$ for different values of the major semi-axis $a$, and $b=a / 2$. The factor $k_{a} V /\left(k_{B} T\right)$ in the exponential in Eq. (C2) implies that larger particles require higher temperatures to be significantly displaced out of the equilibrium configuration. For cryogenic temperatures and particle dimensions considered in the main text, it is therefore appropriate to approximate $\alpha_{\mathrm{th}} \approx \pi$, $\beta_{\mathrm{th}} \approx \pi / 2$ and $\Delta^{2} p_{\alpha} \approx I_{1} k_{B} T$.

## Appendix D: Dynamics in the presence of rotation

In this section we consider a more general equilibrium configuration, namely a nanomagnet initially rotating such that in the equilibrium point $\boldsymbol{L}=-I_{0} \omega_{S} \mathbf{e}_{x}$, with the sign convention such that $\omega_{S}>0$ denotes the rotation in the clockwise direction. This equilibrium point is linearly stable in the absence of dissipation [23, 24], and an example of a stability diagram with $\left|\omega_{\mathrm{S}}\right| / 2 \pi=100 \mathrm{MHz}$ is shown in Fig. 5(a), both in the clockwise (left panel) and counterclockwise (right panel) direction. Apart from the Einstein-de Haas and the atom phase, the stability diagram displays an additional stable region in which the system is stabilized by the mechanical rotation, analogously to the classical magnetic top [25-27]. The two cases considered in the main text are denoted in Fig. 5(a) by yellow and green points (Einstein-de Haas and atom phase, respectively). Here we consider how the dynamics in these two cases is modified by the rotation $\omega_{S}$. In Fig. 5(b) we show the motion in the $y-z$ plane in the Einstein-de Haas phase for both directions of rotation. This can be compared with Fig. 3(a). The rotation does not qualitatively affect the dynamics of the system. The difference in the two trajectories can be explained by a different total angular momentum in the two cases, as in the case of a clockwise (counterclockwise) rotation the mechanical and the internal angular momentum are parallel (anti-parallel), such that the total angular momentum is increased (decreased) compared to the non-rotating case. This asymmetry arises from the stability diagram of a rotating nanomagnet [compare with Fig. 5(a)], and it is not a consequence of dissipation. In Fig. 5(c) we show the dynamics of the component $m_{\|}$in the atom phase. The rotation has a slight effect on the switching time $\tau$, shifting it forwards (backwards) in case


Figure 5. Dynamics of a nanomagnet initially rotating around the axis $\mathbf{e}_{x}$ with the frequency $\omega_{\mathrm{S}}$. (a) Stability diagram in the absence of dissipation for $\left|\omega_{\mathrm{S}}\right| / 2 \pi=100 \mathrm{MHz}$. Left panel: Clockwise rotation ( $\omega_{\mathrm{S}}>0$ ). Right panel: counterclockwise rotation $\left(\omega_{\mathrm{S}}<0\right)$. For the remaining parameters the numerical values are given in the caption of Fig. 1(b). (b) Motion in the $y-z$ plane for the rotating nanomagnet in the Einstein-de Haas phase [denoted by yellow points in (a)], using the same numerical values of the parameters as in Fig. 3(a). Left panel: Clockwise rotation. Right panel: counterclockwise rotation. (c) Magnetization switching for the rotating nanomagnet in the atom phase [denoted by green points in (a)], using the same numerical values of the parameters as in Fig. 2(a). Solid line: clockwise rotation. Dashed line: counterclockwise rotation. Dotted vertical line denotes the switching time given by Eq. (7).
of a clockwise (counterclockwise) rotation. This is generally expected in the presence of magneto-mechanical coupling [66, 67].
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